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ABSTRACT

Title of Thesis: The Throughput and Cost Effectiveness of Monoprogrammed, Multi-

programmed, and Multiprocessing Digital Computers

Bruce Wald, Doctor of Philosophy, 1967

Thesis directed by: Associate Professor Alan B. Marcovitz

A generalized model of a digital computer system with a workload drawn from a
proffered infinite workload was investigated to determine the factors that affect through-
put and cost effectiveness to allow optimization of the system parameters. Throughput
was defined as the sum of the products of the cost of each component and the proportion
of the time each component was beneficially used. Cost effectiveness was defined as the
quotient of throughput and system cost, with unity being the ideal quotient.

Each of the jobs constituting the workload consisted of a fixed number of segments,
each alternately requiring processing and output. The memory requirements of a segment
consisted of a fixed component required at all times, another fixed component required
only during processing, and a third component required at all times. This third compo-
nent was usually assumed to be exponentially distributed, and output time was assumed
proportional to this component.

Analytic expressions for throughput and cost effectiveness in terms of the system
and workload parameters were obtained for the special cases where the number of jobs
simultaneously active did not exceed two and where the number of processors was no
greater than the number of active jobs. Simulation was extensively employed to analyze
the complex cases.

The cost effectiveness of monoprogrammed systems is limited by the nonutilization
of the processor during output and by the underutilization of the memory resulting from
the necessity of providing a total memory considerably larger than the average job require-
ments in order to prevent an inordinate amount of job termination. Multiprogramming
alleviates both of these problems: more jobs are available to keep the processor busy,
and the peak memory demands of the individual jobs are averaged.

Two types of multiprogrammed systems were analyzed: systems which terminate
jobs in case of memory conflict, and systems which suspend jobs under these
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circumstances if there is any possibility that memory can be allocated later. The sus-
pension strategy was found to be superior.

Actention was given to the rules that an operating system might use in determining
when to start a new job. In general, rules based on the number of active jobs, i.e. rules
responsive to the probable distribution of memory allocation requests in the near future,
were superior to rules based primarily on instantaneous memory availability. These
rules were best modified, however, by consideration of the instantaneous memory situa-
tion.

Multiprocessing allows increased multiprogramming and averaging of peak memory
requirements beyond the amount feasible with a single processor. As system size in-
creases, the cost effectiveness approaches unity. However, at any given level of system
cost, the decision as to whether to invest a finite additional amount of funds in addi-
tional memory or in additional processors is strongly affected by the ratio of memory cost

to processor cost.
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I. INTRODUCTION

The motivation underlying this study has already been described in a state-of-the-
art paper (1) and will be reviewed only briefly here. Although multiprocessor digital
computer systems were originally developed by the armed forces to obtain high system
reliability at the expense of only moderate hardware redundancy (2), this reliability has
become of increasing interest to designers of new equipment intended for installation at
computing centers which are required to provide continuously available service to a
multiplicity of users. Even when reliability is not of major concern, multiprocessors,
and the multiprogramming operating systems that usually accompany them, also afford
flexibility in the assignment of system resources to the individual problems in the in-
stantaneous workload. This flexibility is a powerful tool in a multiple-user environment.

The object of the present study is to analyze the factors that determine the optimum
hardware mix for a given workload and that influence the choice of operating system
strategies for a given combination of hardware and workload. An analytic approach is
carried as far as is practical, and simulation is employed in the more complex cases.

In this search for optimum hardware configurations and operating system strategies,
the first task is to define the measure to be optimized. Two such measures appear
reasonable: a service delay minimization and a throughput maximization.

The service delay minimization leads to a queuing model in which it is assumed
that the jobs are presented to the system at various times and that the effectiveness of
the system is some function of the delays between the arrival and completion of each of
these jobs. Note that the density of the workload is an important factor in the model, as
is the nature of the delay function to be minimized. Implicit in this model is the assump-
tion that the system can process the workload.

The throughput maximization assumes that an infinite number of jobs are available
and that the effectiveness of the system can be measured by summing the value of the
jobs completed. Although the statistical distribution of job parameters is still important,
no assumptions need be made about arrival rate, since the system is assumed to have a
job waiting at all times. It is considerably simpler to measure the value of a job in terms
of the cost of the hardware components utilized that it is to assign the cost of a delay in
the queuing model.

The throughput model was selected for this study because it leads to useful results

with fewer assumptions and because it has beenrelatively neglected by other investigators.



No criticism of the queuing model is implied; if one is faced with a given workload and a
given hardware configuration to process that workload, the rational policy is to minimize
in some sense the total inconvenience induced by the service delay to those users for
whose benefit the hardware exists. Nevertheless, a throughput model is of considerable
value in providing the data required for the choice of size, balance, and geographic dis-
tribution of computer centers, balancing economies of scale against data transmission
costs, particularly in those cases where the bulk of the workload is of the traditional

type in which service delay is not critical.



II. THE THROUGHPUT MODEL
A. Purpose and Limitations

The throughput model is intended to focus attention on the efficiency with which the
system allocates its resources, and on the degree to which the hardware complement is
appropriate to the workload. Questions relating to the service given to a particular prob-
lem generating portion of the workload are ignored; instead total productivity is to be
maximized, even if this maximization leads to poor service to a particular class of prob-
lems. Thus the throughput model is not sufficient for developing operating systems, but
neither is the queuing model alone. The complex problem of combining the models is left
for later investigations.

In the model at hand it is assumed that the operating system draws problems from an
infinite pool. All problems in this pool are assumed to have known and stationary statis-
tics. The throughput, T*, of the system is the product of the rate of problem completion
and of the mean value of the completed problems, where this value is related to the re-
sources required for its solution. No value is given partially completed jobs, no
penalties are attached to delays in completion, and no penalties are attached to refusing
to attempt or to abandoning a particular problem, except for the loss in throughput caused
by the wasted effort on an abandoned problem.

It is further assumed that operating system decisions and actions are accomplished
at no cost, or at least that these costs may be considered to be included in the specifica-

tions of the problems themselves.
B. The System Model

The system is assumed to consist of NP processor (computer) modules, N input/
output (i/o) channels, and a main memory.

Every processor module is assumed to have identical characteristics and to cost one
unit. The processing rate will not be explicitly defined; instead problems will be char-

acterized by their processing time requirements.

*A glossary of notation is provided in Appendix A.



Every i/o channel is assumed to have identical characteristics, and for the purposes
of this study the cost per channel, X, will be set at zero. It is further assumed that suf-
ficient channels are available so that no waits are caused by channel unavailability. It
is assumed that problem input can take place in negligible time but that output requires
significant time. All outputs are assumed to take place at a rate r, measured in units of
memory per unit of time.

The memory is characterized by its size, M. The unit in which M is measured is
deliberately undefined for greater generality, but it should be noted that in the numerical
examples the unit is assumed to be much larger than one word — perhaps in the range of a
page to a bank in present-day systems. The assumption that operating system functions
take place at no cost in resources (or that these costs are hidden in the workload specifi-
cations) implies that the total memory M is available to be allocated to the workload.

It is further assumed that problems associated with dynamic allocation and realloca-
tion of memory have been solved and that the system is always free to allocate a quantity
of memory to a job if this quantity is less than the difference between M and the amount
of memory already allocated. Thus questions of memory fracturing or checkerboarding

will be ignored.
C. The Workload Model

Each job is assumed to contain the same numkber, n, of segments. Associated with
each job is a memory requirement, m, which must be allocated continuously from job ini-
tiation to completion; m may be thought of as representing the permanent data base and
higher level routines of the job. Initiation of any segment of a job requires the allocation
of two additional increments of memory: x, which may be thought of as representing addi-
tional subroutines and working space required for execution, and y*, which may be thought
of as representing the space in which the segment output will be formatted.

Execution of each segment requires r units of processor time. This quantity will be
set to one, thus fixing the unit of time for the investigation. After a segment is executed,
the x units of memory may be released, but the y units must be retained until output is
complete. Output requires y/r units of time.

In the most general case all of these parameters could be statistically distributed.

In this investigation, however, it will be assumed that only y is a random variable and

that the designer of the operating system is aware of the value of all constant parameters

*Random variables will be denoted by scored boldface type.



and of the parameters of the y distribution. However, the value of the y; associated with
the i*h segment of a job will not be unveiled until the (i-1)tP segment is completed.

For the most part the y distribution will be assumed to be

Pz(y) =ae™ ¥, (1)

although other distributions will be used in special cases. It will be convenient to intro-
duce the symbol z to represent those y’s that are actually allocated. The form of the z
distribution will depend on the configuration and the operating system, as not all y’s

have an equal probability of being allocated.
D. Definition of Cost Effectiveness

The mean value of completed jobs, V, will be defined asthe sum of average products
of resource utilization and cost. Thus when a job is in execution, all memory components
contribute to the value of the job, but when a job is suspended awaiting the availability
of a processor, the occupancy of m units of memory is simply wasted and does not con-
tribute to the value of the job.

For any particular job, there are two components of value. During execution, which

lasts one unit of time, the component for each segment is
1 +p(m+x+2).
During output, which lasts z/r units of time, the component for each segment is
pE(m + 2).
Summing these components, and taking the average, yields

<z®1}). (2)

T, T

V=n{1+yhn+x+(1+m)<g>+1

The mean time between job completions is denoted by t_. It should be noted that
this does not necessarily represent the mean time to complete one job, since more than
one job may be in the system at one time. It is therefore reasonable to define the

throughput, T, of the system as
\
T= T (3)
C

Under the assumption that i/o channels are available at no cost, the system cost,

C, is given by

C = NP + uM. (4)



Finally, the cost effectiveness of the system, CE, is defined as

CE=¢& (5)

Under these definitions, no system can have a CE greater than unity, as a CE of
unity implies that all processors are always performing useful work and that the memory
is completely filled with jobs.

A monoprogrammed system cannot achieve a CE of unity except in trivial limiting
cases. The processor will not be utilized during output, nor will the memory space re-
quired for x be utilized. The CE will approach unity (a) as p approaches zero and r
approaches infinity, thus minimizing the effect of memory underutilization and minimizing
processor underutilization, or (b) as p approaches infinity, x approaches zero, and y
becomes a constant, y, thus minimizing the effect of processor underutilization and mini-
mizing memory underutilization.

Even the multiprogrammed system has similar difficulties in approaching the CE
limit. Processor underutilization can be eliminated, but this will raise CE to unity only
in the limit as p approaches zero. Memory underutilization can be eliminated only by
letting y become a constant, y, and by either letting x approach zero or by not requiring
the system to allocate memory for more than Np x’s. This last assumption is not incon-
sistent with the model but is unrealistic in actual practice where the loading of a new job

cannot take place in zero time.
E. Methodology

The throughput model will be used to examine three general types of systems: mono-
programmed, multiprogrammed, and multiprocessing.

The monoprogrammed system has one processor and attempts to perform jobs in
strictly serial fashion. It is representative of almost all computer systems in use until
1960 and of the majority of systems in use up to the present. It would be expected that
monoprogrammed systems would yield CE’s of considerably less than unity because of
the unutilized processor time during output, the unutilized memory provided for x during
output, and the unutilized memory provided for above average values of y when smaller
values are required.

The multiprogrammed system also has one processor but attempts to keep more than
one job active. It is representative of a few systems now extant and of systems that will

probably dominate the computing field by 1968 or 1970. This system attempts to raise



CE by making more than one job available to the processor and by averaging the memory
requirements of the active job.

The multiprocessing system not only attempts to keep more than one job active but
also has more than one processor available for job execution. There are very few multi-
processors now extant except in military applications, but it is expected that multi-user
systems presenting a “public utility” posture to their customers will make substantial
use of such systems in the 1970’s. Apart from the matter of reliability, multiprocessing
would be expected to afford improved CE for large systems by allowing a considerable
amount of multiprogramming with its attendant advantages of memory utilization averaging
without restrictions caused by processor waits.

Two techniques have been used in this investigation: probability analysis for the
simpler cases, and a simulator which is described in Appendix B. The general order of
presentation is analytic results (if any), a discussion of the validity of the analysis, and
a discussion of numerical examples, where these examples are derived analytically or
through simulation as appropriate. Details of the derivations and the numerical examples

may be found in various appendixes.



III. THE MONOPROGRAMMED SYSTEM
A. Analytic Results

The monoprogrammed system, faced with an instantaneous memory requirement
greater than M, has no option but to terminate the job. It will be convenient to define y,

as the amount of memory available to allocate the variable component y. Then

y1=M—m—x. (6)

The probability, P, that a given y will exceed y, is given by*

P .=e™¥1 (7)
and the z distribution is given by
ae—Z
P, (z) = Y 0<z<y;; 0 otherwise. (8)

Because of these conflicts, and the resulting terminations, it will require on the
average the completion of more than n segments per job completed. The mean number of

segments completed per job completed is denoted by y and is found to be
Y=o where Q_=1-P,_. 9)

The mean output time per segment, denoted by t, is given by

<z> 171 (1
o e (et ) P 4o

a a

and since the mean total time per segment is 1 + ¢,

te=y (1 +ty). (11)

*The deviation of equations (7) through (14) may be found in Appendix C.



The mean value of completed jobs, V, is found to be

2 —(azzyl2 +2ay; +2) P,
a’r (1 - Pc)

V=n{1+y[m+x+(m+r)to+ (12)

which leads to the desired expression for CE:

1 (1 (a2 —ay1
n{1+”[m+x+.ﬂ_ (__(_ + yl) e—a}'l) + 2 (azyl +205Y1+2)e ]}e—ayl(l_e—ayl)n-—l
(l-e ¥ \g \a azr(l -e 1)

1+ p.M){l +—1 [l—<i+y1>e"ay1:|} [1-@ _e—ayl)n]

f(l-e Y1) la a

(13)

Provided that P is small, as it is in the region of maximum CE, equation (13) can be

approximated by

1 2
[1 +,u(m+x-f-E +—+—> [1 - (n —l)e—ayl]
a a ar

CE = I 5 (14)
(1 +—> (1T +p(m+x+ypl
ar

but this approximation breaks down for small M when P_ is substantial.

No approximations were used in the derivation of equations (7) through (13), so it is
believed that these results are exact. Simulation yielded sample means whose fiducial
confidence intervals covered the analytically derived points the expected proportion of
the time, thus verifying the analytic results and the proper operation of the simulator.

In principle, equation (13) could be differentiated with respect to M (or y ), the
derivative equated to zero, and the resulting transcedental equation solved to yield
Mopt, the value of M that maximizes CE. If this solution was an explicit function of the
other parameters, it could be differentiated to show the sensitivity of Mgpe tO these other
parameters. In practice, the analytic difficulties are too formidable and Equation (13)

was evaluated numerically.
B. Numerical Examples and Discussion

Table 1 displays the results of calculations based on the assumptionsm =x = a =
p=1,r=0.2, and n = 10. It can be seen that the maximum CE of 0.381 occurs at an M of
6, which is sufficiently large that t_ has risen and y has fallen to within about 10% of

their final values.
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Table 1

Monoprogrammed Case; m=x =a=p=1,r=0.2, n = 10.

M |y, oty v e v T C CE
3.0 | 1.0 2.09 167.0 516.0 67.8 .131 4.0 .033
35|15 285 40.0 153.8 88.8 .577 4.5 .128
40 | 2.0 3.44 21.0 93.0 108.6 1.168 5.0 .23
45|25 3.88 152 740 1263 1.707 5.5 .310
5.0 (3.0 421 127 66.3 141.3 2130 6.0 .355
5.5 [ 3.5 4.46 115 629 153.5 2.441 6.5 .376
6.0 | 4.0 4.63 109 612 163.1 2.664 7.0 .38l
65|45 474 105 60.5 170.5 2.820 7.5 .376
7.0 [ 5.0 48 103 60.1 1761 2.930 8.0 .366
75 | 5.5 489 102 60.0 180.2 3.004 85 .353
8.0 | 6.0 4.93 10.1 59.9 183.1 3.056 9.0 .340
8.5 | 6.5 4.95 10.1 59.9 185.3 3.092 9.5 .325
9.0 | 7.0 4.97 10.0 59.9 186.7 3.116 10.0 .312
9.5 |75 498 10.0 59.9 187.8 3.133 10.5 .298

10.0 | 8.0 499 10.0 60.0 1885 3.144 11.0 .286

For the small r chosen, it would be expected that the value of Mopt should vary in

direct correspondence with variations in m and x. This is illustrated in Fig. 1, in which

the CE results of Table 1 are plotted along with the results of calculations made with

m =3, x =1, and withm =1, x = 3. Figure 2 is a replot of the data with y, as the

06

05

04

CEO03

02

[o3)

a=p=1,r=20.2,n=10.

. 1 —CE vs M, monoprogrammed case;

06

05—

CE 03—

02—

.2-CE vs Y1 monoprogrammed case;

a=p=1,r=0.2,n=10.
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abscissa. The higher values of CE for m = 3 can be explained by the low r: memory pro-

vided for x is utilized only a small part of the time, while memory provided for m is

always utilized.

Figure 3 illustrates the small magnitude of the effect of y and r on CE. Provided

that r is small and provided that g >> r, costs and values are determined primarily by

memory considerations. Increases in p

slightly increase CE as the under-

06
utilization of the pro¢essor becomes rela-

tively less significant, while decreases
in r decrease CE by further lowering 04

processor utilization.

CEQ3—

Figure 4, on the other hand, illus-

trates the strong dependence of Mope oz|—

on a. This dependence is not unexpected,

Ol —

since <y> = 1/a. In Fig. 5, the data have

05—

been replotted against a normalized ab- o

scissa of ay;. Inspection of Fig. 5 sug-

gests a relation of the form Fig

(15)

where k has a value of about 4 for r = 0.2 and n = 10.

. 3—CE vs M, monoprogrammed case;

m=x=a=1,n=10.

06 0.6

Q51— 05—

04—

CEQ3[—

Q2—

Ol |—

04 —

CEQ3—

02—

Fig. 4 —CE vs M, monoprogrammed case; Fig.

m=x=p=1,r=0.2,na=10.

5~CE vs ay;, monoprogrammed case;

m=x=p=1,r=0.2,n=10.
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It can be seen that as a decreases, the maximum CE decreases. Smaller values of a
imply a larger variability in y and less efficiency, because more memory, which is
utilized only part of the time, must be provided to accommodate this larger variability.

It would be expected that the value of k in equation (15) would increase as n in-
creases, since larger values of n would require lower values of P to keep y reasonably
close to n. Figure 6 shows the results of calculations based on four values of n. As
shown in Fig. 7, a reasonable fit is obtained with the normalized abscissa ¥ — 1.1 €n (n),

suggesting a relationship of the form

(1.5 + 1.1 €n (n))

y lopt = a (16)
0,6 06
05— 05—
04— 04
CEQ3 [ — CEO03
02— 02
n:s
od — al
n:10 n:20,
02 :|5 "‘404 l I6 7 L S 92 -Il (Ii ! IZ |3 4 5
M yi=1iinta}
Fig. 6~CE vs M, monoprogrammed case; Fig. 7-CE vs (y; ~ 1.1 {n(n)), monopro-
m=x=a=p=1,r=0.2. grammed case;m=x=qg=p=1,r=0.2.

In summary, the value of Mopt is relatively insensitive to r and p, provided that r and
p are so related that the processor is severely underutilized, and is equal to the sum of
m, X, and some multiple of the mean value of y. For n in the range 5 to 40, this multiple

is approximately 1.5 + 1.1 €a (n). The value of CE at M, is reduced by those factors

pt
which force less than full-time utilization of system resources; thus increases in x, vy,

and n and decreases in r tend to reduce the maximum CE.



IV. MULTIPROGRAMMING OF TWO JOBS
A. Constant Memory Requirements

It will be shown that multiprogramming can increase CE in two ways. The first is
the reduction of processor underutilization by the provision of additional jobs to occupy
the processor while one job is in the output state. The second is the averaging of the
peak memory demands that occurs in a memory large enough to accommodate more than
one job.

In order to focus attention upon the first and more obvious advantage of multipro-
gramming, a degenerate case of the workload model in which y becomes deterministic
and equal to 1 will be considered. For this discussion it will be assumed that m and x
are equal to 1. Since a suitable value of M will insure that no termination occur, the
value of n becomes irrelevant.

Since the mean values of y and y2 equal 1, equation (2) reduces to

\/ 2 17
H=1+IL<3+—;). ( )

For both the monoprogrammed and multiprogrammed cases, t, is simply 1/r. The segment
completion time for the monoprogrammed case was 1 + t but may be greater than that for
the multiprogrammed case because of processor unavailability. It will be convenient,
therefore, to define t_, as the mean output time plus waiting time, so that the mean seg-
ment completion time for the multiprogrammed case will be 1 + t,,. Fortunately, in the
specialized situation at hand the jobs will become synchronized and t, will be the
greater of 1 (the processing time of the other job) and t.

For the monoprogrammed case, M, is equal to 3, the sum of m, x, and y. For the

multiprogrammed case, it might be arguid that M is equal to 5, the sum of twice m and y
for the two jobs and of a single x for the one jobthat is being processed. Anargumentcan
be made, however, for an Mopt of 6. Although there is no absolute requirement that space
be reserved for the x of both jobs, most operating systems would insist on an M of 6. If
the purpose of multiprogramming is to assure that there will be an allocated job ready for
execution when the processor is finished with its previous job, allocation time for the x

and y of the new job could not be tolerated. Thus the practical operating system would

13
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preload these areas and require an M of 6. On the other hand, the idealized model
assumes zero-time operating system loads. Accordingly the discussion of this sub-
section will be based on two values of M for the multiprogrammed case, a conservative
value of 6 graphed with solid lines, and an idealized value of 5 graphed with broken

lines.

2 In Fig. 8 the relationship between CE
I and p has been plotted under the assump-
tion that r = 0.2. At this low value of r

08— —_———— ] there is never a processor wait, and the

_— -
" —— ~ MULTIPROGRAMMED
/
CE 06—

multiprogrammed system exhibits superior

o RAMMED CE. For infinitesimal p the CE ratio is 2

04 to 1, as costs and values are determined

o2 solely by the processor and the multi-

- programmed system has twice the through-

02 04 06 08 10 12 4 put of the monoprogrammed system. For

Fig. 8—CE vs i, monoprogrammed and
multiprogrammed cases, constant memory

requirements;m=x=y =1, r=0.2,

large p the CE’s of the monoprogrammed
and the conservative multiprogrammed

systems approach the same asymptotic

value, 0.723, since in the limit the cost
ratio of 2 to 1 is the same as the throughput ratio. Note that in all cases CE increases
with p because of processor underutilization and that the CE’s are higher than were seen
before because the variability has been removed from y and the hardware can better
match the problem.

In Fig. 9 the situation has been plotted for r = 1. This is the value of r that yields
perfect synchronization with no waits for or wastage of processor time in the multipro-
grammed case. Thus for the idealized M of 5, there is perfect resource utilization and a
CE of unity for any value of pu. For M = 6, the CE decreases with increasing p as the
effect of the wasted unit of memory becomes more significant, approaching from above the
same asymptotic value, 0.833, that is approached from below by the monoprogrammed
system as the effect of its half utilized processor becomes less serious with increasing p.
= 0.5 but

ty2 = 1.0 and there is considerable waiting for the processor in the multiprogrammed .case.

In Fig. 10 the situation has been plotted for r = 2. For this value of r, t

Since memory is being wasted during these waits, the CE of the multiprogrammed system
is inferior, except for very small values of p which minimize the effect of the wasted

memory.
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08— MONOPROGRAMMED

CEO6

02—

Fig. 9—CE vs p, monoprogrammed and
multiprogrammed cases, constant memory

requirements;m=x=y=1,r=1.

15

—— — __ MONOPROGRAMMED

08—

MULTIPROGRAMMED

CEO6 —

04—

02—

Fig. 10— CE vs 1, monoprogrammed and
multiprogrammed cases, constant memory

requirements;m=x=y =1, r= 2,

In Figs. 11 and 12, CE has been plotted as a function of r for two values of u. Note

that the monoprogrammed CE rises with r, as output time and the inevitable processor

wastage that accompanies it is decreased with increasing r. The multiprogrammed CE,

however, increases with r only up to r = 1 and then begins to fall. The rising portion of

the curves are accounted for by reduced wastage in processor utilization, the falling por-

tion by increased wastage in allocated memory which cannot be used because of processor

unavailability. In Fig. 12, where p is small and efficiency in processor utilization is

paramount, the multiprogrammed CE dominates the monoprogrammed CE over most of the

10 | —~ 1000 ——

~
“~-MONOPROGRAMMED

S ———

MULTIPROGRAMMED

CE 086

04—

02—

Fig. 11 —CE vs r, monoprogrammed and
multiprogrammed cases, constant memory

requirements; m=xX=y =y = 1.
q ) ®

1.000 —

08—

MONOPROGRAMMED
CE 06

04

02—

Fig. 12—~CE vs r, monoprogrammed and
multiprogrammed cases, constant memory

requirements; m=x=y =1, p = 0.25.



16

range of r; but in Fig. 11 where p is large enough to severely penalize memory wastage,
the curves cross at moderate r.

In summary, at low values of r (r < 1 for M = 6 and r < 1.5 for M = 5) multiprogramming
will always afford superior CE irrespective of value of pu. At higher values of r the gain
in processor utilization in multiprogramming must be balanced against the loss in memory
utilization caused by waits for the processor. The crossover point will depend on the

value of p. This effect is illustrated in Fig. 13, which shows the loci of points in the r,

p plane at which the monoprogrammed and the
multiprogrammed systems yield equal CE. The
lower curve is for the multiprogrammed system
in which M = 6, the upper curve is for M = 5.
Thusin the area below both curves multiprogram-

ming is superior, and in the area above both curves

monoprogramming is superior. In the area be-

IR Y N O T Y O A tween the curves multiprogramming is superior

only if it can be accomplished with M = 5. It

Fig. 13—-Lociof CE_ . =CE_ ,.in should be noted that the curves do not connect
r, . space, constant memory require- points of equal CE along the curves; a few CE
ments; m=x=y=1. values are indicated at selected points.

It should also be noted that the perfect synchronization and unity CE at r =1 is pos-
sible only because of the fixed memory requirements. If instead of y being fixed at 1, y
was a random variable with a mean value of 1, there would be a significant amount of
processor waiting. Further the M’s considered in this subsection would yield an intoler-

ably high proportion of memory conflicts.
B. Variable Memory Requirements — Termination Strategy

The discussion of systems which multiprogram two jobs will now be continued with
the probability distribution of equation (1) assumed for y. Under these circumstances
memory conflicts may occur. In this subsection it will be assumed that in case of a
memory conflict the requesting job is terminated.

It may well seem intuitively obvious, and it will be demonstrated later, that this
strategy of terminating the requesting job and wasting the work invested is inferior to
that of suspending the requesting job. Nevertheless the termination strategy is of inter-

est for at least three reasons: it is analytically tractable, it allows direct comparison
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with monoprogrammed systems which must terminate in case of memory conflicts, and it
was initially used (although later modified) in one of the first multiprocessor operating
systems (3).

Another objection to the termination strategy is that the requesting job is always
the one to be terminated, whereas about half of the time the job already allocated rather
than the requesting job has had less system resources invested in it up to the time of
conflict and should be terminated. It is demonstrated in Appendix D, however, that
terminating the job having less system resources invested is only slightly better

than the simple strategy of terminating the requesting job.

1. Analytic Results. In analogy with equation (6), y, is defined as the amount of
memory available to allocate the y’s of both jobs. An immediate problem is whether to
state

Y, =M-2(m +x) (18a)
or

y,=M-2m -x. (18b)

The arguments are the same as those in the previous subsection: if one accepts without
question the assumption of the model that problem loading is done at no cost by the
operating system, equation (18b) is entirely reasonable, as there never need to be more
x’s allocated then there are processors; if, on the other hand, one distrusts the assump-
tion, equation (18a) leads to a conservative answer.

To complicate matters further the simulator steers a middle course. When a proces-
sor completes the computation of a segment, the x of that job is released. This is the
only rational action at this point and suggests that the equation (18b) is more appropri-
ate. On the other hand, as soon as the output of a segment is complete, the simulator
attempts to allocate the x and y of the next segment, whether or not a processor is im-
mediately available. This is the policy followed by all real multiprogramming systems
in their desire to always have work available for the processor and suggests that the
equation (18a) is more appropriate. Thus, when x is significant and t_ is of the order of
the processing time, the results of simulation would not be expected to agree with
analyses based on either (18a) or (18b) but would be expected to fall somewhere between.

Fortunately, the bulk of the analysis occurs in the determination of T as a function
of y,. The transformation of y, into M in order to determine C and CE is a relatively
simple matter; so both formulations can be evaluated with little additional labor.

The first task in the analysis is to find the density function for z, the allocated
y’s. In order to allocate a new z; in the range z < z; < z + Az, two conditions must be

met: (a) 0 < z; ; <y, -z so that allocation is possible, and (b) the first y selected that
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can be allocated (i.e., that satisfies y <y, ~z; ;) must also satisfy z <y <z + Az
This can be expressed by integrating a dummy variable, w, over the possible range of

2;_y, yielding
Y,—z
P(z<z <z +Az) =J'O Pziy (MP(z<y<z+Az|y<y,-wdw. (19

This equation may be solved to yield the required density function if pz; can be
equated with pz; ;. This is a reasonable assumption for a simple replacement process
but in the case at hand is accurate only for large values of r. Accepting this assumption
that pz; = pz;_; for the moment, the required density function is*

a(ea(yz -z) 1)

Px(2) = | a2 (20)

whose integral is plotted in Fig. 14.
1.0

08
0.6
Pyt (2)

04

0.2

Fig. 14-—P: (z) =j. P, (W) dw, multiprogrammed case,
— z —

termination strategy; @ = 1.

The probability of conflict is found to be

e + ay
PC = ay 2 2 (21)
(] 2~ ay2 -1

and the mean output time per segment is given by

(y2?
2

t = . (22)

° ae™2- ay, - 1)

e2 _ay,-

*The deviation of equations (20) through (24) may be found in Appendix E.
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When the effect of processor waits is considered, t_, is found to be

. 2e¥2(ar + 7% - (aLyz)2 - 2ayp - (ar)? -2 (23)
02 2ar (%2 - ay, - 1) .

Finally, the mean value of a completed job is found to be

- 1
2-e W2 [3(ay2)3 + (ay)? + 2ay, + 2]

a2l -1+ ay 9) e P2

(24)

V=no Y1l+p|m+x+(m+r)e +

Equation (9) holds, provided that the value of P given by equation (21) is used
therein, but since two jobs are running at once, the mean time between job completions

is given by

te=2y L+t (25)

The CE calculations may now be completed through the use of equations (3) through

(5).

2. Comparison of Analysis and Simulation. There are two approximations in the

preceding analysis: the assumption of a simple replacement process in the solution of

equation (19), and the use of equation (18a) or (18b) in the determination of y,. In order
to evaluate the effect of these approximations on the accuracy of analytically derived
results, a comparison was made of these results with results derived from simulation.
The details of this comparison are presented in Appendix F and will be reviewed only
briefly here.

The assumption of a simple replacement process is valid at large values of r,
because if r is large, even an above-average-sized z is unlikely to remain in memory
long enough to be involved in the resolution of more than one conflict. For smaller
values of r, the analysis overestimates the fraction of z’s that are above a given fixed
value; i.e., the actual z distribution is skewed to the left of the theoretical distribution.
The amount of skewing is small and decreases as M increases.

An associated effect is that at small r the analysis underestimates P and therefore
overestimates CE. This overestimation is severe at small M, where conflicts are fre-

uent, and moderate (6% in a typical case) in the vicinity of M Fortunately, the
q y op y

¢
value of Mopt is accurately located by the analysis.

The approximation involved in the use of equation (18a) has the opposite effect.
At high values of r this equation is appropriate, but at low values of r the effective

value of y, lies between the value given by equation (18a) and that given by equation
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(18b), and the use of equation (18a) leads to an underestimation of CE. The strength of
this effect is approximately that of the z distribution, and for values of x of the order of
<y> the two effects nearly cancel.

In summary, for large values of r the assumptions made in the preceding analysis
have little effect on its validity. At small values of r, Mopt is correctly located, but
there may be an error in CE. For small x the theoretical CE is too high, but with in-
creasing x the error decreases. In the vicinity of Mopt the magnitude of the error is not

severe and passes through zero in the vicinity of x = <y>.

3. Numerical Examples and Discussion. Figure 15 compares the CE curves, and
Table 2 presents additional comparisons of the monoprogrammed and the multiprogrammed

systems. The workload assumed is similar
0.6

to that considered in connection with Table -

MONOPROGRAMMED

o3[~ 1, but r has been raised to 10. The large

0 value of r assures that the multiprogrammed

system will be processor bound and that CE

CEO3—

QULTIPROGRAMMED will therefore be primarily determined by

02 memory considerations.

Since throughput is processor limited in
o" - . . - .
this example, it might be expected that twice

| | l | [ | 1 -
ol > * L - = L ) as much memory (and almost twice as expen

Yiya . . . . .
sive a system) is required for multiprogramming

Fig. 15—~ CE vs y; or y, monoprogrammed with no increase in throughput and that the
case and multiprogrammed case with CE of the multiprogrammed system would be
termination strategy; m=x=a =g = 1, lictle better than half that of the monopro-
r=n=10. grammed system. It was seen in connection

with Fig. 11 that under conditions of constant

memory utilization the ratio was 0.571 for infinite r. Calculations based on equation (17)
yield a ratio of 0.628 for r = 10. In the case at hand, however, where_)_f is a random vari-
able, inspection of Table 2 reveals that the CE ratio at optimum M’s is 0.725. Evidently
under conditions of variable memory requirements there exist factors favoring multi-
programming in addition to the matter of processor utilization discussed in the previous
subsection.

A study of Table 2 will reveal the key to the situation. In the monoprogrammed case
the optimum value of Y1 is about 3.5 or 4 times <y>, and this is the value of Y1 that re-
duces y to about 1.1n. In the multiprogrammed case the optimum value of y, (which is

also that value that reduces y to about 1.1n) is a little less than 5.5 <y> and considerably
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TABLE 2
Comparison of Monoprogrammed and Multiprogrammed (Termination Strategy) Cases;
m=x=¢g=p=1,r=n=10,

Monoprogrammed Multiprogrammed
M |t y t. | V| T | CE M le,| ¥ t. |V T CE
1.0 3.0|0.04 {167.0|174.0| 34.9 | 0.20 | 0.050
1.5 3.5{0.06 | 40.0| 42.3|36.8|0.87(0.193
2.0 4.0{0.07 | 21.0| 22.4|38.3|1.71(0.342 || 6.0(1.00 [54.2|54.3 [36.5|0.67|0.096
2.5 4.5(0.08| 15.2| 16.3]|39.5{2.42(0.440 || 6.5(1.00(29.1|29.1|37.7(1.30(0.173
3.0 5.010.09 | 12.7| 13.8|40.5]2.940.489 7.011.0019.9{19.9 |38.8[1.9510.244
3.5 5.5(0.10| 11.5| 12.6|41.2{3.2810.505 || 7.5{1.00[15.7|15.7 {39.7|2.52|0.297
4.0 6.0|0.10| 10.9} 11.9|41.7{3.51{0.501 || 8.0|1.00|13.5|13.5|40.5|3.01|0.334
4.5 6.5(0.10 | 10.5]| 11.5|42.1{3.66|0.487 8.5(1.00(12.2]12.2 |41.13.39|0.357
5.0 7.010.10 | 10.3| 11.3)42.413.75|0.469 || 9.0 (1.00 |11.4{11.4|41.6|3.640.364
5.5 7.510.10| 10.2| 11.2]|42.6|3.81|0.448 || 9.5(1.00[10.9|10.9 [41.9 |3.85|0.366
6.0 8.0/0.10| 10.1}| 11.1|42.7(3.85|0.427 || 10.0|{1.00{10.6|10.6 [42.2|3.99|0.362
6.5 8.5{0.10| 10.1| 11.0|42.8|3.87(0.407 || 10.5[1.00 {10.4|10.4 {42.4|4.08]0.355
7.0 9.0/0.10| 10.0| 11.0|42.9|3.88(0.388 || 11.0|1.00 {10.3]10.3 [42.6|4.15]|0.346
7.5 9.5/0.10 | 10.0| 11.0|42.9|3.89(0.371 || 11.5|1.00|10.2]10.2 |42.7|4.20{0.336
8.0 10.0|0.10| 10.0} 11.0]|42.9|3.90 (0.354 || 12.0 |1.00 [10.1}10.1 |42.8}4.24|0.326

yiorys

less than 2y10pt. Thus, even though t_, of the multiprogrammed system is not much less
than 1 + t, of the monoprogrammed system, it is not necessary to double the memory of
the multiprogrammed system to reduce y, and hence ¢, to the value that yields maximum
CE.

The situation is analogous to that facing the designer of an electric generating
plant. If the plant is to serve a single customer, the ratio of plant capacity to average
demand must equal the customer’s ratio. If the plant is to serve many customers, and if
the pattern of peak demands in uncorrelated among the customers, the plant’s ratio of
capacity to average demand may be substantially less than that of the customers because
of the averaging of peak demands. The averaging of peak memory demands by the multi-
programmed system may likewise be as important as the more obvious advantage of
minimizing unused proceséor time that was considered in the previous subsection.

Under conditions of variable memory demands, multiprogramming tends to raise CE

through the averaging of peak memory demands. On the other hand, if t_ is small



22

compared with 7, the inefficiency attendant to processor waits may decrease or overcome

this advantage. In this latter situation, multiprocessing becomes attractive.

Table 3 summarizes, for the single processor situation, the factors which tend to

favor or oppose multiprogramming. In support of this summary, Table 4 and Fig. 16, which

present a situation similar to that presented in Table 2 and Figure 15 but with r lowered

to 0.5 to make the system less processor limited, and Figs. 17 through 20 which illustrate

the other factors summarized in Table 3, are presented without further comment.

TABLE 3
Factors Favoring and Opposing Multiprogramming.

Factors Favoring
Multiprogramming

Factors Opposing
Multiprogramming

1/0 limited problems

Expensive processor

Variable memory requirements

High cost of memory conflict
(e.g. large n)

Processor limited problems
-Inexpensive processor
Fixed memory requirements

Low cost of memory
conflict

TABLE 4

Comparison of Monoprogrammed and Multiprogrammed (Termination Strategy)
Cases;m=x=a=p=1,r=0.5,n=10.

Monoprogrammed Multiprogrammed
12y o |y [ | V[T [cE [ M]e, [y e[V ]T]cCE
1.0 3.0(0.84 |167.0 | 306.6| 47.6]0.16 [0.039
1.5 3.5(1.14| 40.0 | 85.5(56.9(0.67 |0.148
2.0 4.01.37 | 21.0| 49.8|65.6(1.32|0.264 6.0 (1.44|45.2/55.1 [61.4|1.11|0.160
2.5 4.5|1.55| 15.2| 38.7|73.2|1.89|0.344 6.511.60 |25.3|32.9 |67.6(2.05|0.274
3.0 5.0(1.69 | 12.7| 34.2(79.6|2.33[0.388 7.01.72|18.6(25.3|72.7|2.87|0.361
3.5 5.5(11.78} 11.5| 32.1|84.7|2.64|0.407 7.511.83(15.1|21.4|77.9|3.64(0.428
4.0 6.0/1.85{ 10.9| 31.0]88.8]2.86|0.409 8.011.9113.3119.3181.9|4.24| 0.468
4.5 6.5/1.90| 10.5| 30.5(91.9|3.01|0.402 8.5(1.98|12.2|18.2 |84.5|4.64| 0.494
5.0 7.011.931 10.3| 30.2,94.213.1210.390 9.0{2.03(11.417.2(88.5|5.15(0.511
5.5 7.5(1.95| 10.2| 30.1/95.9]3.19(0.375 9.5]2.08 11.0|16.9 |90.7(5.37|0.511
6.0 8.0(1.97| 10.1} 30.0|97.2|3.24|0.359 | 10.0{2.1310.7|16.7 |93.4{5.60|0.511
6.5 8.5|1.98( 10.1| 30.0|98.0|3.27/0.344 || 10.5]2.14|10.4| 16.3 |94.8|5.82|0.503
7.0 9.0[1.99| 10.0; 30.0/98.7|3.29|0.329 | 11.0|2.16[10.3]16.3]96.2|5.90] 0.492
7.5 9.5|1.99| 10.0| 30.0{99.1|3.30|0.315 || 11.5|2.18 |10.2| 16.2|97.2]6.00]| 0.479
8.0 10.011.99| 10.0{ 30.0|99.4|3.31|0.301 || 12.0|2.18|10.1|16.1|97.5{6.05|0.465
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Fig. 16~CE vs y; or y,, monopro-

grammed case and multiprogrammed

case with termination strategy;
m=x=¢g=g=1,r=0.5,n=10.
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Fig. 18—CE vs y; or y,, monopro-
grammed case and multiprogrammed
case with termination strategy;
m=x=qag=r=1, n= 10; broken

i = 1 (inexpensive proces-
sor), solid lines: p=0.25.
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Fig. 17—-CE vs y, or y,, monopro-
grammed case and multiprogrammed
case with termination strategy;

m=x=g=p=r=1,n=10.
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Fig. 19~CE vs y, ory,, monopro-
grammed case and multiprogrammed
case with termination strategy;
m=x=py=r=1, n=10; broken
lines: a = 1 (low memory vari-
ability), solid lines: a = 0.5.
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Fig. 20-CE vs y; or y,, monopro-

grammed case and multiprogrammed

case with termination strategy;

m=x=g=p =r=1; broken lines:
n = 10, solid lines: n = 20.

C. Variable Memory Requirements — Suspension Strategy

In this subsection the discussion of multiprogrammed systems will be continued with
attention directed at operating systems which suspend rather than terminate a job which
makes a memory request that cannot be honored immediately but that can be honored in
the future. Thus if y exceeds the currently available memory, the requesting job will be
suspended, unless y exceeds some limit y,, in which case the job will be terminated. In
this subsection y, will be assumed equal to the y, defined by equation (18a); in the next

section other values of y,  will be considered.

1. Analytic Results. Since every y <y, is allocated, the probability of termination,

P,, in analogy with equation (7), is

v '
P, - e P2 (26)

and the z distribution, in analogy with equation (8), is

—az

p, (2z) = eQ » 0 <z <y, 0 otherwise; where Q, =1 -P,. (27)
= t

The symbol y, will be introduced to represent the ratio of segments completed to jobs
completed under the suspension strategy. This quantity will usually be greater than n

because of the terminations that occur when y >y, Then y,, in analogy with equation
9, is

y =~—1;g‘i—f, (28)
t pt . Qtn—



and V, in analogy with equation (12), is

2 - Way )% + 2ay, + 21P,

aert

V=n{l+pm+x+(m+r)t  +

It follows that

Y 1+ t::)2)’

N =

tc==

’ - . - . .
where t_, is the mean output time plus waiting time per segment for the suspension

strategy. It would not be expected that t;z

25

(29)

(30)

would be equal to the t_, for the termination

strategy, as the reduction in y accompanying the suspension strategy is obtained at the

expense of increased waiting time associated with suspended jobs.
For the suspension strategy, the mean output time, t,, in analogy with equation
(10), is

i (1 )
to_er[a (a+y2 Pt]’

but t;, will be expressed as

+P_t

to2 = Pstyrs s ‘o2s’

where

P =P(y>y,-zly<y)

represents the probability that an allocatable request will cause suspension,
Pg=1-P,=P(y<y,-zly<yy,

and t_,g and t,,  are the mean output plus waiting times for segments that proceed

02s
without and with suspension, respectively.

The unnormalized probability distributions for z  and z; are found to be*

ae Y2 )
Pz (z) = (1 -e7%%),0<z< ¥y 0 otherwise;
i Qtz
and
Pzs (2) = —?—2 (e®% e M2),0<2z< ¥, O otherwise;
£ t

*The derivation of equations (35) through (43) may be found in Appendix’G.

(31)

(32)

(33)

(34)

(35)

(36)
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and integration of these probabilities yields

e M2
P, = QZ(ay2+e 2y2 ~ 1) (37)
t
and
1-(1+ e V2
Q
It is straightforward to find
(ay)? -2+ (2ay, + 2)e" Y2
os = oy (39)
2af (ay, +€ °2-1)
2-e P22+ 2ay, + (ayz)Z]
2ar [1 + e ™2(1 + ay,)]
and

2ar +2¢ ¥ e W2 [(ar)? +2 + 2ay, + (ayz)z]

2 — ’
oss 2ar [1 + e 2(1 + ay))]

where t g and t g are the mean output times for segments that proceed without and with
suspension, respectively; but there are difficulties in the calculation of t;,5. The major

difficulty lies in the evaluation of the suspension time.

A e e o The worst case is depicted in Fig. 21. At
CONFLICTING JOB: owj [cowpute] ™ outeur CouPuTE . . .
n " ‘.| point A a job completes its output and makes a
oTiER Jos:  outeuT | [compure Joureur .. .
conflicting memory request for its next segment.
Fig. 21 —Worst-case suspension The job is suspended until the other job completes
situation. its output at point B. The conflicting job has been

suspended for the period t; from A to B. This job
is now allocated and run, and completes the output of that segment ty; units of time later
at point C. In this illustration it is assumed that because the conflicting job is large,
the other job cannot be allocated and that it must be suspended for the period ty;. At
point C the other job resumes, but the conflicting job cannot resume until ty;y units of

time later at point D when the processor becomes available.
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Under this pessimistic view of the suspension situation, a reasonable approximation

for t, is given by
t =25+lt +2t _+t o= —t o= (42)
o2s : 20 os os 02s’

and this value can be substituted into equation (32) to complete the analysis.

Now consider the better situations depicted in Fig. 22. In Fig. 22a it is assumed
that the other job can resume as soon as processing is complete on the conflicting job.
Although the suspension occurred because the conflicting segment could not be allocated
along with the current segment of the other job, after the conflicting job starts it may be

possible to restart the other job if its next segment is sufficiently smaller than its last

to permit the allocation of the next segment along with the conflicting segment.

CONFLICTING JOB: OUTPUT compuTeE|  ouTPUT conFucriv sos: oureut]  [cowute | outeur
k-t ta bt o
OTHER JOB: ouTPUT —t—Jcomeure[output oTher vos: Jcompute] outrur  [compure]

Fig. 22 — Better alternate suspension situations.
(a) Other job can resume as soonas processing (b) Conflict can be resolved as
is complete on the conflicting segment. soon as the other job re-

leases its x.

In this case the conflicting job is suspended for t; units of time, the other job is

suspended for typy units of time, and a reasonable approximation for tg, is given by
t —15+lt N SRS ST g (43a)
o2s ~ °° 2 o ‘os  "os ‘o2s

Although equation (43a) gives the lower limit on toos under the model described by
equation (18a), which implies that an x for both jobs is always required, the simulator
does not require the maintenance of an x for a job which is performing output. This
implies the possibility of the situation depicted in Fig. 22b, where the conflict occurs
while the other job is being processed and can be resolved as soon as that job releases
its x. It would be expected, therefore, that for workloads with a significant value of x

the lower limit on t ¢ would be

to2s = 0.5+ tys- (43b)
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This is equivalent to stating that some of the conflicts should only be charged a proces-
sor wait, i.e., that the use of equation (18a) leads to an overestimation of the probability

of suspension.

2. Comparison of Analysis and Simulation. Comparisons were made between the
results of simulation and calculations based on the analyses just presented. Details
may be found in Appendix H.

Good agreement was found between the simulations and equations (28) and (29), and
the values found for tg, fell between calculated values based on the upper limit of t_,¢
given by equation (42) and on the lower limits of equations (43a) and (43b).

For x = 0, the lower limit of equation (43a) is appropriate, and the simulated values
fell approximately midway between the upper and lower limits in the region of CE ..
The width of the limits was about 5% in that region. For larger values of x, where the
situation described by equation (43b) is possible, the simulated values of t_, fall below
those predicted by equation (43a) for low values of y,, but equation (43a) is a good

approximation in the vicinity of CE_, .. The width of the limits was about 10% in that

<
region.

3. Numerical Example and Discussion. Only one numerical example will be pre-
sented at this'point, although additional examples may be found in the next section and
in Appendix H. Table 5 presents the results for the suspension strategy applied to the
same case to which the termination strategy was applied in the derivation of Table 4;
data from Table 4 are reproduced in parentheses for comparison. Figure 23 illustrates

the CE vs M relationship for these situations and for the monoprogrammed system.

TABLE 5
Comparison of Termination and Suspension Strategies;
m=x=ag=p=1,r=0.5, n=10.

Yalltez | (&%) | Ve | O t, \' T CE

1.57[(1.44) [21.5] (45.2) [ 27.7[(55.1)[ 63.5 [ (61.4) [ 2.29[ (1.11) [ 0.329 ] (0.160)
2.05 [(1.72) | 12.7 | (18.6) | 19.4](25.3)| 78.4|(72.7)| 4.08| (2.87) | 0.510 (0.361)
2.211(1.91) [10.9(13.3)| 17.5|(19.3)| 88.0|(81.9)| 5.10| (4.24)| 0.558 | (0.468)
2.23(2.03) {10.4](11.4) | 16.8](17.2)| 93.6|(88.5)]| 5.60| (5.15) | 0.561 | (0.511)
2.25|(2.13) |10.1{(10.7) | 16.4 | (16.7)| 97.0 | (93.4)| 5.90| (5.60) | 0.537| (0.511)
2.26{(2.16) | 10.0{(10.3) [ 16.3 [ (16.3)| 98.5 [(96.2) | 6.10 (5.90) | 0.507 | (0.492)
2.22|(2.18) {10.0{ (10.1)| 16.1|(16.1)| 99.3 | (97.5)| 6.15| (6.05) | 0.473 | (0.465)

W N OGN WUobd N
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os Although the suspension strategy is
SUSPENSION

o5l superior to the termination strategy for all

values of M, the difference is not sub-
MONOPROGRAMMED

0.4— . . .
stantial at values of M in the optimum

region and above. This is not surprising,
since optimum operation of the termina-
0.2—
tion strategy occurs at a low P_.

o= It is interesting to note that for the

o ! | | 1 | | termination strategy optimum operation
4
Y, oY

occurs with y = 1.1n and that for the sus-
Fig. 23-CE vs y, or y,, monopro- pension strategy optimum operation occurs
grammed case and multiprogrammed with tJ, = 1.1t. The ratio of y to n repre-
cases; m =x=a =g =1, r = 0.5, sents the wastage of termination, while
n=10. the ratio of t_, to t, represents the wast-
age of suspension. Thus the t_’'s are
comparable for the two strategies, although the suspension strategy exhibits a higher
mean value because of the completion of the costly suspended problems.

A number of cautions must be attached to the conclusion that the suspension strategy
is only somewhat better than the termination strategy in the vicinity of optimum M. First,
the model assesses no penalty for failure to complete a job; this might be an unrealistic
assumption in actual practice. Second, this section is restricted to single processor sys-
tems which never attempt to run more than two jobs simultaneously. Finally, the operating
systems considered always try to keep a second job active, even when it might be wiser
during a peak memory utilization of one job to keep the other job out of core entirely. In

the following sections these latter two restrictions will be removed.



V. MULTIPROGRAMMING OF MORE THAN TWO JOBS
A. Constant Memory Requirements

When the memory required for each job is fixed, it is possible to specify Nj, the
number of jobs that can be simultaneously allocated in a given M. The optimum value of
Ni will depend on the ratio of output time to processing time. If the number of jobs is too
small, the processor will be underutilized; if the number of jobs is too large, they will
have to wait for the processor and the memory devoted to these jobs will be under-
utilized.

The completion time of a single segment is
1+ty=1+y/r,

and the processing time of a segment is 1. If N; is less than 1 + ¢, there will be no

processor waits and

If Nj is greater than 1 + t, the system will be processor limited and t, will equal n.
In order to display numerical results, it will be necessary to make some assumptions

as to how M varies as a function of Nj. The choice was made of
M=(m+y)Nj+2x. (44)

The 2x term can be justified by the argument that a practical operating system would re-
serve space not only for the x of the job being processed but also for the x of the next
job to be processed.

Figure 24 displays the results of calculations made under the same assumptions of
m =x =y =1 that were used in the derivation of Fig. 13. Each of the digits in the body
of Fig. 24 indicates the region in the r, pu plane where that value of N; is optimum.

Details may be found in Appendix I.

30
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It can be seen that if 1 +t =1 +1/r
o8- is an integer, that integer is the optimum
value of Nj. If 1 + ¢, is not an integer, one

of the two adjacent integers will be optimum;

r 3
0.4¥ low values of p favoring the higher value of

5 N: which keeps the processor occupied at
0.2r< 6 J
- > the expense of some memory underutilization,
[N N Y T A N O . .
oz o4 os , 08 10 1z 14 and high values of y favoring the lower value

of N: which assures perfect memory utiliza-
Fig. 24— Loci of CE (N; =k) = CE (N; = )

tion at the expense of some processor under-
k + 1) in r, yt space, constant memory re-

. utilization.
quirements;m=x=y = 1.

B. Variable Memory Requirements — Termination Strategy

When the job memory requirements are variable, it is no longer possible to specify
the number of jobs that will be simultaneously active in a given M. The term N; will be
retained to signify the maximum number of jobs that the operating system ever attempts to
allocate simultaneously, and the term N, will be introduced to signify the actual number
of active jobs. The algorithm simulated is that a new job is started whenever N, < N;

and the amount of unallocated memory in the system is greater than a parameter, M

S
It would be useful at this point to describe the memory allocation algorithm simu-

lated. The test on N; and My is involved only in the decision to start a job, not in the
allocation of any of its segments. When a job is started, a request is made for the alloca-
tion of an m, x, and y. This request is serviced immediately, irrespective of processor
availability. Under the termination strategy the job is terminated if the request cannot be
granted, although there is no penalty attached to this termination, because no resources
have yet been invested in the solution of the job about to be terminated. When processing
of the first segment is complete, the memory used for the x of that segment is returned to
the pool of available memory and a request for an i/o channel is made. In all the simula-
tions reported herein, a number of i/o channels, N, greater than N; was assumed avail-
able, and this request is always immediately granted. When output of the segment is
complete, y is returned to the pool of available memory, but a request is made immediately
for the allocation of the next x and y, irrespective of processor availability. Termination
at this point or at any later time involves the wastage of the investment already made in
the job. When the output of the last segment of a job is complete, m and y are returned to
available memory. N is increased by 1 whenever a decision to start a new job is made,

and is decreased by 1 whenever a job is terminated or completed.
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The behavior of the simulator in preallocating memory irrespective of processor avail-
ability is consistent with the assumptions of the model and with history but is probably
far from optimum. The assumption that secondary-storage access and transfer times in-
volved in problem loading can be neglected is justifiable if preallocation is performed,
and most multiprogramming operating systems perform preallocation in their desire to en-
sure that there will always be work for the processor. In modern systems, where memory
constitutes a major fraction of system cost, and where low-access-time high-speed sec-
ondary storages are available, these assumptions break down. If the present work were
extended to allow the simulation of secondary-storage access and transfer times, it
would permit realistic evaluation of alternatives to the preallocation rule.

In any case, it is necessary to consider the factors that influence the choice of N;
for a given M and a given preallocation policy. It is clearly undesirable to choose an N;
so small that the memory cannot be fully utilized. The maximum reasonable value of N’-,
however, depends on M. The minimum reasonable value of M is m + x; attempts to
operate with a lower value lead to situations where the system is attempting to start a
job when no job, no matter how small its y, can possibly fit. At this minimum value of
M there is a strong incentive for choosing an N; that is not too large for M lest an exces-
sive number of terminations result from attempting to run too many jobs simultaneously;
but.as M is increased, the probability of starting jobs that will be terminated before
completion is reduced and the selection of Ni becomes less critical.

Cases where M was set at its minimum value will be considered first, then cases
where M is raised in an atcempt to lower the probability of termination and improve CE
will be considered. Figure 25 presents the CE vs M results of a number of simulations
with various Ni with Mg 'set at the minimum value, and with r set to 0.2 motivate a sub-
stantial amount of multiprogramming.

It can be seen that the value of CE_,  increases as N; is increased from 1 to 5

but decreases slightly as Nj is increased from S to 6. This limit on Nj results from
07

0.6

Fig. 25~ CE vs M, termination strategy; m=x=a=p=1,r= 0.2, n = 10, M, =2
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the system becoming processor limited, but the increase in CE__  as Ni increases from
1 to 5 is attributable to two causes: improved processor utilization and improved memory
utilization. In order to separate these causes, additional simulations were made with the
value of p reduced by a factor of 4 to make the effect of processor utilization more
noticeable. As can be seen from Table 6, the effect of this change was minimal.

Although most of the increase in CE

TABLE 6 with increasing N; can be attributed to im-
Effect of Decreasing p by a Factor of 4 S L.
on the CE Data of Fig. 25; m = x = proved memory utilization, it is necessary
a=1,r=0.2,n=10. to distinguish two aspects of this question.
Average Change In the monoprogrammed case, the memory
N; CE Change in C;i)max occupied by x is always occupied, even
% % though it is required only a fraction of the
2 -5.0 -8.4 time. In a multiprogrammed system the
-2.0 -3.5 .
Z 0 0.2 space occupied by an x can be released to
5 +2.5 +2.5 the system as soon as the processing of a
6 +3.5 +3.5 . .
segment is complete. This advantage of

multiprogramming holds under conditions
of both constant and variable memory requirements, although, as has been discussed
previously, practical operating systems may use this space for the assignment of a new
job before the processor is ready for it.

Under conditions of variable memory requirements, increasing the number of jobs
yields a further improvement in memory utilization by permitting averaging of the peak
memory demands of the individual jobs. This advantage of multiprogramming does not
apply to the constant memory requirement case.

The simulator always attempts to allocate memory for a job as soon as it can, even
though a processor is unavailable. It would be reasonable to conclude, therefore, that
the improved memory utilization with increasing N; observed in Fig. 25 is largely
attributable to the averaging of peak memory demands. This may be confirmed by ob-
serving for each Nj the values of M that yield maximum CE. For Ni =1, maximum CE
occurs at yy = 4, which is considerably greater than <y> = 1. Each subsequent increase
of one in Ni increases yNiopt only by about 1.5.

Although the improvement in memory utilization through the averaging of peak require-
ments continues as Ni is increased, increases in Ni beyond 1 + <z>/r cause an overall
decrease in memory utilization and CE as processor waits are introduced. Thus in Fig.

25 the CE,, for N; = 6 is slightly less than the CE,  for Ni = 5.
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It must be remembered that Fig. 25 is derived from an operating system strategy that
attempts to start a new job (and reserve space for it) whenever N is less than Nj’ even
though the probability of successful allocation may be very low. Because of the high
cost of conflict under the termination strategy, it is wiser to modify the rules for starting
a new job.

Two modifications of the rule for job initiation will now be considered. The first is
to retain the algorithm but to set Mg at some value higher than the minimum of m + x.
The other is to abandon the Nj goal entirely and to rely on M to control the number of
jobs that are allocated. The former alternative will be considered first.

Table 7 displays the results of simulations of the termination strategy made with
N; =5 and with values of Mg in the range 2 to 12. The column headed “Term. Ratio”
gives the ratio of jobs terminated in their initial allocation attempt to jobs completed.
The column headed “Aband. Ratio” gives the ratio of jobs terminated after having
previously completed at least one segment to jobs completed.

In the CE column, an asterisk indicates that some of the simulation runs yielded
anomalous values less than 1/2 the usual values. In the other columns, the footnotes
indicate the presence of anomalous runs yielding results a significant factor greater
than the usual values. The anomalous results are generally attributable to a situation
where the available memory is slightly above Mg but so slightly above that many jobs
must be attempted before one is found that has a y sufficiently small that the job can be
allocated. Increasing M, from 2 to 2.5 removes most of these anomalies, but further in-
creases in Mg are required before the maximum value of CE for a given M is obtained.

In general, the effect of increasing My is to reduce the probability of termination and
to reduce the mean value of N,. The reduction of the probability of termination is always
beneficial. The reduction in N, is beneficial when N; is too large for M, and is associ-
ated with the reduction in the probability of termination, but is detrimental if carried too
far. The best value of My is that which reduces N, to an appropriate value for the M
provided.

Thus if M is too small for Ni’ Mg can be increased considerably above its minimum
value and improvements in CE attained by reducing N,. Consider the value of M = 15,
which is very low for Ni = 5. This case produced a CE of 0.364 in the simulation with
Mg = 2 plotted in Fig. 25. Increasing Mg to 8 raises the CE to 0.556. Each job, on the
average, requires 3 units of memory while computing, and 2 while outputting, and is in
the output state most of the time. Thus if N, = 3, there would typically be about 8 units
of memory available to start the fourth job. Therefore it would be expected that with

Mg = 8 the usual values of N, would be 3 and 4. It can be seen in Fig. 25 that for
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TABLE 7
Effect of Varying M, Termination Strategy; m=x=a=p=1,r=0.2, n =10, Ni =5
Term. | Aband. Term.| Aband.
MM Ratio | Ratio Y CE M MS Ratio | Ratio Y CE
2 § 3.22% | 21.2%]0.364 + 0.002* 2 |1.657|0.71 |12.8 | 0.556 £ 0.002
2.5| 4.34 | 2.84 |20.5 {0.371 + 0.004 2.5|0.97 | 0.67 [12.8} 0.554 + 0.003
3 13.27 | 2.52 {19.7 |0.385 + 0.005 3 10.79 | 0.62 |12.6 | 0.561 = 0.004
4 12.30 {2.03 |[18.4 |0.402 + 0.004. 4 10.63 [0.55 |12.5 ]| 0.563  0.003
15 5 1.43 1.36 15.9 [0.451 £ 0.004 {{17.5| 5 0.50 | 0.47 12.2 | 0.570 + 0.003
6 (0.89 |0.87 |14.0 |0.497 + 0.003 6 {0.39 [0.38 |11.8| 0.578 + 0.003
8 0.25 0.25 11.3 |0.556 + 0.003 8 [0.22 0.22 11.1 | 0.582 + 0.003
10 [(0.08 | 0.08 |10.4 |0.511 + 0.002 10 {0.10 | 0.10 {10.5 | 0.557 = 0.001
12 |0.02 | 0.02 |10.1 |0.407 + 0.002 12 {0.02 | 0.02 {10.1 | 0.490 + 0.001
2 |6.50% | 2.18% |17.9% [0.418 + 0.004* 2 + | o0.51% |12.2] 0.572  0.003
2.5(2.927 | 1.99 |17.6 |0.430 + 0.003 2.510.76 [ 0.55 [12.2 | 0.576 + 0.003
3 [2.43 | 1.90 }17.5 [0.429 + 0.002 3 10.64 |[0.50 |[12.1 | 0.575 + 0.002
4 |1.76 {1.57 |16.7 |0.442 + 0.003 4 [0.49 | 0.43 |12.0 | 0.578 + 0.003
15.5] 5 |[1.23 | 1.17 |15.3 |0.473 + 0.004 ||18 5 |0.40 | 0.37 |(11.8 | 0.581 = 0.003
6 |0.80 |0.78 [13.7 [0.510 : 0.004 6 [0.32 |0.31 |11.5 | 0.589 = 0.002
8 (0.28 | 0.27 11.3 |0.558 = 0.002 8 |0.20 0.20 11.0 | 0.585 + 0.001
10 |{0.08 | 0.08 |10.4 |0.521 + 0.002 10 |0.09 | 0.09 [10.5 | 0.564 + 0.001
12 {0.02 | 0.02 |10.1 |0.433 + 0.002 12 |0.02 | 0.02 |10.1 | 0.502 = 0.002
2 |4.60" | 1.54" |16.0 |0.466 : 0.003 2 10.95" | 0.41" |11.8 | 0.584 £ 0.002
2.5|2.31 | 1.55 |16.0 |0.465 + 0.004 2.510.62 | 0.43 |[11.8 | 0.589 + 0.002
3 11.81 |1.39 |15.6 |0.476 + 0.003 3 |0.51 | 0.40 |11.7 | 0.588 = 0.003
4 {1.32 | 1.18 |15.1 |0.483 = 0.002 4 10.39 |0.34 |11.5 | 0.593 £ 0.003
16 5 1097 |091 |14.2 |0.502+0.003 ||18.5| 5 ]0.31 | 0.29 |j11.4 | 0.595 * 0.002
6 0.66 0.65 13.0 {0.533 + 0.003 6 0.25 |0.24 11.2 | 0.599 = 0.001
8 10.28 | 0.28 |11.3 |0.560 = 0.002 8 10.17 |0.16 110.9 | 0.592 + 0.002
10 }0.07 | 0.07 |10.4 {0.538 = 0.002 10 |0.10 | 0.10 |10.5 | 0.568 £ 0.002
12 }0.02 | 0.02 10.1 [0.446 = 0.001 12 0.03 | 0.03 10.2 | 0.511 = 0.001
2 3.47§ 1.21% 14.6T 0.500 = 0.003 2 0.61Zt 0.34 11.4 | 0.597 + 0.003
2.5]1.72 1.16 14.6 {0.503 = 0.003 2.5|/0.44 | 0.31 11.3 | 0.596 + 0.002
3 (1.42 [1.12 [14.5 ]0.505 + 0.001 3 10.39 |0.31 |11.3 | 0.599 + 0.002
4 1.00 0.89 13.9 10.520 + 0.003 4 10.30 |[0.27 11.2 | 0.001 = 0.003
16.5| 5 [0.76 |0.72 |13.3 |0.532 + 0.004 |[|19 5 (0.28 |0.27 (11.2 | 0.601 = 0.002
6 0.57 | 0.56 12.7 [0.544 + 0.004 6 0.21 0.20 11.0 | 0.604 = 0.002
8 0.27 | 0.27 11.3 [0.567 £ 0.002 8 |0.13 0.13 10.7 | 0.599 = 0.002
10 ]0.09 |0.09 |10.5 [0.541 = 0.002 10 |0.08 | 0.08 |10.4 | 0.573 = 0.002
12 10.02 |0.02 |10.1 [0.463 = 0.001 12 {0.03 | 0.03 (10.2 | 0.518 £ 0.001
2 § 0.91% 13.7]t 0.528 + 0.002* || *Some anomalous values less than 1/2 the
2.5|1.27 |0.88 [13.5 |0.534 + 0.002 usual values.
3 |1.05 |0.83 |13.4 |0.533 + 0.002 tSome anomalous values a significant factor
4 10.80 |0.71 ]13.2 |0.542 + 0.002 less than 2 times greater than the usual
17 s 10.66 {0.62 ]12.9 ]0.551 + 0.002 values.
6 |0.49 |0.47 |12.2 ]0.559 = 0.003 t1Some anomalous values between 2 and 10
8 [0.25 {0.25 |11.3 [0.575 + 0.002 times the usual values.
10 10.10 |0.10 |10.5 |0.547 = 0.002 §Some anomalous values greater than 10
12 |0.02 |0.02 |10.2 [0.474 + 0.001 times the usual values.




TABLE 7-Continued
Effect of Varying M_, Termination Strategy; m=x=a=p=1,r=0.2, n = 10, Ni =5

Term. |Aband. Term.| Aband.
M Ratio | Ratio Y CE M Ratio | Ratio Y CE
2 |0.557[0.27 [11.1 [0.600 : 0.002 2 (0.16* | 0.08 [10.4 { 0.595 £ 0.002
2.5(0.35 | 0.24 |11.0 |0.602 = 0.002 2.5/0.12 | 0.09 [10.4 | 0.596 = 0.002
3 10.30 | 0.23 11.0 |0.603 + 0.004 3 (0.11 |0.09 1(10.4 | 0.596 = 0.002
4 10.24 |0.21 11.0 |0.607 + 0.002 4 10.08 | 0.07 10.3 | 0.597 + 0.002
19.5] 5 0.20 | 0.19 10.9 {0.608 + 0.002 |[|21.5| 5 |0.08 | 0.07 10.4 | 0.597 + 0.002
6 |0.17 |0.17 10.9 |0.604 = 0.002 6 |0.06 | 0.06 10.3 | 0.597 = 0.002
8 [0.11 |0.11 10.6 |0.605 = 0.002 8 (0.05 0.05 10.3 | 0.595 + 0.002
10 |0.07 | 0.07 10.4 |0.579 = 0.001 10 {0.04 | 0.04 {10.2 | 0.578 + 0.001
12 |0.04 | 0.04 10.2 |0.529 + 0.001 12 (0.02 | 0.02 10.2 | 0.547 + 0.001
2 |0.44" 0.21 10.9 {0.603 £ 0.001 2 ().09Jr 0.06 10.3 | 0.591 + 0.002
2.510.26 | 0.18 10.8 {0.605 = 0.002 2.5/0.09 | 0.07 10.3 | 0.591 = 0.002
3 10.24 | 0.19 10.8 {0.608 = 0.002 3 10.08 | 0.06 |10.3 | 0.589 = 0.003
4 ]0.18 | 0.16 10.8 {0.607 = 0.001 4 10.07 | 0.07 10.3 | 0.587 + 0.007
20 5 10.15 0.14 |[10.7 |0.607 + 0.002 |22 5 (0.05 [ 0.04 |10.2 | 0.593 + 0.002
6 |0.12 ]o0.11 10.6 [0.608 + 0.002 6 }0.05 0.04 [10.2 | 0.592 = 0.002
8 |0.10 | 0.10 10.5 |0.601 = 0.002 8 (0.04 |0.04 10.2 | 0.589 + 0.002
10 10.06 ] 0.06 10.3 10.581 £ 0.001 10 )0.02 ] 0.02 10.2 | 0.576 + 0.002
12 10.03 {0.03 10.2 {0.536 = 0.002 12 10.02 | 0.02 10.2 | 0.550 = 0.002
2 |0.27" | 0.14" |10.7 [0.602 £ 0.002
2.510.21 0.1s ]10.7 [0.601 + 0.003 tSome anomalous values a significant factor
3 |0.19 |0.15 [10.6 |0.600 + 0.002 less than 2 times greater than the usual
4 |0.16 j0.14 ]10.7 |0.603 + 0.002 values.
20.5| 5 |0.12 {0.11 |10.5 |0.605 = 0.002 tSome anomalous values between 2 and 10
6 |0.11 |0.10 |10.5 {0.607 + 0.002 times the usual values.
8 10.07 | 0.07 10.4 |0.602 « 0.001
10 |0.05 | 0.05 10.3 [0.584 + 0.001
12 |0.03 ]0.03 10.2 [0.541 = 0.001
2 t 0.12 10.5 |0.601 = 0.002
2.5{0.17 10.11 10.5 }0.601 + 0.003
3 10.15 | 0.12 10.5 (0.598 = 0.002
4 10.10 {0.10 10.5 {0.601 = 0.002
21 S (0.10 {0.09 10.4 [0.600 = 0.002
6 |0.08 {0.08 10.4 {0.598 * 0.002
8 (0.06 |0.06 10.3 ]0.598 + 0.002
10 {0.04 {0.04 {10.2 {0.583 = 0.001
12 [0.03 |0.03 {10.2 |0.544 + 0.001

M =15 a CE of 0.556 lies between the curves for Ni =3 and Nj = 4. The overall effect

of raising M to 8 has been to reduce N to an appropriate value for that M and r.

However, if Mg is raised to 12, it would be expected that the usual value of N,

would be 2, with a third job started only occasionally. The CE value of 0.407 found in
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Table 7 lies just above the Ni = 2 curve in Fig. 25. Since this is too small a N, for an
efficient use of a memory of size 15, the CE is less than could be obtained with a
smaller M.

Note that increases in Mg have a much stronger effect on reducing the termination
ratio than on the abandonment ratio. For small M the ratio of terminations (including
jobs which have completed no segments) to abandonments is as high as 3 rather than the
1.1 that would be expected if a conflict was equally likely at any segment. This large
ratio of terminations to abandonments results from situations where the system is at-
tempting to start a job when the other jobs are occupying an above-average amount of
memory, and many allocations must be attempted before one can be found with a suf-
ficiently small y to fit. Later allocations of that job are less likely to conflict, because
the other jobs are more likely than not to contract in the direction of their average size.
On the other hand, for large Mg the ratio is about 1, implying that initial allocation at-
tempts are nearly always successful because a job is started only when the available
memory is much larger than the average required by a job.

Because of the freedom not to attempt a particular job and the assumption of zero
operating system costs in the model, it is the abandonment ratio rather than the termina-
tion ratio that controls CE; i.e., there is no penalty associated with the termination of a
job before the processing of its first segment. In practice, where operating system func-

tions do utilize system resources, values of Mg above the minimum become still more

attractive.

Figure 26 combines a portion of Fig. 25
o7 with some of the CE data from Table 7.
. /—M.-B Nes Note that for values of M less than 18, i.e.,

values of M too small for reasonable opera-
tion with Ni =5 and Mg = 2, the CE’s ob-

0.5

o tainable with lower values of Ni can be

e approached, but not obtained, by maintaining

03— . .
Ni at 5 and increasing Ms'

ol The preceding discussion concerned the

effect of increasing Mg above its minimum

value when M was too small for Nj. Inspec-

I l I I | tion of Table 7 and Fig. 26 reveals that for
15 16 17 18 4y 19 20 21 22
large values of M increases in M have little
Fig. 26— CE vs M, termination strategy;m = effect until Mg reaches such a large value

x=ag=p=1,r=0.2,n=10. that the system does not start the fifth job
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and CE declines. This suggests that the system is not trying to start too many jobs and
leads to the question of whether the system is being too conservative and should not
attempt to start a sixth job when the other jobs are occupying a below-average amount of
memory.

The general answer to this question is in the negative, because at the reasonably
large values of n considered it is improbable that the fortuitious situation which per-
micted the initiation of the sixth job will persist long enough for the jobs in the system
to go to completion without conflicts and resulting termination. While it is possible
that a sophisticated operating system should consider how near the jobs in the system
are to completion in deciding whether or not to allocate a new job when the amount of
available memory is marginal, for the unsophisticated system simulated it is wiser to
rely on average memory requirements than on the instantaneously available memory.
Average memory requirements are relied upon in the selection of a suitable N’-, although
it is still desirable to use values of Mg above the minimum.

This point can be demonstrated by considering the alternative strategy in which the

N; maximum is abandoned and the decision to start a new job is based entirely on whether

the available memory exceeds M.

Figure 27 illustrates the effect of Mg on
CE for three different values of M. The

shape of the curve for M = 10 deserves some
comment. For M in the range 9 to 10, the
CE curve is flat. In this region, one job will
always be started, but a second cannot pos-

sibly be started until the first is completed

or terminated. The value of CE is in agree-

o ment with that shown in Fig. 25 for N,- =1.

| | | | | L There is another flat portion in the Mg range
6 to 7.5. The value of CE, however, is less
Fig. 27~CE vs M, termination strategy; than that shown in Fig. 25 for N; = 2.
m=x=g=p=1,r=0.2,a=10. Suppose that two jobs are active, and that
one is performing output and the second is
about to perform output. The first job occupies a minimum of 1 unit of memory and an
average of 2. The second job releases its x and its memory requirements shrink to those
of the first job. The available memory now averages 6 units and may be as much as 8.
A third job is started therefore. As soon as the first or second job completes output,

a new X and y is requested, even if the third job is still processing. The total memory
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requirement is now three m’s, two x’s, and three y’s which can easily exceed M and cause
termination. Thus the decision to start the third job was unwise. In the case shown in
Fig. 25 for N; = 2 the third job is never attempted.

The discussion of the termination strategy will now be concluded with the presenta-
tion of Fig. 28 which shows the CE vs M relationships for a system which always at-
tempts to start a new job whenever the available memory exceeds My. Superimposed on
this figure is the upper envelope of Fig. 25, i.e., the CE vs M relationship for optimum
Ni and Mg = 2. It can be seen that this limit is sometimes equaled (for small M) but
never exceeded, and it should be recalled that somewhat better values of CE can be

obtained with optimum Ni and moderately increased M.

0.7,

OPTIMUM N; WITH Mg=

05

0.4

CE

03

02

oul— Ms=4 Ms=4

Py IR A N N TR S N N S N S I A U N O T A
4 5 6 ¢ 8 9 10 1 12 13,14 15 1 17 18 19 20 21 22 235 24 25 26

Fig. 28 —CE vs M, termination strategy; m=x=a=p=1,r=0.2,n=10.

Note that for each of the four values of My considered, the CE vs M curve in the
range Mg < M < Mg + 1 follows the N; = 1 curve of Fig. 25. As M exceeds Mg+ 1, a
second job is sometimes started. For M = 4, M = 5, the probability of conflict for the
second job is so high that this increase in M causes a significant loss in CE. For
Mg =11, M = 12, the probability of conflict is so low that the CE nearly doubles as M
exceeds 12. Intermediate values of M exhibit intermediate behavior.

Generalizing, the termination strategy with substantial n exacts a heavy penalty for
a memory conflict and forces considerable conservatism in job initiation. Since each job
requires a wide variety of y’s before it is completed, average memory requirements are
more appropriate in making the initiation decision than are the instantaneous requirements
of the jobs in the systems. In the present model, where each job has the same mean
memory requirements, the best strategy of those simulated is to pick a value of Ni

appropriate to M and to set Mg somewhat above the minimum value.



C. Variable Memory Requirements—Suspension Strategy

The heavy penalty associated with a memory conflict under the termination strategy
led to considerable conservatism in job initiation and therefore to underutilization of the
memory. Another difficulty with the termination strategy is that in real life jobs must be
done, and a strategy which has a significant probability of abandoning a given job com-
pletely is unsatisfactory. Both of these arguments favor the suspension strategy, but the
caution must be offered at the outset that the model is biased in favor of the suspension
strategy.

The model assumes that operating system functions are obtained at no cost, or that
the costs are included within the workload specifications. Under the termination
strategy there are exactly n memory allocations and operating system decisions per job,
and it is not too unreasonable to suppose that these costs can be included in the work-
load. Under the suspension strategy the number of times the operating system will have
to make decisions about a particular job is unpredictable.

In discussing the suspension strategy it is necessary to clarify how N is defined.
In the case of the termination strategy there was no problem; a job could be in a
processing state, in which case its memory occupancy was m + x +y, it could be in the
process of output, in which case its occupancy was m +y, or it could be allocated and
awaiting a processor, in which case its occupancy was m + x +y. There was alwaysay
allocated, since as soon as the output of one segment was finished, the system attempted
to allocate the next segment. All allocation requests were immediately honored, or else
the job was terminated. In the suspension strategy, however, not all allocation requests
will be immediately honored. Such suspended jobs will still be counted in determining
N,. Most of the time chese jobs will be occupying m units of memory, but in those cases
when the suspension occurred on the initial allocation request after the job was initiated
the suspended job occupies no memory.

Thus, under the suspension strategy the importance of choosing appropriate limits
on the job initiation parameters is increased because of the risk that the memory may
become filled with the m’s of suspended jobs. This was not a problem under the termina-
tion strategy, where M could be used to control the number of active jobs if N; was set
too large for M.

Another complication attendant to the suspension strategy is the choice of y,, which

is the maximum y that can be requested before the requesting job is terminated. The
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maximum possible value of y, is M — (m + x). A very conservative value of y, used in

the analysis of the previous section is
Ye=M- Ni(m + X). (45)

The use of values of y, close to the maximum carries the risk that all other jobs in the
system will have to be completed and release all of their memory (including m) before the
requesting job can resume. On the other hand it will be seen later that the value of y,
specified by equation (45) is too conservative.

Even when this conservative value of y, is employed, the suspension strategy has a
better CE than the termination strategy. Figure 29 displays the CE vs M results of a
number of simulations which employed the same workload model as was used in the
derivation of Fig. 25 but which used the suspension strategy with Mg = 2 and the y, of
equation (45). The broken lines in Fig. 29 reproduce the envelope of Fig. 25.

As before, CE, increases as Ni increases from 1 to 5, but the optimum range for
a given Nj occurs at lower values of M for the suspension strategy. Since the suspen-
sion strategy permits higher values of N; (up to 6, at which point the system becomes
processor limited), and since higher values of Nj yield better memory utilization (and
better processor utilization, although the effect of processor utilization is second order
at the level of u employed), higher CE’s are available at a given M when the suspension
strategy is employed.

For Nj =1, where the two strategies are indistinguishable, the value of Mopt is
about 6. Under the termination strategy, each increase of one in N; increases Mopt by

08
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Fig. 29— CE vs M, suspension strategy; m=x=a=p=1, r= 0.2, n = 10,
M, =2, yt=M—2Ni.
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about 3.5 (even though the average memory utilization of a job is nearly 3) in order to
keep the conflict probability acceptably low. Under the suspension strategy, each in-

crease of one in N; increases M__ by only 2.5.

opt

One reservation must be offe}:ed at this point. The simulator attempts to allocate
the memory of jobs for which no processor is available. The suspension strategy over-
comes this defect by placing jobs in a suspended state and deferring this allocation.
Had the simulator attempted to allocate memory for the x and y of only those jobs for
which a processor was available or about to be available, the difference between the
strategies might have been less pronounced.

Attention must be given to the optimum value of y,. A number of simulations were
performed in order to investigate the appropriate value of this parameter. Figure 30
displays the results of simulations with Ni = 2 employing the same workload model as in
Figs. 25 and 29. The y =M - 4 curve corresponds to the Ni = 2 curve of Fig. 29.

It can be seen that increasing y, up to one unit of memory above the value specified
by equation (45) causes a moderate improvement in CE, especially at low values of M.
Further increases in Yo however, cause the simulations to become unstable. To account
for this instability suppose that M =6 and y, = 3 + e. If two jobs are running, and if the
request is for an unusually large y, the usual procedure is to suspend that job until the
other job completes the output of a segment, at which time its x and y will become avail-
able. If the request is for a y of 3 +§, however, and if § < ¢, the job will not be termi-
nated because y <y, On the other hand, the memory requirements of the job are greater
than 5, so it cannot be allocated as long as the other job is occupying its m. This sug-

gests an upper limit on the value of y, of the form
yt=M—ij—x (46)

as the maximum value of y..

In an attempt to confirm equation (45), additional simulations were made with other
values of m and x. For Ni = 2, x = 0, the maximum value of y, was found to be
M - 2m. For Nj =2, m =0, x =1, the case shown in Fig. 31, the maximum
value of y, was M - 1. In all cases, attempts to run with a y above that speci-
fied by equation (46) resulted in unstable simulations and usually in marked de-
creases in CE. For all cases with N; = 2, the optimum CE was obtained withy,
set at the limit, although the differences between the use of equations (45) and

(46) were substantial only at small values of M.
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Fig. 30—CE vs M, suspension strategy;

m=x=ag=p=1,r=0.2,n= 10,Ni =Ms=2.
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Fig. 32—CE vs M, suspension strategy;
m=x=aqg=p=1, r=0.2, n=10, Nj =5,
M_=1.
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0.6

Fig. 31-CE vs M, suspension strategy;
m=0, x:a:#:[:l,n:lO’Ni=2,
M =1

Figure 32 presents the case where
m=x =1, and Nj = 5. Note that the
ordinate scale of this figure is consider-
ably magnified with respect to the other
CE scales in order to display relatively
weak phenomena.

As before, the value of y, derived
from equation (45) is too conservative, but
optimum performance results from increas-
ing that y, by only 2, rather than the 4
suggested by equation (45). Further in-
creases in y, lead to unstable simula-
tions, but with less catastrophic CE
reductions than were found for Ni =2.
The broken curve in Fig. 32 fory, =M -6
(the value suggested by equation (46))

locates the means of many simulations whose behavior varied substantially, but none of
which was better than those withy, =M - 8.
Although the best performance resulted from y = M - 8, very nearly equal performance

was obtained from y =M -9. Thus

Ytopt =M - ij - (Nj - 1) X (47)

would be a reasonably approximation for the limited range of workloads and Niis considered.



44

In the previous subsection, which was devoted to the termination strategy, two ap-
proaches were considered for dynamically varying the number of active jobs in response
to memory availability: retaining an Nj limit and a conservative Mg, and abandoning the
Ni limit and depending entirely on M. For the suspension strategy the choice of ap-
proach is clouded by the fact that the suspension strategy has, in effect, the option of
reducing the number of active jobs by suspending a job and reducing its memory require-
ments to m, although such jobs are counted in determining N,. Thus, while in the case
of the termination strategy there was considerable motivation for increasing Mg above the
minimum value, particularly when N; was too large for M, there is much less motivation
for increasing Mg above the minimum in the suspension strategy, provided that Nj and
y, are reasonable.

In a number of simulations with reasonable Ni limits relative to M, increasing Mg
had no perceptible effect on CE until it was increased to a value roughly an average job
requirement above the minimum value, at which point CE began to decrease..

On the other hand, if Nj is unreasonably high, or if this limit is removed entirely, an
above-minimum value of M provides some protection against inefficient operaﬁon.

Figure 33 displays the results of a

0.7

number of simulations in which the Nj
limit was removed. The workload model
ol we 45 ©q L is the same as was used in the simula-
tions displayed in Fig. 29.

& The simulator has an internal limita-
osl— tion of N, < 10. An attempt to allocate an
. eleventh job will cause the simulation to

terminate. The simulations in question

047 L L L L L 1 > were run therefore at M = 11, assuring that
an attempt to run an eleventh job would

Fig. 33-CE vs M, suspension strategy; always be unwise.

m=x=qag=p=1, r=0.2, n=10,M = 11. Inspection of Fig. 33 reveals that for

optimum combinations of Mg and y, the CE

attains the value shown in Fig. 29 for M = 11 and Nj =3 but that the optimum range is

rather narrow; i.e. CE is very sensitive to y,and M. For values of Mg above 5, CE de-

clines, because the memory is being underutilized. At these large values of Mg, con-

servative values of y, lead to unnecessary termination and further reduction in CE.

For values of Mg below 5, CE declines rapidly and the simulations become unstable.

The extent to which My can be decreased below 5 is affected by the value of y; small
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values of y, assure that unusually large y’s will not cause suspension and allow opera-
tion at somewhat smaller values of M, although reductions in y, lower the maximum
available CE.

The unstable behavior shown in Fig. 33 for small Mg and in Fig. 32 for large y, was
investigated by inspecting snapshots of the internal state of the simulated system at
periodic intervals. It was found that this unstable behavior was associated with situa-
tions in which N has grown to an unreasonably large value for the M in question.

Suppose that some job requests an unusually large Y that is just less than some
large y,. That y cannot be allocated, and the requesting job is suspended. Every time
additional memory is available, a determination is made as to whether that job can be
allocated and resumed. It is entirely possible, however, that there are other suspended
jobs requiring smaller amounts of memory, and that the newly available memory will be
assigned to one of these other jobs. Thus the job that has requested an unusually large
y may be suspended for an extremely long time if y, is large enough that the job will not
Ee terminated and if N; is large enough to make it likely that there will be more than one
suspended job or if N; is unlimited, in which case the newly available space may be
devoted to starting another job. During this extremely long suspension time, the space
occupied by the m of the suspended job is wasted, and the effective numbers of jobs will
have been reduced.

The explanation of the unstable simulations is that in a simulation of reasonable
length, i.e., of a length that yields consistent results with conservative values of M
and y,, these effects occur a very small number of times, and the simulated results will
be markedly affected by exactly how many long suspensions occur and, in the case of
suspensions which persist until the end of the simulation, by the time of their occur-
rence. For example, in Fig. 32, for large values of y, some simulations yielded results
consistent with those obtained with optimum y whereas others yielded considerably
poorer results. The former were those simulations in which the long suspensions did
not occur; the latter were those in which an m was wasted and Ni was reduced below its
optimum value.

In the cases depicted in Fig. 33, if the requested y lay very close to y, buc if M
was below x + y,, every time the available memory was between Mg and x +y a new job
would be started, and the suspended job could be resumed only in the rare instances
when the available memory was increased from some value less than M to some value

greater than x +y.



Some of the simulations on which Fig. 33 is based even terminated with N, > I0.

In one sense this is merely an artifact of the simulator: if the very large y was requested
on the first segment of a job, the m was never allocated; thus the suspended job was oc-
cupying no memory even though the simulator counted it in evaluating N_. In a practical
sense, however, this constitutes a real problem. Practical operating systems must have
some limit on the number of active jobs, as they must keep the specifications of these
jobs in main memory.

The conclusion that can be drawn is that if the suspension strategy is used, either
Nj must be carefully selected or else more sophisticated control over the job initiation
and suspension process must be provided than was available in the simulator. If Nj is
too small, the memory will be underutilized. If N; is too large, the mechanisms provided
in the simulator will not give satisfactory performance. Under these circumstances, low
values of y, cause a substantial amount of termination, while high values of y will allow
long suspensions unless My is raised to x +y,, which would cause serious memory under-
utilization. Although somewhat smaller values of Mg gave satisfactory results in the
simulations, this may well be due to the low probability of requesting a y between M - x
and y, during the finite duration of any one simulation.

It seems reasonable to expect that improvements could be achieved by the use of
more sophisticated operating systems than the one simulated. The problems just de-
scribed suggest a number of candidates for subsequent investigations.

The operating system should be aware it has suspended a job and should vary its
rules for initiating new jobs, and possibly for continuing the processing of other jobs,
while a job is suspended. Intuitively it seems sensible that while a job is suspended,
but occupying memory, it is usually unwise to start a new job. If new jobs are not
started, the entire memory would eventually become available for the allocation of the
suspended job.

Another way of handling the situation would be to prevent any subsequent allocation
requests from the other jobs from being honored until the suspended job was allocated.
Although this would permit allocation of the suspended job more quickly in most cases,

the other jobs would still be occupying their m’s, and the maximum request that could be
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honored would be smaller. Either y, would have to be set to M - ij - x, or else re-
quests for larger y’s would have to be deferred until the other jobs began to release
their m’s, and the other jobs would have to be permitted to continue to have their alloca-
tion requests honored so that they could be completed. This suggests that the action to
be taken when an allocation request is suspended is probably determined by the size of
that request which can be used to derive the expectedtime required before it can be
honored under alternative strategies.

A simple technique worth investigating would be to keep track of how long a job
has been suspended. If this time is unreasonably long, then the measures already taken
are probably not sufficient and some more drastic measures should be taken.

If while a job is suspended the other jobs are permitted to make allocation requests
in the hope that they will eventually be completed and release their m, and if one of these
jobs makes an allocation request that cannot be granted, a serious problem ensues. If
termination is not permitted, that job too must be suspended, and processor utilization
may decline markedly while the conflicts are being resolved. It seems clear that the
rules for handling conflicting memory requests should vary according to how many jobs
are already suspended and how the system is trying to collect memory for them. If
secondary-storage access and transfer times are reasonable, the complete roll-out of one
or more of the suspended jobs would seem attractive. If these times were very short,
then roll-out might be useful in resolving even the simplest conflicts.

The analysis of these techniques would require detailed consideration of operating
system processing costs and secondary-storage access and transfer times. These
factors are ignored in the throughput model, and the analysis of the more sophisticated

operating systems lies beyond the scope of the present investigation.



VI. MULTIPROCESSING

Two motivations for multiprogramming were examined in the previous section: the
provision of sufficient work to assure high processor utilization and the averaging of
peak memory demands. The amount of multiprogramming that could be accomplished
without loss in CE was limited, however, by the availability of the processor. If an at-
tempt was made to keep too many programs simultaneously active, each program would
suffer substantial waits for the processor, and the memory allocated to these programs
would not be beneficially utilized during these processor waits.

This situation provides the motivation for multiprocessing even if questions of
reliability are ignored. Multiprocessing permits increased multiprogramming with con-
sequently increased averaging of peak memory demands and increased efficiency in
memory utilization.

If the assumption of infinite workload contained within the throughput model is
valid, very high values of CE can be obtained by specifying large values of N, and M,
and selecting Nj appropriately. CE can be made to approach unity if the system performs
no preallocation of memory. In this section, however, attention will be restricted to sys-
tems with a relatively small number of processors, and the interactions between Np, Ni’

C, and CE for such systems will be analyzed.
A. Constant Memory Requirements

Whereas the motivation for multiprocessing arises primarily from the increased op-
portunities for averaging of peak memory demands afforded thereby, it follows that under
conditions of constant memory requirements the motivation for multiprocessing would be
rather weak. Nevertheless small improvements in CE are sometimes possible through
multiprocessing.

Assume that the workload model is the same as that considered in the previous
section, i.e., m =x =y = 1. Assume further that M =N'j(m +y)+ (Np + 1)x. This latter
assumption can be justified by arguing that an m is required for every active job, that a
y is required for every active job except during waits for the processor (which will be
minimized), that an x is required for every job being processed, and that an additional x

should be preallocated to minimize waits by the processors.

48
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In the previous section it was seen that for NP =1 the optimum value of Nj was
1 +ty =1 +y/rif that quantity was an integer. For example, forr=0.5,y =1, t =2,
the optimum Ni is 3. Under these circumstances the processor is fully utilized and the
only inefficiency in memory utilization is that involved in the preallocation of an x. CE
is 1 at p =0, and decreases with increasing p as the effect of the underutilized memory
becomes more significant, reaching 0.917 at p = 0.25 and 0.875 at p = o.

For larger Np the optimum Nj is Np(l + to), provided that the result is an integer.
For the case at hand, if Np is increased from 1 to 2, the optimum Nj increases from 3
to 6. Again the processors are fully utilized, and the only inefficiency in memory utili-
zation is that involved in the preallocation of a single x, which is now a smaller fraction
of M. Thus T is doubled, but M and C are increased by ratios of somewhat less than 2.
CEis 1l at p=0, 0.947 at ¢ = 0.25, and 0.933 at p = e.

Somewhat more motivation for multiprocessing can be found at values of r that yield
noninteger values of t,, especially when a small multiple of t_ is an integer. Then if Np
is set to the multiplier and Niis set to Np(l + t,), perfect processor utilization and high
memory utilization can be achieved.

Suppose that r = 2/3, then t_ = 1.5, and from the arguments of the previous section
the optimum value of N; for N, = 1 must be either 2 or 3 depending on the value of p.

For Nj = 2 the system will be idle part of the time and CE = 0.8 for all values of p..
For Ni = 3 there will be processor waits and unutilized allocated memory during these
waits. CE is 1l at p=0, 0.833 at p = 0.25, and 0.750 at p = o.

If Np is increased to 2, the optimum N’- is 5. As shown in Fig. 34, perfect synchro-
nism is achieved and t_ = 1/2. In this illustration A and B identify which processor is

processing each segment, and the broken lines indicate the periods of output.

Fig. 34 —Synchronism of processing for rational t .

Under these circumstances there is perfect processor utilization and the only memory
underutilization is that resulting from the preallocation of an x. CEis 1 at u =0, 0.948

at p = 0.25, and 0.923 at g = .
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When Np(l +t,) is not an integer, the optimum value of N; is one of the two adjacent
integers, the lower value being preferable at high y and the higher value being preferable

at low p.
B. Variable Memory Requirements

1. Analytic Results. Analytic results for multiprocessing systems were obtained
only for the special case of N; = N, = 2. For workloads in which tj<<7, multiprogramming
requires multiprocessing in order to attain improved memory utilization through peak
averaging without suffering a loss in memory utilization through processor waits. For
Ni = Np = 2 only minor modifications need to be made to the development of Section IV,
and the assumption made therein that Yo =M-2(m +x) becomes even more reasonable.

For the termination strategy the development of Appendix E that led to equations
(20) through (24) is applicable, except that there can no longer be any processor waits.
Accordingly t_ rather than t_, should be used in equation (25) for t.. The only other
modification required is the substitution of N, = 2 into equation (4) for the system cost.

For the suspension strategy, the development of Appendix G must be modified. In
addition to the elimination of processor waits, which requires the substitution of t_z for
tyo5 in equation (32), the duration of the suspensions must be reevaluated.

Fig. 35 depicts the worst-

CONFLICTING JOB: ounE [ compure T ourrur [ compure | oureur
e ey case suspension situation. It is

QTHER JOB: COMPUTE|OUTPUT COMPUTE | OUTPUT

assumed that the memory request
Fig. 35— Worst-case suspension situation, multi- made by the conflicting job is
processing. very much larger than average
and that the other job cannot have
its next segment allocated until output of the conflicting segment is complete. Under

these circumstances,

02s =tos T i1+ i1
=tos+1/2(1+to)+1+toS

=1.5+1/2 ty + 2t .- (48)

Figure 36 depicts better suspension situations that might occur when the conflicting
memory request is not extremely large or when the next request of the other job is smaller
than average. In Fig. 36a it is assumed that under these circumstances the other job

can resume as soon as processing of the conflicting segment is complete, and in Fig. 36b
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CONFLICTING JOB :ourpu*r| QUTPUT | COMPUTE CONFLICTING JOB:OUTPUTI COMPUTE
oty — oty ———] oty ety ——— oy
oTHER o8 : compuTEoutpuT]e— ¢, —ef compuTE [ ouTPUT oTHER JoB : compuTEautpuT | compuTe Jouteut] compute
(a) Other job can resume on completion of (b) Other job can be allocated in parallel
processing of the conflicting segment. with the conflicting segment.

Fig. 36 — Better suspension situation, multiprocessing

it is assumed that the other job can be allocated in parallel with the conflicting segment.
The former situation is more likely for large x, the latter for small x.

Then, for the situation of Fig. 36a

to2s = tos * t+ bt

tos + 1/2 (1 +¢ty) + 1

=1.5+1/2ty+tyg, (49a)
and for the situation of Fig. 36b
to2s = tos t U
=0.5+1/2¢, +1t, . (49b)

Thus, in modifying the development of Appendix G to cover the case of Np =2,
equation (48) instead of equation (42) should be used in the determination of the upper
limit on the quantity to be multiplied by P in equation (32), and equation (49a) for large
x and equati:;n (49b) for small x should be used instead of equations (43a) or (43b) for
the lower limit.

Appendix ] contains comparisons between calculated and simulated values of the
quantities that determine CE. For the termination strategy, agreement was excellent at
the higher values of r that suggest the use of an N, equal to N;. For the suspension
strategy, the relative width of the limits on 1 + t_,, and hence on t_ and CE, was about

In this region the simulated values fell about midway between

6% in the region of Mope

the calculated limits.

2. Numerical Results and Discussion. In Section IV the multiprogramming of two
jobs with a = 1 and r = 10 was considered in connection with Table 2 and Fig. 15. Since
t, was approximately 0.1 r, there was considerable waiting for the processor; the in-
efficiency in memory utilization involved in allocated jobs waiting for the processor
overwhelmed the gains in peak demand averaging, and the performance was inferior to

that of the monoprogrammed system.
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In Fig. 37 the effect of the addition of a second processor is shown. Processor

waits are eliminated, and since the processors are each utilized about 90% of the time,
the advantage of averaging peak memory demands is fully available.

In Fig. 38 the process has been carried further by setting Ny, =9 and Ni = 10.
Further gains in CE have been attained by permitting still more averaging of peak

memory demands.
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Fig.37-CEvsy ory,;m=x=a=p=1, Fig. 38~CE vs M/Ni; m=x=g=p=1,
r=n=10. r=n=10.

Figure 38 illustrates the effect noted earlier that if one’s budget were truly infinite
and if an infinite workload were truly available, very high values of CE could be obtained
with an infinite system. With such a system a ratio of Ni to Np of 1 +t, would yield
perfect processor utilization, and a ratio of M to (m + x + <y>) of N; would yield perfect
memory utilization. Of course the cost of such a system would be infinite.

It is possible to avoid this absurdity by focusing attention on how CE varies with C.
This will make it possible to illustrate how some realistic problems may be attacked

through the use of the throughput model. The problems considered are:

1. Given a specific budget, C, determine the optimum hardware mix (i.e. Np and M)

and N; that optimizes CE and therefore T;

2. Given a specific system, and a specific expansion budget, AC, determine the sys-

tem changes that optimize CE and therefore T;
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3. Given a specific required T, determine the system of maximum CE, and therefore

minimum C, that can supply the required T;

4. Given additional costs involved in increasing the workload, find the system that

maximizes CE.

The first two problems may be attacked by considering the CE vs C relations for
various Np and N’-. The only assumption that need be made is that there is a potential
workload larger than the workload that can be processed with any system that can be
procured with the available funding; then the assumption of an infinite workload made by
the throughput model is justifiable.

The third problem can be approached by considering the T vs C relations for various
NP and Ni' No exact solution is possible under the throughput model, which assumes an
infinite workload. Although the model can predict that a system will produce a through-
put T when offered an infinite workload, it does not automatically follow that the same
system will process all elements of a finite workload corresponding to the same T with-
out introducing very long solution delays. Thus the exact solutionof the third problem
requires consideration of queuing models, which, it was stated at the outset, lie beyond
the scope of the present investigation. Nevertheless the approximate solution to this
problem afforded by the throughput model may provide a useful lower limit on the scale
of the system required to produce a given T.

The fourth problem involves the consideration of such factors as data transmission
costs, the analysis of which also lies beyond the scope of the present investigation.
Nevertheless one brief example of this type of problem will be given.

The workload model that was investigated in some detail was one in whichm =1,

x =0, a=1, and n = 10. The systems that were considered had r = 0.5 and three values
of p: 1, 0.25, and 0.1.

A value of p = 1 leads to systems in which the bulk of the cost results from provid-
ing the memory. This value of y may be unrealistically large at present, but current
trends in batch fabrication of digital logic suggest that the cost of processing elements
is declining more rapidly than the cost of memory. If the unit of memory is thought to be
a bank or a small module (perhaps 8192 or 16384 words), the p range of 0.1 to 0.25 is
representative of systems delivered in the early 1960’s and the prange of 0.25 to 1 is
representative of systems announced in the middle 1960’s. In both cases the lower end
of the range is more representative of sales prices, and the upper end of the range is

more representative of production costs.
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In all of the simulations the suspension strategy was used, y, was set to (M - Ni)’
and Mg was set to 1. For large values of M and N; this led to the instabilities discussed
in the previous section, although they were usually not severe. For values of N; up to
5, the estimated standard deviation of the means of simulations made with the same
parameters was usually less than 0.005 absolute. For values of Ni above 5, equally con-
sistent results were obtained for M of the order of Mopt or above, but standard deviations
of 0.01, and occasionally more, were obtained for values of M well below Mopt‘

It was seen earlier in this section that under conditions of constant memory require-
ments the optimum ratio of Nj to NP is 1 +t,. Inthe case at hand, tg is very nearly 2,
which suggests an optimum ratio of 3. However, Figs. 39 and 40, for NP =1 and Np =2,
respectively, demonstrate that under conditions of variable memory requirements the

optimum ratio is sensitive to p.

0.7

Fig. 39a—~CE vs C for p = 1;

m=1,x=0, a=1, r=0.5,

n=10, Ms=1, y:'_'M'Ni’
Np=1.

Fig. 390b—-CE vs C for p =

0.25; m=1,x=0,a=1,r=

0.5, n=10,Ms=1, Yy =M~
Nj, Np= 1.

N
ou—
Y

For Np = 1 and p = 1 (Fig. 39a), CE is largely determined by efficiency in memory
utilization. Although maximum CE is obtained with Ni = 3, nearly equal values of CE
are obtainable with N; = 4 at higher C levels. As N; is raised from 3 to 4, the inef-
ficiency involved in the allocation of memory to problems for which the processor is un-
available is nearly counterbalanced by the increased averaging of peak memory demands

and higher processor utilization.
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Fig. 39c~CE vs C for p =
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For p = 0.25 (Fig. 39b), somewhat higher values of CE are obtainable with N; =4,
than with N; = 3. At this lower value of p efficiency in processor utilization becomes
more significant. At N; = 3 the processor is not in use all the time, because the vari-
ability in y leads to variability in output time.

For p = 0.1 (Fig. 39c), significantly higher values of CE are obtainable with Nj =4
than with Nj = 3. At this very low value of p, questions of memory utilization become
relatively unimportant, and the motivation to minimize idle processor time becomes para-
mount. Processor utilization at Nj = 4 is near perfect, however, so the additional very
small gain in processor utilization available by increasing Njto5 is insufficient to
compensate for the accompanying decrease in memory utilization.

For Np = 2, inspection of Fig. 40 reveals that the optimum values of N,- are 6 for
p=1, 7 for p =0.25, and 8 for p =0.1.

Next to be considered is the question of the optimum C level at which to increase
Np' Figure 41 displays the CE vs C curves in the crossover regions between optimum
operation with NP =1 and N, =2, and Fig. 42 displays the CE vs C curves for the
optimum NP’ N; combinations over a wider range of C. Again the form of the curves is
rather sensitive to p.

At p=1and Np =1 (Fig. 42a), CE increases with C up to C = 9.5, Ni =3, AsC
increases from 9.5 to 9.7, there is a very slight decrease in CE, and as C exceeds 9.7
the introduction of the second processor is appropriate. In the C range 9.7 to 18.7 the
general trend of the CE vs C curve is upward, although there are some small local de-
clines in the N; crossover regions. Maximum CE for NP = 2 is attained at about C = 18
or 18.5, and the third processor should be introduced at C = 18.7. Above this value of
C the general trend of the curve is upward, with very small local declines, and the
fourth processor should be introduced at about C = 26.4.

At p =0.25 and Np =1, CE increases with C up to C = 3.87, Ni = 4. Above this
point CE declines as additional memory is being underutilized and an additional
processor cannot be procured for a small increment in C without decreasing M and under-
utilizing the processors. The second processor should be added at about C = 4.48, but
the CE available at C = 3.87 is not restored until C reaches nearly 5, i.e. until the
original memory is restored. The general trend is upward until maximum CE for N, =2
is reached at C = 6.75, Ni = 7. The trend is now downward until the third processor is
introduced at about C = 7.7.

At p =0.1 and N, = 1, CE increases with C up to C = 2.25, N; = 4. Above this point
CE declines significantly, as additional memory is being underutilized and an additional

processor cannot be procured for a small increment in C without substantially decreasing
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Fig. 41c-CEvsCforp=0.1;m=1,x=0,a=1,
r=0.5,n=10, Ms=1,yt=M—Nj.

M and severely underutilizing the processors. The second processor should be added at
C = 3.02, but the CE available at C = 2.25 is not restored until C reaches about 3.53,
i.e., until considerable additional memory to keep the additional processor busy can be
procured. Maximum CE for N, = 2 is reached at about C = 4.1, and above this value CE
declines until the third processor is added at C = 4.86; the value of CE available at
C = 4.1 being attained again at C = 5.35.

The four practical problems enumerated earlier may now be attacked through the use

of these figures and the tables in Appendix ] on which the figures are based.
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The first problem was the selection of the optimum hardware mix and N; for a given
C. The optimum mix can be found by direct inspection of Fig. 42 or of the bold-faced
values in Table J4.

Two reservations must be offered at this point: the discussion has assumed that M
is a continuous variable and that the hardware budget is fixed. In practice one must
procure memory in integer number of modules, and the decision as to what to procure may
influenced by the possibility of future availability of additional funding, especially when
the system is being purchased rather than leased and components cannot be returned.

Although the data plotted in Figs. 39 through 42 and displayed in Table J3 was
simulated at memory intervals of 0.5 or finer, the abcissa ticks on the figures and the
entries of Table J4 correspond to integer multiples of the unit of memory. The question
of preparation for future expansion will be deferred until after discussionof the second
problem, that of the optimum investment of an expansion budget, AC, which is to be used
in upgrading a system which is already optimal at some cost level, C.

This problem can be attacked by inspection of Fig. 42, or by reference to Table 8,
which displays the optimal system changes and their effect on T and CE for three values
of AC and various initial C. The assumption was made in the preparation of Table 8 that
it was possible to reduce M to help pay for an additional processor.

The most fortuitous expansion situation is where the existing system is at the mini-
mum M and C level for a given Ny In this situation the expansion budget should be
invested in additional memory and Ni increased to utilize this memory. Usually T will
be greatly increased, and CE will be improved.

The most unfortunate expansion situation, especially at low p, is where the system
is already at its optimum M for its Ny and AC is small. In this case, although any in-
crease in C will increase T, the relative increase in T may be less than that in C, and
CE will therefore decline. The minimum AC that is required before an additional proces-
sor should be procured is about 0.2 for p = 1, is 0.6 or 0.9 (for the second and third
processors, respectively) for p = 0.25, and is about 0.8 for y = 0.1. The minimum AC re-
quired to maintain CE, however, is about 0.2 for p = 1, slightly over 1 for p = 0.25, and
about 1.25 for p = 0.1.

It should now become apparent that particularly at low p it may be wise to purchase
a suboptimal initial system if a later expansion is anticipated and the option of returning
memory is not available, in order that the final system can be optimal. This will gener-
ally involve procuring more processors and less memory for the initial system than would

be done if the future expansion were unlikely.
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For example, suppose that p = 0.1 and that an initial budget of 3 is available. The
optimal system at this C is one with Np=1, M= 20, and CE = 0.585. Suppose further,
however, that it is likely that an additional budget of 0.5 will become available but very
unlikely that an additional budget of 1 can be obtained. If 0.5 unit of funding are to be
used in expanding the system, and if memory cannot be returned for credit, the only way
these funds can be applied is in the increase of M from 20 to 25. This increase in M
would hardly increase T, however, because the system is processor limited, and CE
would decline to 0.470. On the other hand, if the system initially procured was one with
Np =2 and M = 10, its CE would be 0.575, which is only slightly less than 0.585. The
expansion budget of 0.5 could then be used in increasing M from 10 to 15, and CE would
then be increased to 0.730.

The third type of problem concerned the selection of a system to produce a given T.
Figure 43 graphs T vs C for the workload and models considered in Figs. 39 through 42.

Each of the three solid lines on Fig. 43 trace the T vs C relationship for the optimum

NP and Ni combination for that C and p. On this log-log plot, points with the same

30

Fig. 43-TvsC;m=1,x=0,a=1,r=0.5,n=10,M_=1,
yt:M—Ni.
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CE = T/C are connected by straight lines of unit slope. The four broken lines on Fig. 43
are the loci of points in the T, C plane corresponding to CE values of 1, 0.8, 0.6 and 0.4.
The effect of the necessary adjustments in N;as C is varied is hardly visible in

Fig. 43, although careful inspection of the trace for p = 1 will reveal reversals in the
sign of the second derivative at the values of C which are optimum for a given Ni and at
the values of C where the optimum Nj changes.

The behavior at the N, crossovers is clearly visible for the lower values of p, how-
ever. The regions of reduced slope correspond to systems whose throughput is processor
limited.

Considerable caution must be applied in attacking problems of the third type through
the use of the type of relations depicted in Fig. 43. The throughput model assumes that
an infinite workload is available and that the system need not be able to complete every
type of problem represented in the workload. On the other hand, if a finite workload is
specified, it is likely that there is an implied requirement that every job in the workload
be processed. It may be necessary, for example, to procure a system with a very large
memory which will be poorly utilized on the average in order to be able to process prob-
lems with very large memory requirements which constitute a small proportion of the
workload.

The specification of a finite workload is often accompanied by the specification of
a maximum mean or worst-case processing delay. The throughput model is unable to shed
any light on these matters. It is possible for example, that if low delays are specified,
or if the jobs tend to arrive in bunches, it may be necessary to provide more processors
in the system than would be predicted by throughput considerations.

Nevertheless relations of the type summarized in Fig. 43 do provide a lower bound
on the quantity of equipment requiredto provide a given T. This bound is about all that
throughput analyses can contribute to the solution of the third type of problem; complete
solution would require the specification of finite limits on statistically distributed param-
eters, maximum mean and worst-case delays, and job arrival rate statistics. The analysis
of the factors lies beyond the scope of the present investigation.

Solution of the fourth type of problem, accounting for extra costs involved in increas-
ing the workload, also lies beyond the scope of the present investigation, but a problem
of this type will be sketched.

Suppose that a very large budget is available to build a computer center and that a
determination of the optimum size center is desired. Assume that a given workload is
available at the center, and that equal workloads are available at a large number of other

sites which are evenly distributed over geographic area. There will be additional data
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transmission costs involved in processing the workloads of the remote sites, and it will
be assumed that these costs are proportional to the distance between the sites and the
center.

This is an extension of the third type of problem, in that what is required is the
solution of a number of subproblems, each subproblem involving a specified workload
and data transmissioncost. The use of throughput analysis requires a number of addi-
tional assumptions.

First, it is necessary to assume that service delays and the possibility of abandon-
ing specific jobs may be ignored. This is the same assumption that was required in
order to attack the third type of problem. Next, it is necessary to ignore job arrival
rate statistics and deal only with average throughput. If this is acceptable, then it is
reasonable to characterize the throughput requirement of each site as corresponding to
the continuous multiprogramming of some number, A, of jobs. Finally, it is necessary to
make some assumption as to how the data transmission costs accrue.

A reasonable assumption might be as follows: there are no data transmission costs
involved in processing the local workload of A jobs, but there is a cost involved in
adding each remote site. The cost for each site is assumed to depend only on its dis-
tance fromthe center and to be independent of how many jobs (up to the limit of ) jobs
per n(1 + t,) units of time) originating at this site are actually processed. It is then
reasonable to approximate the cost of connecting the ith site as k /i —~ 1, where the
square root corresponds to the assumption of a site distribution uniform over area and
data transmission costs linearly proportional to distance. Thus if I sites are connected,

the multiprogramming of up to I\ jobs is possible and the data transmission costs are

I ‘zl Vit

Figure 44 graphs the CE vs C curves for the model of Fig. 42a with the costs ad-

justed as indicated and for A = 1. Note that very large systems are no longer optimal
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Fig. 44—CE vs C for nonzero job collection cost; m=1,x=0,a=p=1,
r=0.5,n=10,Ms=1,yt=M—Ni.
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and that for both values of k considered it is worthwhile toadd the second processor
before adding the third job. For k = 2 the optimal systems are Np =1 and Nj =2, or
Np = 2 and N; = 3. For k = 4 the cost of bringing the additional workload to the center
is so high that the optimal strategy is to confine the center to the local workload.

For larger values of A it will usually be desirable when k is very large to multi-
program the \ jobs of the local workload and to provide a suitable number of processors
for this workload. For smaller values of k the optimal system may be quite large, but it

will always be finite provided that k is not zero.



VII. SUMMARY

A throughput model was used to analyze the cost effectiveness, CE, of digital com-
puter systems. Attention was directed at monoprogrammed systems, in which only one
job is active at a time and only one processor is available, and at multiprogrammed sys-
tems, in which more than one job may be active at a time and more than one processor
may be available.

The throughput model assumes that a finite system is offered an infinite workload of
stationary statistics and that system productivity is to be measured in terms of the re-
sources used to solve a problem and the rate of problem completion relative to the
hardware provided. Questions relating to delays in problem solution and to which types
of problems are eventually solved are ignored. System performance can then be charac-
terized by CE, which is the weighted average of the fraction of the time each system
component is beneficially used. Beneficial use corresponds to those periods during
which the component is required to work on a job which is eventually completed. The
weighting is by component cost.

The jobs constituting the workload were assumed to consist of a number, n, of seg-
ments. An increment of memory, m, was assumed to be required throughout the active
life of the job, implying that complete roll-out of a suspended job was not considered.
Beneficial use of m accrues while a job is being processed by a processor (computer)
module or is outputting but not while the job is waiting for a processor or suspended
waiting for additional memory. Another increment of memory, x, was assumed to be re-
quired while each segment was being processed; and a third increment of memory, y, was
assumed to be required during the processing and output of a segment. Output time was
assumed proportional to y, and input requirements were not separately stated. Operating
system overhead functions were assumed to be included in the workload description of
the individual jobs.

Although the simulator permitted the random variation of all these workload param-
eters according to a linear or an exponential distribution, in all simulations reported
herein only y was allowed to vary within a single simulation run and only the exponential
distribution was used. The cost and availability of i/o channels were ignored in these
simulations. The analyses were performed under the same restrictions, with the further

limitation that Ni’ the maximum number of jobs active at one time, could not exceed 2.
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It was shown that the monoprogrammed system usually cannot achieve high values of
CE, because parts of the system must be unutilized some fraction of the time. The
processor is not being beneficially used during output, and the fraction of wasted proces-
sor availability is equal to the output time divided by the sum of processing time and out-
put time. The memory of a monoprogrammed system is also underutilized, because the
component of memory devoted to x is utilized only when the processor is active.

Additional memory underutilization results from workloads with variable memory re-
quirements. Since the effort devoted to processing segments of jobs that are terminated
before completion due to an unallocatable memory request in connection with a later seg-
ment does not constitute beneficial use, it is necessary to provide memory for the com-
ponent y of several times that component’s average value. The optimum ratio of the
memory provided for y to <y> varies about logarithmically with n, the number of memory
allocation requests in a job.

Multiprogramming can improve processor utilization. Under conditions of constant
memory requirements and output time, if the ratio of output time to processing time is
some integer k, the multiprogramming of k + 1 jobs will assure full processor utilization.
If the ratio is not an integer, maximum CE results from the multiprogramming of approxi-
mately k + 1 jobs. The multiprogramming of a number of jobs equal to the next integer
below k + 1 leads to some processor underutilization, while the multiprogramming of an
additional job leads to some memory underutilization because an allocated job may be
occupying memory but cannot proceed while it is waiting for the unavailable processor.
The exact number of jobs to be multiprogrammed depends on the value of y (the ratio of
the cost of a unit of memory to the cost of a processor) and of the output time ratio in
question.

Under conditions of constant memory requirements, multiprogramming offers the po-
tential of improving memory utilization if, after the output of a segment is complete, the
x and y of the next segment are not allocated until a processor is available for the execu-
tion of that segment. Both the simulator and most practical operating systems, however,
preallocate the x and y of the next segment as soon as output of the previous segment is
complete.

Under conditions of variable memory requirements, multiprogramming further improves
memory utilization by allowing the averaging of peak memory demands. Thus the ratio of
the memory provided for the variable components of the jobs to the sum of their average
values need not be as high as it was in the monoprogrammed case. If the variable com-

ponent of the memory required by a job is a significant fraction of the total requirement,
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the gain in memory utilization resulting from the averaging of peak memory demands is
more significant than the gain in memory utilization that would result if no preallocation
was performed.

The practice of preallocation derives from the desire in an era of expensive proces-
sors to minimize the processor underutilization involved in performing memory allocations
while the processor is waiting. Whereas the cost of processors relative to memory
appears to be declining, it would be desirable, if the present work were being extended
to include an accounting for the effect of secondary storage transfer times, to allow vari-
ations in the preallocation rule. It is conjectured that the number of preallocations per-
mitted simultaneously should be a function of the number of processors in the system.
The optimum number of preallocations might be of the order of the number of processors
multiplied by the ratio of loading time to segment processing plus output time.

The multiprogrammed system must have some means of disposing of requests for
memory allocations which cannot be granted immediately. The two simple policies
studied were termed the termination strategy and the suspension strategy.

The termination strategy involves the termination of any job that makes a memory
request that cannot be immediately granted. Since the time spent on a problem that is
terminated before completion does not constitute beneficial use, frequent terminations
lead to low CE. The frequency of terminations can be reduced by providing 2 memory
substantially larger than the average memory requirements of the workload processor,
but this memory is underutilized. Better values of CE under comparable conditions can
be obtained through the use of the suspension strategy, which causes the termination
only of jobs which make very large memory requests and which more usually suspends
jobs until the requested memory can be allocated. These suspensions do decrease CE,
however, since they increase the problem completion time and therefore reduce the
throughput available from a given configuration. From the standpoint of utilization,
suspension leads to the underutilization of the memory assigned to the m of a suspended
job and to the underutilization of the processor that could be working on that job if the
job could be allocated immediately.

When two jobs of n = 10 are multiprogrammed, maximum CE under the termination
strategy occurs when the total memory is of such a size that the wastage of termination
is about 10%, i.e. when about 11 segments must be processed per job completion or about
one job in 6 is not completed. Maximum CE under the suspension strategy occurs when
the wastage of suspension is about 10%, i.e. when the mean job completion time is about
10% greater than what it would be if there was a very large memory and no suspensions.

For a system of given size, the CE under the suspension strategy is greater. Conversely,
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the use of the suspension strategy will permit the attainment of a given CE with a
smaller system. For one of the models studied, the minimum M required for CE = 0.5
was about 7.2 for the suspension strategy and 8.8 for the termination strategy. The
comparable figures for CE = 0.6 were 9.4 and 16.5.

If one employs the generally inferior termination strategy which places a heavy
penalty on memory conflicts, some means must be provided to reduce the conflict
probability to an acceptably low level. The means studied were to provide a limit, Nj,
on the number of jobs that would be run simultaneously, and to specify Mg, the minimum
amount of memory required to be available before a new job would be started. The mini-
mum reasonable value of My is m + x, the minimum memory requirement of a job.

When M is set at this minimum level, N; must be selected appropriately for the total
amount of memory available. If Nj is too high, not enough jobs will be running simul-
taneously and the memory will be underutilized. If Ni is set too low, there will be a
significant number of terminations. Nevertheless, even with M at the minimum level,
significant improvement in memory utilization is possible. For example, for one par-
ticular workload model the optimum CE was obtained when the ratio of memory provided
for the variable components to the sum of their average values was about 4 for N,- =1,
2.8 for N’- =2, 2 for Ni = 3, and seemed to be approaching a limit of about 1.5 for very
large Nj.

Some improvement can be gained, particularly at larger values of Nj’ by setting Mg
above its minimum value. An optimum value of M improves CE only slightly at the best
M for the ’Nj selected, but significantly improves CE at values of M less than optimum
for the N; by effectively reducing N;. Except at very low values of Nj, the optimum in-
crease in My was several times the average value of the variable component.

Attempts to abandon the N; limit entirely and to depend only on Mg to control job
initiation yielded somewhat poorer results. Under these circumstances, if M is set very
high there will be significant memory underutilization. If Mg is set to a lower value,
additional jobs will be started when the sum of the variable components of the other jobs
is less than average. This sum is likely to grow to the average value or above before
the jobs are completed, and terminations result. Thus when average memory require-
ments are known and do not varytoo much from job to job, it is wiser to depend on Ni
which takes into account the average memory requirements and to use Mg only to reduce
the number of running jobs in those unusual circumstances where the total memory re-
quirement is very considerably above average.

In the suspension strategy, when a job makes a memory request that cannot be allo-

cated, the job is suspended until the request can be honored, but that job is still counted



71

in totaling the number of active jobs, N, to be compared with the Nj limic. If, however,
the variable component of the request exceeds the limit y,, the job is terminated.

Since the penalty associated with a memory conflict is very much less severe under
the suspension strategy, less memory needs to be provided for a given Ni and better
memory utilization results. For example, when the same workload discussed earlier
was run under the suspension strategy, even with a conservatively low value of y, that
caused some unnecessary termination, the optimum ratio of memory provided for the vari-
able components to the sum of their average values was about 2.3 for Nj =2, 1.8 for
Ni = 3, and seemed to be approaching a limit of 1.0 for very large N;. Although the sus-
pension strategy slows the rate of segment completion when there are memory conflicts,
the reduction in termination restores the rate of job completion and significantly better
values of CE are available for a given M than with the termination strategy.

If y, is set to a conservative value, or if Nj is not too large, there is little incentive
for raising M above its minimum value. At large values of M and N'j, however, a prob-
lem develops. The natural inclination is to set y, to a rather large value to avoid termi-
nations. Ifthis is done, however, a very large memory request may not be allocated for a
long time, if ever.

While this effect can be controlled by manipulating Mg and y,, better solutions
likely involve variation of the termination strategy. This seems to be a fruitful area for
subsequent investigations. Among the techniques that should be considered are limita-~
tions on the number of jobs that can be suspended, dynamic variation of Mg according to
the number of jobs suspended or how long a suspended job has been waiting, complete
roll-out of suspended jobs, and collection of available memory until large requests can
be serviced. Investigation of these techniques would probably require simulation of
secondary storage access and transfer times and might require simulation of operating
system overhead requirements. The assumption that these requirements can be included
in the workload specification is reasonable only for those activities whose frequency can
be predicted without a knowledge of the operating system algorithm and the environment.
For example, the completion of a job requires the allocation of n segments of that job,
but also requires a number of suspensions and reallocations that cannot be predicted
without a calculation of the probability of suspension.

While increases in memory coupled with appropriate increases in Nj will always
permit more averaging of peak memory demands, a point is reached where the resulting
gain in memory utilization is overwhelmed by the loss in memory utilization resulting
from allocated jobs waiting for the processor. Another way of stating this is to note

that as the memory is increased; the throughput increases more and more slowly and
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finally levels off as the system becomes completely processor limited. Thus, as the
memory is increased and N]- optimally adjusted for the memory, the system CE will in-
crease and then decrease. This effect provides the incentive for multiprocessing. Ac-
cordingly, from the CE standpoint there is little incentive for multiprocessing under
conditions of constant memory demands.

Under conditions of variable memory requirements, multiprocessing allows increases
in memory size and consequently improved memory utilization through peak averaging. In
the limit, an infinite system can accomplish perfect averaging of the workload variability
and a CE of unity could be approached.

For example, a workload with a high ratio of processing to output time was con-
sidered under the generally inferior termination strategy. With one processor a memory
had to be supplied for y about 3.5 times its average value, and system CE was slightly
above 0.5. With two processors and two jobs the ratio of the optimum memory provided
for both y’s to the sum of their average values was about 2.75, and the CE was slightly
above 0.6. With nine processors and ten jobs the memory ratio was about 1.8, and the
CE was about 0.78.

However, the higher values of CE can be obtained only with large and costly sys-
tems. For the example just discussed, the costs of the three systems were 6.5, 11.5,
and 48. In a real application neither infinite funds nor an infinite workload will be
available.

Nevertheless, there are a number of problems that can be attacked through the appli-
cation of the results of throughput analysis. Among these problems are the determination
of the optimum expenditure of a fixed budget for the initial construction or for the expan-
sion of a computer center, the determination of the most economical hardware mix that
will produce a specified throughput, and the determination of the optimum size system to
process a workload which includes additional job collection costs.

The first type of problem can be solved if it is reasonable to assume that there is a
potential workload considerably larger than the capacity of any system that can be pro-
cured with the available funding. In these circumstances the assumption of an infinite
workload in the throughput model is acceptable, and the problem reduces to the deter-
mination of the configuration costing the specified amount that yields the highest CE or
throughput when offered an infinite workload.

Although throughput increases monotonically with cost, CE does not, even when the
optimum combination of processors and memory in every cost interval is considered.
Particularly at low values of p there are regions where the throughput is rising very

slowly as the system cost is increased and the CE is therefore declining. This situation
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occurs when throughput is processor limited and increases in memory increase throughput
only slightly, but when an additional processor cannot be efficiently utilized if it is
necessary to reduce the memory to hold the system cost constant.

The optimum utilization of an expansion budget less than the cost of a processor may
involve the procurement of an additional processor and a reduction in memo.ry to help
finance it. If the system is purchased rather than rented a return of memory for credit
may not be possible. Under these circumstances it is necessary to consider the prob-
ability of expansion in the determination of the initial system to procure, and it may be
desirable to procure a system whose throughput is less thanthe maximum obtainable at
that cost level in order that the system can later be expanded into an optimum system at
a higher cost level.

The solution of these types of problems requires the determination of the optimum
ratio of the number of jobs multiprogrammed to the number of processors, even though
this ratio is not a purchase parameter. For high values of p this ratio is one greater than
the ratio of mean output time to processing time per segment. This is the same result
that was found under conditions of constant memory requirements. At low values of p,
however, considerable memory underutilization is acceptable if the valuable processors
are kept busy thereby, and the optimum ratio is somewhat higher.

The problem of determining the minimum cost systemthat will process a specified
workload can only be approximately solved through the use of the throughput model.
Althoughit is easy to determine the minimum cost system that will yield the specified
throughput when offered an infinite workload, there is no assurance that this system will
process every component of a specific workload of equivalent throughput without intro-
ducing very long solution delays. The complete solution of this problem would require
the consideration of queuing models that lie beyond the scope of the present investiga-
tion, but the approximate solution afforded by the throughput model places a lower limit
on the size of the system that can process a specified workload.

The problem of balancing the high efficiency of large systems against job collection
costs is of current interest because of the rapid growth of remote computing. There are
situations in which the optimum size of a computing center is primarily determined by the
data transmission costs involved in the processing of remote workloads. Again the
throughput model cannot accurately solve this problem, but useful approximations can be

obtained.
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APPENDIX A

GLOSSARY OF NOTATION

Definition
System cost
Cost effectiveness
System memory
Minimum available memory required to start another job
Number of active jobs
Number of i/o channels
Maximum number of active jobs permitted
Number of processor (computer) modules
Simulator input parameter (See Appendix B, Table B1)
Probability of a memory allocation conflict
Probability that an allocation request that does not cause
termination causes suspension
1-Pg
Probability that an allocation request causes termination under
the suspension strategy

Simulator output parameter (See Appendix B, Table B2)

1-P,
1-P,
Throughput

Mean value of completed jobs

Probability chat a job is in its ith segment
1-2Z;

Conflict ratio

Base memory requirement of a job

Number of segments in a job

1/o channel rate

Mean time between job completions
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Page First
Symbol Appearing Definition

to 8 Mean output time per segment

o2 13 Mean output time plus waiting time for the processor (termina-
tion strategy)

to2 25 Mean output time plus waiting time for the processor plus sus-
pension time (suspension strategy)

tos 26 Mean output time for segments that caused suspension

tos 26 Mean output time for segments that did not cause suspension

to2s 25 Mean output time plus waiting times for segments that caused
suspension

t523 50 Mean output time plus waiting time for the processor for seg-
ments that did not cause suspension

Y 26 Mean time between an allocation request and the allocation of
a suspended job

tn 26 Mean time required for processing and output of a suspended
segment

i 26 Processing time of the next segment after a conflict is resolved

x 4 Memory required (in addition to m) during processing of a seg-
ment

yory 4 Memory required (in addition to m and x) to hold output data
during processing and output of a segment

Ve 24 Maximum y request allowed without termination

) 8 Memory available for the allocation of one y

&) 17 Memory available for the allocation of two y's

z 5 An allocated y

2z 25 A z that causes suspension

a 5 Distribution parameter (1/mean) of an exponential distribution

y 8 Mean number of segments completed per job completed

Ye 24 y for the suspension strategy

T 4 Processing time of a segment

m 5 Cost of a unit of system memory relative to the cost of one

processor

X 4 Cost of an i/o channel relative to the cost of one processor
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Bold faced, scored type indicates random variables. In general, P denotes a dis-
crete probability, p a probability distribution, P* a cumulative distribution, and Q an

improbability. Thus
P(w)dw=P(w<z<w+ dw),
P;‘(w) =P(z > w) = fw PE(V) dv,

and
Q=1-P.



APPENDIX B
DESCRIPTION OF SIMULATOR

A system simulator was constructed in the Neliac language (4, 5) and run on the
AN/GYK-3(V) computer (2, 6) at the Naval Research Laboratory.

Table B1 lists the inputs to a simulation. In this table, an entry in the Range
column implies that the input parameter is an integer in the specified range. The lack
of an entry implies that any positive real quantity can be simulated. An entry in the
Usual column implies that most or all simulations were conducted with that value of
the parameter, with parentheses indicating most and the lack of parentheses indicating
all.

Table B-2 lists the primary outputs that were obtained from all simulations and re-
lates them to the quantities discussed in the text. Optional outputs included results of
calculations based on the analyses of Sections III and IV and periodic snapshots of the
state of the simulated system.

Figure B-1 shows the relationship

between three of the important routines in

the simulator. The routine WORKSEARCH

JOBSEARCH

attempts to keep active jobs progressi
flusssﬂgu__ql___ —— P P J progressing

ADVANCE "NOW" TO THE TIME
OF THE NEXT EVENT.
SIMULATE THAT EVENT. |

by assigning system resources, although

under some circumstances it must terminate

re—

jobs. When it has serviced all jobs it
passes control to JOBSEARCH.
The JOBSEARCH routine determines if

it is appropriate to start a new job. If a new

WORKSEARCH
—— v

| HONOR REQUEST FOR
MEMORY, PROCESSORS 8
1/0 CHANNELS IF POSSIBLE.
IF NOT, SUSPEND OR
TERMINATE AS DETERMINED
BY INPUT PARAMETERS. |

—— =

job is started, control is passed back to
Fig. B1 - Principal simulator routines. WORKSEARCH so that the new job may be
serviced. If it is not an appropriate time to
start a new job, nothing more can be done at the simulated instant and control is passed
to the TIMESEARCH routine.
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Table B2
Simulator Outputs.
Parameter
Q) Description Relation to quantities in text
Number
1 Number of jobs attempted c=Q1/Q3
2 Number of jobs terminated TERM. RATIO = Q2/Q3
3, Number of jobs completed
4 Total value V =Q4/Q3
5 Mean value V=0Qs
6 Simulated time te = Q6/Q3
7 Cost C=0Qy
8 Number of segments completed y = Qg/Q3
9 Number of jobs terminated after completing
at least one segment ABAND. RATIO = Q9/Q3
10 Throughput T =Q10
11 Cost effectiveness CE =Qq3
12-18 Number of allocated z’s greater than
0.5 (0.5) 3.5 P} (k/2) = (Q11+k)/Q8;
k=1,2,...,7

The TIMESEARCH routine locates the time of the next completion of processing or

outputting, simulates the actions directly implied by that completion, and passes control
to WORKSEARCH so that the other jobs may be serviced.

SET “MEMORY NEEDED"
FLAG IN JOB TABLE.

WORKSEARCH

JOBSEARCH

NosNjy Mgo My Py
SHOULD ANOTHER JOB BE
STARTED ?

CONSIDER

TIMESEARCH

YES

TERMINATE JOB.l

JOBSEARCH

Fig. B2— JOBSEARCH routine.

The principal functions of these three
routines are illustrated in Figs. B-2 through
B-4.

The amount of actual computer time re-
quired to perform a simulation depends on the
number of segments completed and the amount
of termination involved. Typical simulation
runs involvedthe completion of about 20,000
segments and required from three to five
minutes of processing by the computer, which
has internal speeds roughly comparable to
those of an IBM 7090. Most runs were repeated

five times to obtain more reliable averages

and estimates of accuracy. Over 300 hours of computing time were involved in the simu-

lations reported herein.
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EXAMINE THE

K'TH JOB_TABLE.|

PROCESSING OR
OUTPUTTING 7

YES

YES TERMINATE JOB.

ASSIGN, CHANNEL.
RESET "CHANNEL N‘E’EDED'

MEMORY
AVAILABLE 7
FINISHED AND PLACE
IN JOB TABLE. SET
"OUTPUTTING" FLAG.

NO

ASSIGN MEMORY,
RESET "MEMORY NEEDED"
FLAG, SE

“PROCESSOR NEEDED"
FLAG.

YES Frov1 7

NO*

ASSIGN PﬁOCESSOR
COMPUTE TIM

WHEN PROCESSING
WILL BE FINISHED
AND PLACE IN JOB
TABLE.
'PROCESSING' FLAG.

TERMINATE
JOB

o

O

INCREMENT K,

% INDICATES IMPLICIT JO8 SUSPENSION PATHS

JQBSEARCH

Fig. B3 —-WORKSEARCH routine.



EVENT TIME, ADJUST
“NOW" TO THAT TIME.

SCAN JOB TABLES AND
FIND EARLIEST FUTURE

[}
EVENT
*PROCESSING
COMPLETION"?

RELEASE PROCESSO!

RESET PROCESSlNG’FLAG
ADJUST VALUE ACCUMULATOR.
RELEASE x MEM!

y ORY.
SET “CHANNEL NEEDED" FLAG.

TERMINATE
JoB.

NO (OUTPUT COMPLETION)

RELEASE CHANNEL.
RESET "OUTPUTTING'FL.,

AG.
ADJUST VALUE ACCUMULATOR.

RELEASE y MEMORY.
ADVANCE SEGMENT COUNTER.

n
SEGMENTS
DONE ?

USE Py=Pz,Pig=P,

FOR NEXT SEGMENT.

TO GENERATE SPECIFICATIONS

ADD JOB'S VALUE
ACCUMULATOR

T0 SYSTEMS VALUE
ACCUMUL,

RELEASE M MEMORY,
RELEASE JOB TABLE.

SET "MEMORY
NEEDED" FLAG.

WORKSEARCH

Fig. B4~ TIMESEARCH routine.
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APPENDIX C
DERIVATION OF EQUATIONS (7) THROUGH (14)

Since the y distribution is given as

Py(y) = ae™, (1)
the conflict probability is

P.=Py>y;) = fh Py(y) dy =™, 7
and the z distribution is the y distribution truncated at y; and normalized, viz.,

ae—az

pL2) = o 0<z<y;; 0 otherwise. (8)

Now let Z; denote the probability that the job is in its ith segment. Obviously,

n
>
1=

 Zi=1L (C1)

At the conclusion of each segment there is a probability P that the next segment cannot
- be allocated. Then, defining Q. =1 -P,,

Z, ,=Q.2; (n>i>1) (C2)
or
z, -Q 1z, (n2k>1) (C3)
This can be combined with equation (C1) to yield
n—l i

If this is combined with the familiar relation for the sum of a geometric series
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there results

1-Q."
1=2 < (C5)
1 ’
1-Q,
which can be solved for
Z 1- Q. P
1 n n
1-Q." 1-Q,
Q n-1p
zZ,=-Qrlz -=___° (C6)
n c 1
1-Q.
Since every job in the nth state goes to completion,
1 1-Q.1"
Y=o 9
-1
Z, P.Q*°
Since the output time of a segment is 2z/r, the mean output time is
1 Y1 1 1 IR2!
t, =-—fw p, (W) dw = f awe ¥ dw = [— (—-+ w) e oV
r = rQ. 7o rQ. a Jo
1 l:l (1 ) p A \
=— ===+ , (10
r Qc a a 1 c_ .
and since the mean total time per segment is 1 + t_, by the definition of y,
te=y (1 +¢y). (11)
To compute the mean value, first find
1 y; 1[ e™@V Y1
<z?> =fw2 P, (W) dw = ——f aw?e % dw = — [— 3 ((ay)? + 2ay + 2)]
= Q.70 QL a 0
1 —a 9 2—(a2y12+2ay1+2)Pc
= 2-e (g y12+2ay1+2)]= ; (C7)
a?(1-P.) a?(1-P)

then recall that t, = <z/r>, and substitute equation (C7) in

m 1 5
V=n 1+p[m+x+(1+—-)<g>+—<g> (2)
r r
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to yield
2-(a 2,2 +2)P
V=n<1l+yp m+x+(m+r)to+ Zyl il <l r. (12)
a’r (1 -P)
Substitution of equations (3), (4) and (11) into equation (5) yields
v
(C8)

E = )
(1 +puM) (1 +t¢))y

and substitution of equations (7), (9) and (10) into equation (C7) yields

~(a?y1? -ayj _
n{lﬂl m+x+__L+r_ (l _.<i +Y1) Y1 +2 (a“y1” +2ay;+2e }}e"a}’l(l"e ay1y
(1-e"¥)\a \a a?r (1 ~ e~ 1)

1+ #M){l f— [—1-—(1 + y1> e‘a)’l]}[l - (1 -e" "]

f(l —e®1) | g \a

CE=

To derive the approximation for CE, assume that P is very small. Then it is reason-
able to approximate y by
1-Q* 1-(1-pPY° 1-(1-naP) n

= = = = ) (C9)
"R QAT P (1-P)"l P (1-m-DP) 1-(a-DP,

and to approximate p,(z) by p.(y). Substituting 1/a and 2/a2, the mean and mean square
z vy q

values of the exponential distribution, into equation (2) yields

a a’ft

1 2
Vzn[1+p(m+x+-—nl+—-+7)] (C10)
ar

and into (10) yields

[+]

1
t,=—. (C11)
ar

Substitution of equations (C9), (C10), and (C11) into equation (C8) and reexpression of

P.and M in terms of y; then yields

2
[1 + (m +x-+i:-r +-1-+ 7)][1 -(n - 1)e~ 1]

a a’r

CE = (14)

1
(1+;)[1+p(m+x+y1)]

Table C1 compares the values of CE resulting from the use of equations (13) and (14).

It can be seen that (14) is a reasonable approximation of (13) in the vicinity of CE,.x
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Table Cl1 , where the assumption of low P is
CE vs y;, Monoprogrammed Case;m=x=a=

. 0.2 m 10 valid. In this particular case, the
p=1,r=0.2,n=10.

use of equation (14) overestimates

CE .

. the value of y; that yields CE_,

Equation (13) Equation (14) by about 0.3 memory units. Since
, 0.234 negative CE is changing rather slowly with
2.5 0.310 0.150 variations in Y1 the value of CEmax
2'5 gg?}é 8;2; from the approximation is quite ac-
4 0.381 0.378 curate.
4.5 0.376 0.381 h . .
s 0.366 0.371 The approximation for CE can
5.5 0.353 0.357 be differentiated with respect to y,
6 0.340 0.344 to yield

d(CE) [1+ p(m+x+ yl)] aln ~De™ 1 - [1-(n-1e 1]V

—. C12
9y, (1 +/.L(m+x+y1)]2 t, (C12)
Equation of the numerator of equation (C12) to zero yields
[1+pm+x+ yl)] aln - 1)e 1 =[1-(n-1)e 1] 4 (C13a)
or
1
<—+m+x+y1)a(n—-l)=e‘1Y1—(n—1) (C13b)
i
and manipulation into a form that rapidly converges produces
1 1
anI=(—-+—-+m+x+y1 a(n-1) (Cl4a)
a [
or
1 1
ay) =la{—+—+m+x+y; | +lha+la(n-1) (C14b)
a u

for the value of y; that maximizes CE. For a reasonable initial estimate, this expression
usually converges within 1% of the final value in three or less iterations.

It was seen in connection with Table C1 that the use of the approximation led to an
overestimation of the optimum y,. If n is reduced from 10 to 5, however, the approxima-
tion leads to an underestimation of the optimum y; of about 1 unit of memory. The explana-
tion is that at the lower value of n the effects of a termination on throughput are not so

deleterious, optimum operation occurs with a higher P_, and the approximation of
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equation (C9) is no longer valid. Fortunately the same effect reduces the harm attendant
to operating at low values of y,, and operation at the value obtained through the use of
equations (C14b) leads to an actual CE only a few percent less than the maximum pos-

sible value.



APPENDIX D
OPTIMUM SELECTION OF THE JOB TO TERMINATE

A simple modification of the termination policy considered in the text would be, at
the time of a memory conflict, to terminate that job which had made the least progress
toward completion and thereby minimize the wasted effort of the system.

Since each y is an independent sample of the distribucion, the conflict probabilities
will remain unchanged. The state transition probabilities must be modified, however.

For the standard strategy,
Z,,,=Q2Z;(n>i>1). (C1)

For the alternative strategy, if there is a conflict, and if the running program is at an
earlier state, the running program will be terminated. Thus there must be added to the
transition probability of the potentially conflicting program a factor of
iil
P .
Zp_ 2 Z,
On the other hand, if the other program is at a later state and has a conflict, the program
at step i will be terminated and a compensating factor must be subtracted. Thus the

transition probability for the alternate strategy is given by

i-1 n-1
Z,,,=2; [Qc+Pc(iE=IZ’- —kjﬂzk)] (n>1i>1), (Dla)
where
3 Z; =1. (D1b)
i=1

This is a set of nonlinear equations that does not have a convenient closed form

solution. However, summing the first n - 1 equations of (D1a) yields

nilz nilz p n—z-lz iglz ﬂil 7
o 21 = Qe 2 %t Pe B A5 57 g ")' (b2)
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Substitution of equation (D1b) and the definition Z*= 1 - Z into equation (D2) yields

—1 i-1
£ -Q.Z! 3 sz.- "% :
Z;=QZ,+P, [i_ z (, Zi- 2,7 >] (D3)

But the expression within the brackets sums to zero, since each possible combination of

two different subscripts appears twice with opposite signs; i.e.,

i=1 j=1 ) k=i+1 i=1 m=

n-1 n=1
b Z(EZ-— 2 Z): Z EZZ sign (i - m) =0.
941 ‘

Thus equation (D3) simplifies to
Z; - 0.2;. | )

Now it is necessary to manipulate equation (D1a) so that later state probabilities
are not needed in the calculation of earlier state probabilities. Substitution of the defini-

tion of Q_ into equation (D1a) permits this transformation, viz.,
[ n-1

‘ i-1 n-1 n

n-1

= Zi -1 - PC Zi. + Zn + 2 i=%+1 Zj):'

i i
=Zi 1 "'Pc (Zi+Zn+2(l —'k§1 Zk—zn))]

[ v . i
=Zi hl—Pc<2~Zn+Zi—2k§12k)]

i i
-z, l—Pc(Z -<zn—zi+2 Z Z"))] (n>i> 1) (D5)

Equations (D4) and (D5) form a suitable set for iterative solution. If a tentative Z,
is selected, a corresponding Z | is immediately available, and the recurrence relation-
ships can be used to calculate the intermediate probabilities. The probabilities are
summed, the sum compared to unity, and Z; adjusted accordingly. Convergence is
reasonably rapid.

Exhaustive 'study of this strategy would require the computer solution of many cases
through the use of these equations. From a limited amount of hand computations, how-

ever, some conclusions can be drawn. Typical calculated results are shown in Table D1.
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Table D1

Comparison of Termination Strategies.

n=3P_ =05 n=3P_=0.1 n=4,P =0.1
Strategy
Z, z, Z; Z, z, Z; z, z, Zy z,
Simple 0.571 | 0.286 | 0.143 | 0.369 | 0.332 | 0.299 | 0.291 | 0.262 | 0.236 | 0.212

Alternative | 0.590 | 0.228 | 0.182 [ 0.373 | 0.324 | 0.303 | 0.297 | 0.254 | 0.230 | 0.219

It can be seen that in one case (n = 3, P_ = 0.5) the alternative strategy yielded a
significantly larger Z  and therefore smaller y. This case, however, assumed a very
large value of P_. It was seen earlier that maximum CE occurred when y was not much
more than 1.1n. In the second example y ~ 1.1n, and in the third example y ~ 1.150. It
seems safe to conclude that for those combinations of n and P _ that yield a reasonable
value of y the difference in strategies is not significant. For this reason the bulk of the
study was performed under the assumption that the job that makes the conflicting request
is the one that will be terminated. Nevertheless, if an operating system is forced to
terminate a problem, it would appear worthwhile for it to terminate the problem on which
the least has been accomplished, provided that the termination costs are not significantly
increased thereby and provided that both problems are drawn from the same population,
i.e., are expected to require the same total number of segments and to be equally likely

to request the same segment sizes.



APPENDIX E
DERIVATION OF EQUATIONS (20) THROUGH (24)

Equation (19) may be rewritten in terms of density functions. The left side is
Pzj (z) Az. The conditional probability in the integrand is Py (z) Az normalized by
P(Z <y, - w). The result is
Py(2)

foyz—w Py(y)

In order to solve this equation it will be necessary to equate pg; with py; ;. This

Pzj (z) = foyz—z Pzj; (w) dw. (E1)

assumption would be unquestioned if the process under study were a simple replacement

i+1 Was the first y less

process, i.e., if z; was the first y less thany, - z; ;andif z
thany, -z, etc.- N o
Actualiy, z; may be replacing either Zi p0rzi, depending on which job has com-
pleted its outpue first. If z; , is larger than usual, z; ; is likely to be smaller than usual
and it is not unlikely that output from z; ;will be completed before that from z;_,.
Thus the relatively large z;_, will have interfered with two allocations, that of z; ; and
of z;. The net effect will l:;—to raise P _ and to skew p_(2) to the left. o
—If r is large, even an unusually large z would not h—ave a t greater than r, and the
simple replacement operation would be assured. The smaller the value of r, the greater
the underestimation of P .. Thus in the development to follow, the results will constitute
a lower bound on P and an upper bound on CE, with the actual situation approaching the
bound as r increases.

Equating of the densities and manipulation produces an integral equation:
Py(2)

¥Yo—-w
Jo T pym dy

dw

po(®) = 77 pyw)

pW) ae™%%

_ fYZ"z dw
’ foyz—w ae™?Y dy

y2—z pz(W) dw
- fo 1~ e—a(yZ—W) " ae

—-az
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Then,

1 yo—z P W) dw
Pl PO R N e Zank (E2)

This integral equationcan be differentiated by Leibnitz’s rule to yield

1 , -z) 0
e%z Pz) +—e®p (2) =22 — _(y,-2),
a = 1-e
which reduces to
ap_z- (Yz - Z)
az

P,(2) + ap, (2) +
= = e% 1

=0. (E3)

The differential equation (E3) is solved by functions of the form

P,(2) = A lea(y2=2) _ 1], (E4)

To verify that equation (E4) solves (E2) substitution is used:

ie“z A (ea(YZ‘z) -1) = j‘y2_z A (ea(}’z-w) - 1) )
: 0 | - e-alyzw) ™

ﬁ(ean - e%%) = )\ fyz"z e2(y2-w) dw
a 0

X lealy2mp2r LA (eaya _ eaz),
a a

and ) is evaluated by noting that p, (z) must have a unit integral over the range

0 <z <y,and be zero outside that range. Thus

1= foyz Px(2) dz =) foyz (e%(¥272) _ 1) dz

[ea<vz-=>' ]yz
=A -z

A
=-;(e_‘?‘>’2 -1-ay,)
or
a

- —_— (Es)
e™2 -1 -ay,
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Substitution of equation (ES) into equation (E4) yields

a(e®(¥Y272) _ 1)

P(2) = (20)
2 e?¥2 -1 ~ayy
The probability of conflict is found by integrating the probability distributions:
P.=Py>y,-2
- fO” P2 P(y >y, -2) dz
Y2 o0
= f” X (e2(¥Y2=2) _ 1) e=a(¥2-2) 4z
0
_ y2 a(z-y3)
=\ 1 - Y2y dz
J, e )
1
=\ (yz _-1- +— e—aYZ>
a a
—ayz -
_e 2+ayy- 1 1)
e¥2 —qy, -1
The mean value of z is found as
= [ - Y2 (,ea(y2-2)
<z>= dz = Y272) _ z) dz
z> fo ZPE(Z) z )\fo (ze )
1z zz]yz
= ay2 [— 4 — | e %Z _ —
A [—e <a2 * a) € 2 1o
A (0)'2)2]
= |-1-= ayz _
a2 [ ay2 + € 2
2
™2 _ oy, _(ay))” 1
2
_ (E6)
1(e®Y2 - ay, - 1)
and the mean output time per segment is
(ay)?
€2 _ gy, 22
<z> 2
o= — = . (22)

r ar(anZ—ayz—l)
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Ify,<r, thenallz<randt ,=1. Inthe more usual case of y, >r, there will be a

contribution of 1 to t_, for those z less than r and a contribution of z/r for those z greater

than r. Then,
Z
toz = [, P2 dz + [7% Zp () dz

4

2y
=A fr (e2(¥272) _ 1) dz +-§- -e2Y2 i+_z_ ez _ 2 2
0 2 A

a‘ a 2
2
=X [-—l eXy272) _ z] ' +ﬁ [—i Y2_ {3_ +< ! +£-)ea("2") + r—:l
a o T a2 a 2 ? a 2

=-2—7[—2 are (Y2 ') 2(ar)?+2are®¥2 -2 - 2ay2—(ay2) +2(1+ar)ea(Y2 0y (ar)?]
a‘r

22 (ar + €79 ~ (ay,)? - 2ay, - (ar)? -
2a2r

262 (or + ™) ~ (ay )2 - 2ay, - (ar)? - (23)
2ar(€%Y2 ~ ay, — 1)

Next the mean square value of z is calculated:

—az _ o—ayo
<£2> =fy2 z2 pz(z) dz =fy2 z2 ale i — ) dz
0 = 0 1-(1 +ay,) e™?¥2

= z fyz (e™9% ~ e~9Y2) 22 dz
1- (1 + ayz) e—ayz 0

y2

a e %% z3
= [— ((az)? + 20z + 2) — e~ Y2 ——]
1-(1+ay, e™@¥2 a3 0

1 _ (ay,)3
- 2 - aYz< 2 i (ay-)2+2 2)]
20 —(1+ ay,) e ¥2] [ 3 Y e

and this value and the value of <z> from equation (E6) can be substituted into equation
(2) to yield.

(ay 3
2 — e %Y2 ( 32 + (ay2)2 + 2ay2 +2

3 [1 -(1+ay,) e“a"2]

V=n\J,1+y m+ X+ (m -+t + . (24)



APPENDIX F
COMPARISON OF ANALYSIS AND SIMULATIONS — TERMINATION STRATEGY

As discussed in the text and in Appendix E, two assumptions are involved in the
derivation of equation (20) which are only approximately correct. The first is the defini-
tion of y, in accordance with equation (18) when the actual behavior of the simulator,
and of practical operating systems, is described by neither equation (18a) nor by equa-
tion (18b). The second is the equation of the two probability functions in equation (19).

The latter problem will be considered first. It will be convenient to deal with the
integral of the z distribution,

yo2 a(e®Y27%) _ 1)

Pf(z)= P(z>z)= A dw
= - fz eayz—ayz-—l

eay2—2) _ ay, -1+ az

e™2-ay,-1

Table F1 compares the theoretical values of P;(z) with the results of simulation for
various values of M and r. In these simulations, m_and x were set to 0 to remove any un-
certainty in the definition of y,. In this, and the following tables, results derived from
simulation are enclosed in parentheses and include the one-sigma confidence limits.
Where the confidence limits are omitted, they are less than 1/2 unit in the least signifi-
cant place displayed in the mean.

Table F1 confirms the prediction that the analytic result is accurate only for large
values of r, and that for smaller values of r the distribution is skewed to the left; i.e.,
large values of z occur less often than predicted by equation (20).

It will be convenient to define a conflict ratio, ¢, as the average number of attempted
allocations per successful allocation. This is done because the simulator was not pro-
grammed to record P directly, and the value of y determined by simulation cannot be
used to determine P_ when n = 1, because in that case y = 1 for any value of P_. The

conflict ratio, ¢, on the other hand, can be easily determined from the simulator outputs.
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In the notation of Table B2, where Q; is the number of jobs attempted and Q3 is the num-
ber of jobs completed, ¢ = QI/Q3 for the case n = 1. It remains, however, to calculate
the value of ¢ predicted by equation (20).

Let P (w) denote the probability that if z = w the next y will be greater thany, - w
and will cause a conflict, and let Q (w) =1 — P (w). Now for any particular value of w,
the expected number of allocation attempts required for a successful allocation, ¢(w), can
be found by summing the products of the number of attempts and the probability that that

attempt will be the first successful one. Thus

c(w) =Q(w) + 2P (W) Q (W) + 3P 2 (W) Q (W) + ...

Q™ = . QM P 1
P(w)isl € Pw) [1-P ()2 QW)

Q.(w) is simply
Qc(w) = p(X <y, - w) = _/:Z—w ae~% dy =1 - e‘a(YZ"W),

and integration of c(w) over the z distribution yields

y2 pz(w) 1 2 a[ea(yz"w) - 1]
G
0 QJw) e¥2-ay,-1J, 1- e y2~w)
1 e?¥2 -1

T

e¥2 —qgy,-1"Y0 eayz—-ayz-l.

In Table F2, the theoretical and actual values of ¢, V, t_ and CE are compared for
the same simulations that were used in the construction of Table F1. Again the analysis
is found to be correct for large r, but inaccurate for small r.

At small r the actual values of ¢ are considerably larger than the theoretical values
because the large z’s stay in memory longer than average and tend to conflict with an
above-average number of other jobs. The large z's are smaller in number than predicted,
so the actual values of V are substantially less than the theoretical. The actual values

of t., which are the same as t,, because n = 1, are lower than predicted because of the

[oid
deficiency of large 2z's, but this is not enough to overcome the low values of V, which
depend to a substantial extent on <z2>, so the actual values of CE are lower than pre-

dicted.
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For large values of r, close agreement was found between the theoretical and simu-
lated results for all values of n, m, and x tried. Equations (20) through (24) were found
to agree with the results of simulation for large r. The remainder of this discussion will
be concerned with simulations conducted with the relatively small r = 0.5.

Table F3 displays the results of such a simulation in which n was raised to 10 and
m was raised to 1. The z distribution is not shown, since it agreed with that shown in

Table F1.

Table F3

Theoretical and Simulated Values of V, y, to andCE;m=1,x=0,a=p=1,n=10.
M A% y to CE

4.0 | 46.0 (46.6 + 0.3) | 54.3 (72.3 £ 2.6) | 1.39 (1.33 £ 0.01) | 0.142 (0.112 + 0.005)
4.5 ] 52.8(53.1 + 0.1) | 29.0(37.4 + 1.0) | 1.55 (1.45 + 0.01) | 0.259 (0.211  0.006)
5.0 | 59.2(57.9 + 0.2) | 19.9 (24.2 £ 0.2) | 1.69 (1.59 = 0.01) | 0.368 (0.308 + 0.002)
5.5 | 65.0 (62.9 + 0.2) | 15.7 (18.7 £ 0.1) | 1.81 (1.70 = 0.01) | 0.453 (0.383 + 0.004)
6.0 | 70.1 (67.3 £ 0.3) | 13.5 (15.4 + 0.1) | 1.91 (1.80 £ 0.01) | 0.511 (0.466 = 0.003)
6.5 74.4(71.4 £+ 0.3) | 12.2(13.7 £ 0.1) | 1.98 (1.89 = 0.01) | 0.545 (0.481 * 0.002)
7.0 | 78.0(75.0 + 0.4) | 11.4 (12.5 £ 0.1) | 2.04 (1.96 = 0.01) | 0.561 (0.508 + 0.002)
7.5 | 80.9 (78.0 =+ 0.4) | 10.9 (11.7 £ 0.1) | 2.09 (2.02 « 0.01) | 0.564 (0.520 = 0.002)
8.0 | 83.2(80.9 £ 0.5) | 10.6 (11.1 = 0.1) | 2.13 (2.07 + 0.01) | 0.558 (0.526 = 0.002)
8.5 | 85.0(82.7 +0.2) | 10.4(10.8 £ 0.1) | 2.15(2.11 £ 0.01) | 0.547 (0.519 * 0.002)
9.0 | 86.3(84.0 +0.2) | 10.3(10.5 +0.1) | 2.17 (2.13 + 0.01) | 0.531 (0.510 = 0.002)
9.5 | 87.3(85.4 = 0.4) { 10.2 (10.4 £ 0.1) | 2.18 (2.15 + 0.01) | 0.514 (0.497 = 0.002)
10.0 | 88.1 (87.1 +0.4) | 10.1 (10.3 £ 0.1) | 2.19 (2.18 = 0.01) | 0.496 (0.485 * 0.002)

It can be seen that the theory overestimates V to a relatively minor extent. This
effect, which results from the z distribution, is partially compensated by the over-
estimation of t;,. In the region of maximum CE, V is overestimated by 3.7%, but 1 + ¢,
(the denominator in the T calculations) is overestimated by 2.3%. The net effect on CE
is toward an overestimation of less than 2%.

The value of y, on the other hand, is seriously underestimated by the theory, par-
ticularly at small values of M. This results from the underestimation of P, the effect
of which is magnified (especially at small M, where P _ is sizable) by the substantial
value of n.

The net effect is that the theory substantially overestimates CE, about 6% at Mopt
and considerably more at lower values of M.

If x is now raised to 1 buct the other parameters held constant, there is a startling

change in the situation, as revealed in Table F4. In this case V and t_, agree reasonably



Table F4
Theoretical and Simulated Values of V, y, to andCE;m=x=a=p=1,n=10.

M Vv V4 t02 CE

6.0 | 56.0 (61.4 + 0.2) | 54.3(45.2 £ 0.4) | 1.39 (1.44 = ) | 0.123 (0.160 = 0.002)
6.5 | 62.8 (67.6 £ 0.2) | 29.0 (25.3 + 0.3) | 1,55 (1.60 = ) | 0.226 (0.274 + 0.003)
7.0 | 69.2 (72.7 £+ 0.2) | 19.9 (18.6 = 0.1) | 1.69 (1.72 = ) | 0.323 (0.361 = 0.002)
7.5 75.0(77.9 £ 0.2) | 15.7 (15.1 £ 0.1) | 1.81 (1.83 = ) | 0.400 (0.428 + 0.004)
8.0 | 80.1(81.9 +0.2) | 13.5(13.3 £0.2) | 1.91 (1.91 = ) | 0.454 (0.468 + 0.004)
8.5 | 84.4 (84.5 + 0.6) | 12.2(12.2 £ 0.1) | 1.98 (1.98 = ) | 0.488 (0.494 = 0.003)
9.0 | 88.0(88.5 +0.2) | 11.4 (11.4 £ 0.1) | 2.05 (2.03 = ) | 0.507 (0.511 £ 0.003)
9.5 | 90.9 (90.7 = 0.3) | 10.9 (11.0 + 0.1) | 2.09 (2.08 + 0.01) | 0.513 (0.511 = 0.002)
10.0 | 93.2(93.4 £ 0.2) | 10.6 (10.7 + 0.1) | 2.13 (2.13 £ 0.01) | 0.512 (0.511 = 0.002)
10.5 | 94.7 (94.8 = 0.4) | 10.4(10.4 + ) | 2.15 (2.14 £ 0.01) | 0.505 (0.503 = 0.001)
11.0 | 96.3 (96.2 + 0.2) | 10.3(10.3+ ) | 2.17 (2.16 £ 0.01) | 0.494 (0.492 = 0.001)
11.5 | 97.3(97.2 £ 0.3) | 10.2(10.2 + ) | 2.18(2.18 £ 0.01) | 0.481 (0.479 + 0.001)
12.0 | 98.1(97.5 + 0.5) | 10.1 (10.1 = ) | 2.19 (2.18 = 0.01) | 0.468 (0.465 + 0.001)
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well with the analysis, but the nature of the disagreement in y has been reversed. Now

the analysis has seriously overestimated y, and thereby underestimated CE, at low M;

while at moderate to high M the values of y predicted by the analysis agree with the

results of the simulation.

The explanation lies in the other approximation of the analysis, the use of equation

(18a), which implies that an x must always be saved for both jobs. Recall that the simu-
lator attempts to allocate the memory for the processing of a segment of a job as soon as
output of the previous segment is complete, whether or not the processor is immediately
available. At high values of r, where t is likely to be less than r, the situation
depicted inFig. F1 will usually pertain. At point A, processing is complete on a segment
of the first job, and its x is released. The second job now begins processing. At point
B, output is complete for the first job, and the simulator attempts to allocate an x and a
y for its next segment. Since the second job is still being processed, it is occupying an
x and a y; thus both x’s are involved in the allocation attempt, and the use of equation
(18a) is reasonable.

At low values of r, where t, is greater than r, the situation depicted in Fig. F2 is
more likely to pertain. As before, the first job begins output at point A, and completes
output at point B, at which time an attempt is made to allocate an x and y for its next
segment. In this case, however, the second job, which began processing at point A, went
into the output state and released its x at point C, which occurred before point B. Thus
only one x was involved in the allocation and the use of equation (18b) would be reason-

able. At low values of r, then, the use of equation (18a) underestimates y, by some
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Fig. F1— Operation
at high r.

I 1
FIRST JoB : | COMPUTE |  ouTPUT
SECOND JOB : l COMPUTE | ouTPuT

c

Fig. F2 — Operation

at low r.

fraction of m. A comparison of the simulated y columns
of Tables F3 and F4 reveals that for these cases the
fraction is very close to 0.5.

In summary, at large values of r the development of
equations (20) through (24) and the use of equation (18a)
is fully justified and leads to accurate CE results. Asr
decreases, two phenomena begin to be effective. The
first, which depends only on r, leads to an overestima-
tion of CE by the theory. The second, which also de-
pends on x, leads to an underestimation of CE. These
effects are most marked at small M, are mild in the
vicinity of Mope and do not cause serious mislocation
of the value of Mopt’ at least for r as small as 0.5. At
smaller values of r the multiprogramming of more than
two jobs would be attractive. Furthermore, at values of

x comparable to <y> the two effects approximately cancel.

It is concluded, therefore, that in the region where they would be applied, the equations

developed in the text possess sufficient accuracy for engineering purposes.



APPENDIX G
DERIVATION OF EQUATIONS (35) THROUGH (43b)

The probability that a particular y <y, will cause suspension is
Ply>y,-z|y<y))=Plz>y,-yly<y,

-z —ay2
=f)'2 ae dz - e (eay - 1)‘
vy Q. Q.

Since every y <y, is allocated and becomes a z, this probability can be multiplied by

equation (27) to yield,

ae™Y ) .
Pz (2) = 5 (1-e9%%),0<z< ¥, O otherwise. (35)
- t
Similarly
e~ay2 1-e-ay2-y)
Ply<y,-zly<yp)=1- (e -1)=———ri
2 2 Qt Qt
which when mulciplied by (27) yields

Pzs (2) =i2 (e™%% —e~%¥2),0<z< Yy 0 otherwise. (36)

t

It should be noted that equations (35) and (36) are unnormalized probability densicy
functions but that their sum is the normalized probability density function, equation (27).
Integration of equation (35) yields

ayz
g - f” o1 - e9%) dz
Q. Yo

P, - f:z Pz (2) dz =

e %Y
= 0 > (ay, + e Y2 - 1) (37)
t
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and
1-e"2(1 + ay,)
Pc=1-P = 2 z, (38)
Q,
These probabilities are the normalizing factors for equations (35) and (36).
It is then straightforward to find
°sJo r P,
1 Y2 -az
= f az(l - e %%) dz
oy, +e"¥2-1) Jo
2
= 1 [ﬁz_ + (_]; + z) e—az:|y2
fay, +e™ %2 -1) L 2 a 0
2 -~a
-2+ (2ay, + z) €722
N (a)’z) ( ay o ) (39)

2at(ay, + €72 - 1)

yp Z Pzi(z)
‘o5 = fo N P_

1
= f 2 gp(emaz - e %2) dz
tfll —e™ 2 (1 +ay,)]1 Jo

2
= L [(i + z) e 2z ﬁ e—aYZ] 0
[l —e™ %2 (1 + ayz)] a 2 Yo

2 e W22+ 2ay, + (a}'z)z] ‘ (40)
2ar[1 + €792 (1 + ay )]

and, in analogy with equation (23),

r pzg(z) Y2 Z Pzz(2)
t°2.§(r<y2)=f0 };g dz + f = dz

4 r P§
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2
= ! [e'“z + aze"aY2] °. 1[(i + z) ez, 2 e‘a)'z] )
1 —e_aY2(1+ay2) r rl\a 2 v,

_ 2ar + 2™ — e~ W2 [(ar)? + 2 + 2ay, + (ay2)2]
2ar[1 -~ €2 (1 + ay,)] '

(41)

In order to find ¢t however, it will be necessary to choose one of the models il-

o2s’
lustrated in Figs. 21 and 22 and to make some approximations.

For the model illustrated in Fig. 21, ¢t will be the sum of t g and the waiting

o2s
times. The waits suffered by the conflicting job are t; and typ. If it can be assumed

that the conflict is equally likely to occur anywhere in the course of the other job, then

ty = (1 +¢ty)/2. This is a reasonable approximation if the conflict probability is low
enough that synchronization effects can be neglected. tyyis simply 7 = 1. In addition

to the waits suffered by the conflicting job, the other job waits for tj; units of time. It is
reasonable to charge this wait to the conflicting job’s t_,.. It would not be proper,
however, to simply add ty; = 1 + t_, as the other job has already been charged an average
amount of processor wait in the calculation of its tj,. Thus if the t}; is to be added to
the delays, a compensating factor equal to the difference between t;, and t, must be
subtracted. Under the assumption that the probability of suspension is small, it would

be reasonable to approximate this compensating factor by the difference between t_,
and t g, i.e., to assume that the other job did not cause suspension when its current

segment was first allocated. Then it is possible to write
to2s = fos * 1 + trr * trr ~ (025 = tos)

=25+ 1/2 ¢+ 2t g +tys — oo (42)

For the model illustrated in Fig. 22a, the waiting times to be added to t_ are t; for
the conflicting job and tyy; less the compensating factor for the other job. Under the same
assumptions that were used in the derivation of equation (42), it is possible to write for

this case
to2s =tos T 1Tt — (t02§ - to§)

=1.5+1/2 to +tos s~ toos: (43a)

For the model illustrated in Fig. 22b, the Waiting time is t}, which now has a mean
value of 0.5. Thus it is possible to write

t025 =0.5 + tos (43b)

subject to the restriction that t ,  cannot be less than 7.



APPENDIX H
COMPARISON OF ANALYSIS AND SIMULA TION — SUSPENSION STRATEGY

The development of the text did not yield a specific value for t_, . which is used in

o2s
the calculation of tJ, and t_ but instead found limits on t,.. It is of interest to deter-
mine the width of these limits and to verify that the actual values of t,  fall within

them.

Table H1 compares the results of analysis and simulation for a workload with x = 0.
In the 1 + tJ, and CE columns, two calculated values are given: the left values based
on equation (42) and the right values based on equation (43a). The use of equation (43b)
would be inappropriate, as this equation implies that the release of an x allows a job to
resume, which is impossible for x = 0.

For the case r = 2, the simulated values generally fall within or very near the limits.
The value of Y 20pt is correctly located by both sets of calculated values. In this vicinity,
the limits are separated by about 5%. Note that at small values of y, the simulated
values fall about midway between the limits buc that as y, increases the simulated values
approach the limit based on equation (42). Although the values based on equation (42)
are not reached until y, is considerably above Y 20p¢ the use of equation (42) would re-
sult in an error of less than 2% in the calculation of CEmax.

The situation is similar for r = 0.5, except that the limits are somewhat further apart
because tg, is larger and therefore constitutes a larger fraction of 1 + tJ,. In this case,
however, the simulated values cross the calculated values based on the equation (42) at
moderate values of y,, and the use of this equation overestimates the value of CE_,,
by about 1%.

Table H2 compares the results of analysis and simulation for a workload with x = 1.
Since the release of an x may permit the conflicting job to be allocated, the situation
described by equation (43b) is possible and three limits are given.

Inspection of Table H2 reveals that equation (43a) yields a good approximation to
the simulated results in the vicinity of Y 20pt Smaller values of y, yield results between
those predicted by equations (43a) and (43b). In the vicinity of Y 2ope’ the separation of
the limits is nearly 10%, but the use of equation (43a) leads to errors of not much more

than 1%.
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It can be seen that the actual values of t;, are somewhat lower in comparison to the
equation (43a) values for the higher value of r. This reflects the increasing probability
of the situation described by equation (43b) as r increases, relatively more time is spent
by each job in the computing state, and the probability that one job is in the computing
state when the other job makes the conflicting allocation request increases.

In summary, although the development of the text did not yield explicit equations for
CE, the limits derived are close enough to each other to produce results that are useful
in an engineering sense. Furthermore; consideration of the value of x should suggest

which limit is nearer the actual values for near-optimum memory sizes.
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APPENDIX I
DERIVATION OF FIG. 24

Let the ratio of t_ to r lie between the integers k — 1 and k. Then if N; < k, the sys-
tem will be output limited and tc/n =(r+ to)/Nj. The CE is equal to V/n (which is inde-
pendent of Ni) divided by the product of t_/n and C. Therefore CE will vary as the
quotient of Nj divided by C. Since C must vary no more strongly than linearly with Nj,
(and can vary linearly only if p is infinite), there is no value of Nj < k that yields a
larger CE than that for N; = k.

If N; > k, the system will be processor limited and t_/n = r. Increasing Nj does not
decrease t_ and cannot decrease C (it must increase C unless p = 0); thus there is no
value of N; > k + 1 that yields a larger CE than that for N; = k+ 1.

Specializing to the case at hand, where r =y = 1 and to/r = 1/r, if 1/ lies between
the integers k - 1 and k, maximum CE must result from N; equal to kor k + 1.

The loci of Fig. 24 are obtained by equating the denominators of the CE expressions

under the assumption
M= 2Ni + 2,

which implies that an x will be reserved for the running job and the next job to be

processed, which yields

1+1
L ks 2) =14 p (k)
or
1+1/r_k+p(2k2+4k)
T 1+p(2k+2)
or
1+p(2k+2)

k-1+p(2k?+2k-2)
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ADDITIONAL TABLES —MULTIPROCESSING

APPENDIX ]

Table J1 compares the results of simulation and analysis for the termination strategy

with Ni = NP = 2. For the range of M and r shown agreement is quite good. At smaller

values of r the assumption of a simple replacement process in the calculation of the z

distribution breaks down, and at small values of M (and large y) this can cause signifi-

cant errors in CE; but the range shown is the range of practical interest.

Table J1

Theoretical and Simulated Values of V, v, to and CE, Termination Strategy;
m=x=qg=p=1,n=10, Nj=Np=2'

M|r v Y to =% CE
7 |10 | 38.8(39.7+ ) | 19.9(19.6 £ 0.2) | 0.072 (0.073 = ) | 0.404 (0.414 = 0.004)
2 | 45.8 (45.9 + 0.1) | 19.9 (19.7 + 0.3) | 0.360 (0.366 = 0.001) | 0.371 (0.381 + 0.006)
8 | 10 | 40.5 (40.7 + ) | 13.5(13.5+ ) | 0.084(0.085 + 0.001) | 0.554 (0.555 + 0.002)
2 | 48.9 (49.1 £ 0.1) | 13.5 (13.4+ ) | 0.419 (0.420 + 0.001) | 0.511 (0.516  0.002)
9 | 10 | 41.6 (41.6 + ) | 11.4(11.5% ) | 0.091 (0.091 * 0.001) | 0.607 (0.605 + 0.002)
2 | 51.3(51.6£0.1) | 11.4(11.4+ ) | 0.456 (0.456 + 0.002) | 0.562 (0.563 + 0.003)
10 | 10 | 42.2 (42.1 £ 0.1) | 10.6 (10.6 = ) | 0.095 (0.095 + 0.001) | 0.606 (0.606 + 0.001)
2 | 53.0(53.1 +0.2) | 10.6 (10.7 = ) | 0.477 (0.477 + 0.003) | 0.563 (0.562 = 0.001)
11 | 10 | 42.6 (42.6 + ) | 10.3(10.3 = ) | 0.098 (0.098 = ) | 0.582 (0.583 £ 0.001)
2 | 53.9(53.8+0.1) | 10.3(10.3 + ) | 0.489 (0.487 + 0.002) | 0.544 (0.541  0.001)
12 | 10 | 42.8(42.7+ ) | 10.1(10.1 = ) | 0.099 (0.099 = ) | 0.550 (0.550 ¢ )
2 | 54.4(54.0 £ 0.2) | 10.1 (10.1 = ) | 0.494 (0.489 + 0.002) | 0.515 (0.512 = 0.001)

Optimum operation occurs at a value of M sufficient to reduce y to about 11 and to

raise V to within a few percent of its limiting value. The effect of the approximation in

the z distribution is small in this region for r > 2. Smaller values of r are of only limited

interest, since they would allow efficient operation with only one processor.

Nevertheless, the case r = 0.5 was studied in connection with the suspension strat-

egy. Agreement between the results of simulation and analysis was excellent for V and

¥, but the analysis yields only limits on t .
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Table J2
Theoretical and Simulated Values of 1 + t;Z, Suspension Strategy;
m=1,x=0,a=p=1, r=0.5,n=10,N3=Np—2,Ms=1,yt=M—Ni.

1+¢t,
M
Equation (48) Simulated Equation (49a) Equation (49b)
==

4 3.57 (2.94 + 0.02) 3.06 2.86
5 3.51 (3.26 + 0.03) 3.13 3.03
6 3.41 (3.23 + 0.02) 3.18 3.12
7 3.26 (3.18 + 0.02) 3.10 3.07
8 3.15 (3.11 = 0.01) 3.06 3.05
9 3.06 (3.08 = 0.01) 3.02 3.02
10 3.01 (3.03 = 0.01) 3.01 3.01

Table J2 displays the limits and the simulated values for x = 0. In this case the
lower limit of equation (49b) is more appropriate, although there is little difference be-
tween that limit and the limit of equation (49a) except at the lowest values of M. In the
region of optimum operation (M = 7) the two lower limits are separated by about 1% and
the separation between the upper limit and che lower lirﬁits is about 6%. Furthermore,
the simulated data fall approximately midway between the upper and lower limits.

Tables J3 and J4 display the results of the simulations on which Figs. 39 through
42 are based.

Table J3a

CEvsM;m=1,x=0,a=1,r=0.5,n=10,
Ms=l’yt=M_Ni (N’-=1)-

CE

M
rp=1.0 pr=0.25 p=0.1
3 0.279 0.244 0.225
3.5 0.363 0.321 0.293
4 0.407 0.364 0.333
4.5 0.424 0.385 0.356
5 0.423 0.390 0.364
5.5 0.413 0.386 0.364
6 0.398 0.377 0.359
6.5 0.381 0.367 0.356
7 0.363 0.355 0.347
7.5 0.345 0.342 0.339
8 0.328 0.330 0.331
8.5 0.313 0.318 0.322
9 0.298 0.306 0.315
9.5 0.284 0.295 0.307
10 0.272 0.286 0.300
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Table J3d

CEvsM;m=1,x=0,a=1,r=0.5,n=10,
MS=1’ yt=M_Ni (Nj=4).

NP
M 1 2
p=1.0 | p=0.25 | u=01 | p=1.0 { p=0.25 [ p=0.1
7 0.468 0.487 0.506 0.493 0.423 0.377
7.5 0.527 0.546 0.565 0.544 0.467 0.416
8 0.572 0.594 0.612 0.587 0.508 0.450
8.5|| 0.598 0.623 0.646 0.629 0.547 0.486
9 0.611 0.638 0.665 0.663 0.578 0.522
9.5|| 0.625 0.658 0.689 0.688 0.611 0.549
10 0.628 0.662 0.702 0.708 0.635 0.575
10.5 0.629 0.670 0.714 0.718 0.653 0.595
11 0.629 0.674 0.723 0.728 0.666 0.615
11.5 0.629 0.678 0.734 0.730 0.675 0.629
12 0.619 0.672 0.737 0.725 0.678 0.638
12.5 0.611 0.666 0.737 0.722 0.680 0.645
13 0.595 0.654 0.723 0.718 0.684 0.654
13.5] 0.583 0.646 0.720 0.702 0.675 0.650
14 0.569 0.632 0.712 0.687 0.666 0.648
Table J3e
CEvsM;m=1,x=0,a=1,r=0.5,n=10, Ms=1,yt=M—Ni (Ni=5)'
NP
M 1 2 3
p=10p=025|p=01pu=1.0 | pu=025p=01 | p=1.0 |p=0.25|p=0.1
9 0.525 0.558 0.592 0.568 0.508 | 0.463 0.527 0.413 0.348
9.5{ 0.555 0.592 | 0.628 0.597 0.538 | 0.489 0.566 0.452 | 0.377
10 0.577 0.613 0.655 0.635 0.574 0.525 0.600 0.480 0.403
10.5)f 0.591 0.634 0.680 0.661 0.605 0.554 0.633 0.514 0.433
11 0.598 0.644 0.694 0.682 0.628 0.580 0.653 0.533 0.453
11.5)| 0.603 0.653 | 0.709 0.705 0.661 0.610 0.684 0.568 0.483
12 0.601 0.653 0.715 0.725 0.680 0.639 0.695 0.582 0.502
12.5( 0.595 0.650 0.719 0.738 0.696 0.660 0.718 0.608 0.525
13 0.590 0.650 0.720 0.751 0.715 0.684 0.726 0.620 0.540
13.5]] 0.575 0.636 0.709 0.755 0.725 0.700 0.736 0.635 0.560
14 0.562 0.623 0.704 0.757 0.734 0.714 0.751 0.654 0.580
14.5|| 0.552 0.618 0.699 0.754 0.738 0.722 0.748 0.658 0.590
15 0.541 0.609 | 0.693 0.751 0.740 | 0.730 0.749 0.665 0.599
15.5§ 0.522 0.589 0.675 0.740 0.736 0.730 0.742 0.664 0.604
16 0.512 0.580 | 0.670 0.731 0.731 0.730 0.734 0.664 | 0.606
16.5|| 0.501 0.570 | 0.662 0.719 0.722 | 0.729 0.726 0.663 | 0.610
17 0.488 0.556 0.650 0.707 0.715 0.725 0.714 0.657 0.608
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Table J3h
CE st;m=1,x=0,a=1,r=0.5,n=IO,Ms=1,

y.=M-N; (N, = 8).

M 2 3

p=10 | p=025 [ p=01 | p=1.0 j u=0.25 | p=0.1
16 0.673 0.673 0.673 0.679 0.615 0.562
16.5 || 0.687 0.693 0.696 0.704 0.643 0.590
17 0.700 0.710 0.719 0.717 0.660 0.610
17.5 || 0.713 0.727 0.742 0.734 0.682 0.634
18 0.733 0.753 0.772 0.748 0.698 0.656
18.5| 0.733 0.757 0.781 0.767 0.722 0.680
19 0.734 0.762 0.790 0.780 0.739 0.702
19.5 )| 0.730 0.763 0.796 0.798 0.760 0.727
20 0.728 0.763 0.803 0.807 0.774 0.744
20.5 ] 0.723 0.762 0.804 0.806 0.778 0.753
21 0.722 0.764 0.809 0.817 0.792 0.769
21.5| 0.714 0.759 0.808 0.815 0.794 0.778
22 0.702 0.749 0.803 0.817 0.801 0.787
22.5 | 0.695 0.744 0.802 0.813 0.800 0.789
23 0.689 0.740 0.801 0.805 0.797 0.793
23.5|| 0.673 0.728 0.790 0.800 0.797 0.793
24 0.663 0.718 0.784 0.794 0.794 0.794
24.5 || 0.650 0.705 0.774 0.785 0.789 0.793
25 0.640 0.697 0.767 0.775 0.783 0.789
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Table J3i
CEvsM;m=1,x=0,a=1,r=05,n=10,M_=1, yt='M-Ni (Ni =9).
NP
M 2 3 4

p=10p=025|p=01| pu=1.0 | p=0.25|p=0.1 | u=1.0 |p=0.25| p=0.1

19 0.702 0.729 0.757 0.720 0.682 0.648

19.5 0.708 0.740 0.770 0.740 0.705 0.673
20 0.707 0.740 0.778 0.758 0.727 0.698 0.758 0.674 0.607
20.5 0.710 0.747 0.790 0.777 0.749 0.724 0.775 0.695 0.628
21 0.712 0.753 0.800 0.788 0.765 0.742 0.781 0.704 0.640
| 21.5 0.703 0.748 0.797 0.802 0.783 0.765 0.792 0.719 0.657
22 0.702 0.748 0.803 0.810 0.794 0.780 0.801 0.730 0.673
22.5| 0.695 0.744 | 0.800 0.815 0.798 | 0.792 0.818 0.752 | 0.694
23 0.687 0.740 0.798 0.816 0.808 0.802 0.827 0.764 0.709
23.51f  0.679 0.733 | 0.795 0.815 0.813 | 0.808 0.833 0.773 | 0.723
24 0.668 0.724 | 0.790 0.815 0.815 0.815 0.835 0.778 0.730
24.5 0.656 0.714 0.783 0.811 0.817 0.819 0.836 0.781 0.740
25 0.645 0.703 | 0.775 0.807 0.815 0.823 0.834 0.785 0.744
25.5|| 0.633 0.694 | 0.768 0.803 0.815 0.826 0.827 0.784 | 0.745
26 0.622 0.684 | 0.758 0.795 0.810 | 0.823 0.823 0.783 | 0.749
26.5 0.610 0.672 0.750 0.787 0.804 0.822 0.820 0.783 0.752
27 0.600 0.663 0.742 0.782 0.803 0.825 0.814 0.781 0.753
27.5 0.590 0.654 0.734 0.773 0.796 0.820 0.806 0.778 0.752
28 0.580 0.645 0.726 0.762 0.788 0.814 0.798 0.770 0.753
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