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ABSTRACT

This report deals with some of the more important
theoretical aspects of one of the Navy's newest sonar
devices, the Sonar Graphic Indicator.

Emphasis in Part I is upon the visual patterns which
are produced by the device in response to a periodic signal,
and to the important tactical uses to which these patterns
may be put.

Parts II and Ill concern the device's ability to perform
in the presence of reverberations and random noise. Its
action in discriminating against reverberations is studied in
Part II by considering in detail the patterns which are pro-
duced by a superposition of two sinusoids of slightly differ-
ent frequency.

In Part III is considered the problem of choosing the
device's design parameters in such a manner that the opera-
tor can best detect a periodic signal in the presence of
random noise. Information regarding the optimum values of
the bias, bandwidth, and nominal operating frequency is
deduced on the basis of plausible, but admittedly assumed,
notions about the observer's psychology with respect to
visual perception. Particular attention is paid to noise
spectrums which are "white," or which fall at 6 db per
octave.

PROBLEM STATUS

This report deals with work which was done by the
Applied Mathematic Branch as an aid to NRL Problem
S07-16. This is an interim report; work is continuing.
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PART I
ELEMENTARY ASPECTS

1. 1 INTRODUCTION

In the Navy's continuing search for more effective sonar devices, one of the more
interesting recent devices is the Sonar Graphic Indicator. With the aid of conferences
with the inventors of this device (principally Mr. G. F. Asbury), witnessing of field trials,
and certain special studies, the writers of this report have put together a set of explana-
tory comments which should be of assistance to those who need to understand primarily
how this device works rather than how to construct it. Information on the construction of
the Sonar Graphic Indicator and on its performance in field evaluation tests is contained
in NRL Report No. 4028.*

It appears that the basic problem to be solved in sonar operations is the identifica-
tion and evaluation of a wanted signal in the presence of disturbing signals. In common
parlance, this is known as the "signal-to-noise" problem. Disturbing signals belong
broadly to two categories, reverberations and ambient noises. Part II of this report
shows how the Sonar Graphic Indicator (hereafter abbreviated as the SGI) is able to find a
target echo in the presence of strong reverberations. Part III does the same for ambient
noise-which is random in character-and, in addition, gives some hints on how to
optimize the design parameters of the device. Part I lays a background for the detailed
analyses of Parts II and III and discusses those simple aspects of the SGI that are neces-
sary to understand its operation.

1.2 BASIC CONCEPTS

At the outset, it must be emphasized that the SGI is essentially a nonlinear device.
Any attempt to employ conventional linear analyses, or even to use the language of such
analyses to too great an extent, can lead only to confusion and poor comprehension of the
device. Next, it is important to realize that the device was deliberately designed so that
certain statistical quantities associated with the time history of the combined signal plus
disturbance are displayed, rather than energy data, as has been done heretofore. More
will be said about this later; the important point at the moment is that spectral energy
does not play such a dominant role in the operation of the SGI as it does in conventional
sonar devices.

The inventors of this device believed that the possibilities of visual displays had not
been exploited effectively in prior sonar devices. Eleven attributes of vision have been
recognized and described: brightness or lightness, hue, saturation, size, shape, location,
flicker, sparkle, transparency, glossiness, and lustre. Some six of these attributes are

*"Sonar Graphic Indicator," by G. F. Asbury, T. 0. Dixon, B. G. Hurdle, R. J. Mackey,

E. J. Kohn (NRL Report 4028)
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NAVAL RESEARCH LABORATORY

used by the SGI in its presentation of information. Generally, the SGI divides the sonar
information into a sequence of equal time blocks and presents certain characteristics of
each block as a rectangular pattern of light and dark areas on the face of a cathode-ray
tube. The presentation of a single block is much like a single television raster; however,
there is one fundamental difference. Whereas the moving patterns seen on television,
assuming everything is properly synchronized, are easily recognized by the novice,
(since, after all, they consist of such well-known items as people, animals, and land-
scapes), a person looking at an SGI for the first time sees patterns that are totally
unfamiliar and hence at the moment seem to be nonsense. Yet it will be clear to him
that the moving patterns he sees do have shape, size, location, flicker, brightness, and
possibly saturation. As he is trained and acquires more experience, he gradually learns
that certain patterns are associated with certain tactical conditions. This kind of knowl-
edge increases until he reaches the stage where most patterns make sense and unusual
patterns become a challenge to his interpretative ability. Results to be obtained from
such training and experience do not, at the moment, lend themselves to quantitative
analysis. The important point is that the eventual possibility of such interpretation was
recognized and deliberately built into the SGI, a fact which must be taken into account in
any attempt to understand the device.

1.3 PATTERN FORMATION

The formation of patterns on the face of a cathode-ray tube within the SGI will be
described in the succeeding paragraphs. Let Figure 1 represent the magnitude-time
history of a signal as received by any sonar device. Let us focus our attention on the
positive peaks of this signal and say that we are interested in the instants at which these
peaks above the dotted line occur, but not in the extent to which they exceed the dotted
line. In other words, we are interested in the time of occurrence of any positive peak
which exceeds a certain value; we care nothing about negative peaks, about positive peaks
less than a certain value, or about actual amplitudes of the larger peaks. The informa-
tion extracted is simply a set of instants generally irregularly spaced in time. The SGI
extracts this information from the signal and displays its time character in the following
manner.

Consider a cathode-ray tube with saw-toothed generators applied to the vertical and
horizontal deflecting plates. The generator applied to the vertical plates is called the

C-D

SB IAS
- > LEVEL%J u U V,, V VV UVV UU U V ,"

TIME

Figure 1 - A sonar signal
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"reference oscillator." It causes the beam to be deflected from bottom to top at a
uniform rate, followed by a rapid fly-back to the bottoir again. Its repetition rate is
controllable by the operator and covers a range of, say, 15,000 to 30,000 per second.
The generator applied to the horizontal plates is called the "linear time base generator.'
It sweeps the beam uniformly from left to right, followed by a rapid fly-back. Its repe-
tition rate is also controllable from 2 to 40 per second. The time-base generator estab-
lishes the block of information that is seen in one raster. The two generators together
specify the position to be occupied by the beam at any instant. At each instant at which
a large positive peak occurs in the signal (Figure 1), the intensity grid of the cathode-ray
tube is given a positive pulse of voltage, thus producing a bright spot on the face of the
tube. The magnitudes of all intensity grid pulses are the same, but the durations can be
changed by the operator. He can vary each individual indication from a small dot to an
almost vertical line of appreciable extent. Clearly, the position of a spot on the cathode-
ray tube is uniquely defined in terms of the original signal and of the two sweep
generators.

It is easy to see that if the number of spots produced during one sweep of the hori-
zontal generator is large, the face of the tube will be highly illuminated; if the number is
small, the tube will appear dimly illuminated. The face of the tube is never completely
dark, for tube and circuit noises alone are bound to produce a few large peaks sufficient
to produce spots.

If the spots on the face of the tube occur at completely random instants, the light
pattern appearing on the tube will be completely random. At first glance, it would appear
that such a pattern would give no information at all. On second thought, however, a
perfectly random pattern means that the device is processing perfectly random noise.
Such information is not without significance. More interesting patterns occur when the
illumination of the face of the tube is not completely random. The operator then recog-
nizes patterns made up of relatively bright and relatively dark areas, which means that
positive peaks of the signal do not occur in a completely random fashion and that some
degree of regularity has been introduced. Any noticeable regularity at all has some
physical significance; and it is the function of the operator, through training and expe-
rience, to learn what such patterns mean.

It should be poiinted out here that only a very small degree of regularity in a signal
is needed to produce a discernable pattern. For example, even a small amount of a-c
hum in the circuitry can introduce such a regularity with its characteristic pattern of
vertical bands. The meaning of this pattern is soon learned and mentally filed as being
of secondary importance. Regularities in a pattern can arise from a myriad of causes,
some of which are more important than others. Obviously this report cannot discuss in
detail such a large number of possibilities but must be limited to a few which can aid in
understanding the device.

Since an operator simply sees a pattern of light and dark areas, it should be appar-
ent that the presence of the dark areas is just as important as the presence of the light
areas. It comes as a distinct shock to operators trained on conventional sonar equip-
ments to find that signals are noted in some conditions by the appearance of well-defined
dark areas rather than of light ones. It is so easy to assume that an important signal will
brighten the face of the tube. This can happen, of course, but the opposite condition is
also possible.

3



NAVAL RESEARCH LABORATORY

1.4 CONTROLS

So far, four controls available to the operator have been indicated. These are: the
reference oscillator, the time-base generator, the bias level as illustrated in Figure 1,
and the pulse lengthener. The reference oscillator, as the name implies, furnishes a
standard against which any regularity in a signal may be compared. As will be explained
later, this control changes the appearance of a pattern by changing slopes of character-
istic lines in the pattern. The time-base generator allows the operator to expand or
contract a pattern in the horizontal direction. The bias level determines the fraction of
the positive peaks located in time. Raising the bias level means that few bright spots are
produced per second, which tends to reduce the over-all illumination of the tube face.
Lowering the bias level does just the opposite and, in fact, tends to saturate the tube face.
The pulse lengthener allows the operator to increase or decrease the general level of
brightness of the tube with a given rate of spot production. Other controls are best
described in terms of a block diagram of the SGI.

1.5 BLOCK DIAGRAM

Figure 2 (which is copied from NRL Report 4028) shows the principal parts of the
SGI. The bandpass amplifier is a conventional trf amplifier, except for one thing; it
contains a voltage-delayed automatic gain control (AGC) circuit with a time constant of
about 0.1 second. The system is able to produce spots with an input of about 0.5 micro-
volt, and the AGC circuit takes over at about 10.0 microvolts. The AGC circuit is tight,
in that a further increase in input signal of 60 db will increase the output only about 3 db.
The purpose of the AGC is to present to the pulse generator a signal whose long-time
average value is about constant.

The pulse generator contains in its input a voltage-delayed grid-blocking circuit
with a rise time of about 0.0015 second, and a decay time which is adjustable from 0.0025
to 0.01 second. This blocking circuit, together with the output control on the amplifier,
sets the bias level of the device. This bias level is substantially constant for short
periods of time but changes over longer periods, a type of operation that is essential in
echo-ranging procedures, where reverberations tend to die out as time proceeds. Any
signal accepted by the pulse generator, i.e., one that exceeds the bias level, simply

F S I I IL I J LF ULF

',J1.P BAND-PASSIfl PULSE PULSE Z-AXISSAMPLIFIER GENERATOR LENGTHENER (R HTES

TRANSDUCER (RGTES

S/viv', Y AXI C/R SCREEN
F REFERENCE LINEAR TIME (VERTICAL)

OSCILLATOR BASE GENERATOR

vVA/ X-AXIS
SLINEAR TIME (HORIZONTAL)

BASE GENERATOR

FX

Figure 2 - Sonar Graphic Indicator, simplified
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produces a pip as indicated in the drawing. These pips occur in time substantially when
positive peaks occur and are applied to the pulse lengthener, which delivers a rectangular
pulse of constant height but controllable width each time a pip is applied. It is these
rectangular pulses which act on the intensity grid of the cathode-ray tube to produce
bright spots. The other parts of the diagram are self-explanatory.

Before leaving the block diagram of the device, it is well to point out that the height
of the presentation is determined by the peak voltage delivered by the vertical saw-.
toothed oscillator, and its width is determined by the horizontal oscillator. Since these
values are adjustable, the operator is able to vary his presentation so as to make it
pleasing to him. Most operators prefer the presentation to be approximately square. Its
area must be small enough so that the operator's eye senses the entire pattern at a
glance. This last point is important, since the operator classifies his pattern by com-
paring all areas of the pattern against one another.

1.6 PATTERN PRODUCED BY A PERIODIC SIGNAL

Since many of the signals to be processed in sonar operations are periodic, the
first pattern to be described will be that produced by such a signal. The discussion will
be simplified for the moment by assuming that any disturbances are insignificant.

If a periodic signal of period T is presented to the SGI, it will produce a spot of
light each time the signal reaches a positive peak. If the gain level is properly adjusted
these peaks will occur at equal intervals of time given by

tn = n T - to, (to < T), (1)

where tn is the time of occurrence of the nth spot, n is a positive integer, and to allows
for the fact that the time origin may not coincide with spot production. The location of
the nth spot on the tube face will now be determined.

The vertical position of the electron beam at any instant, t, assuming the origin is
at the lower left-hand corner of the pattern, will be given by

y= H(1- K1), 0-(-s: - K,) -51, (2)

where H is the height of the pattern, T1 the period of the reference oscillator, and K1 a
positive integer satisfying the inequality shown at the right. K1 allows for the flyback
action of the reference oscillator. In this expression, it is assumed that the time origin
is taken when the beam begins a vertical sweep. In a similar fashion, the horizontal or
x-position of the electron beam will be given by an expression of the type:

x= - K2 - t2), t 2 < T2 , 0 ( T -K 2 - t2) 1, (3)

where W is the width of the pattern and T 2 is the period of the horizontal time base gener-
ator. K2 plays a similar role to KI and t 2 is due to the time origin's not coinciding in
general with the start of a horizontal sweep.

Now let it be assumed that

T--T1; (4)

5
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in other words, that the period of the reference oscillator is near that of the signal. Now
at any time, tn, the vertical position of the spot will be given by

y=H(nT to

y, - TH1- Kl n) . (5)

If n increases by one, then K1 must increase by one in order to satisfy the conditions of
Equation (2). Hence

T T to
= H (n- + - y- - Kln - 1). (6)

The change in y from one spot to the next is given by

Yn+ 1 - yn = Ay = H T .) (7)

During the same time interval, K 2 will not, in general, change. Hence

xn+1 - x = Ax = W . (8)

These increments of displacement are constant and independent of n. Therefore, the spots
lie on a straight line whose slope, S, is given by

S = Ay = H. T 2 . .T - Ti (9)
Ax W T, T

Several things can be noted about this relation. In the first place, present models of the
SGI have the ratio H/W nearly equal to unity; i.e., the raster is nearly square. Hence
this ratio is of minor importance in current designs. Work is under way, however,
on other methods of presentation in which W is large compared to H; but these methods
also involve a proportionate increase in T 2 so that the net change in slope is small.

Consider next the ratio T2 /Tj. This ratio is large compared to unity, being of the
order of 3,000, and thus is a significant factor. In fact, the slope can be increased with-
out limit, at least theoretically, by increasing T 2 . Too large a value for T2 is not desir-
able in practice, for it is equivalent to a contraction of the pattern in the horizontal
direction. It is very easy to reach a condition where nearly every characteristic line in
a pattern is nearly vertical, an undesirable operating condition. Finally, the last term
shows that the spots can be made to fall on a horizontal line if T1 , which is under the
operator's control, is made equal to T. Furthermore, if T, is made smaller than T, the
pattern will lie on a straight line with a positive slope. The converse is true if Ti is
greater than T. Typical patterns are shown in Figure 3.

These facts furnish a basis for the easy acquisition of data by an operator. If an
SGI receives a periodic signal, then the operator is able to tell instantly from the slope
of the pattern whether the period of the received signal is greater or less than that of his
reference oscillator. Furthermore, he is able to change his reference oscillator to
produce a zero slope in the pattern which automatically matches the period of the refer-
ence oscillator to that of the signal.

6
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Figure 3 - Typical patterns produced by a sinusoidal signal

1.7 ANGULAR SENSITIVITY

An important property of the SGI is the fact that a small departure of T1 from T
causes a relatively large change in the slope of the pattern. This means, of course, that
the device is a very sensitive detector of differences in period. A quantitative expres-
sion for this sensitivity will now be found.

If -y is the angle in radians made by the pattern with respect to the horizontal, then,
by definition,

S=t H.T2 .T-T (10)S= W T1  T

Let sensitivity be expressed by the change in angle per fractional change in the period of
the signal. Then the sensitivity will be given by

Sensitivity = T d= H . oT 2  
,.()

dT W T

Equation (11) shows that the sensitivity is greatest when the pattern is horizontal (y=0°)
and decreases as y increases. This shows why it is best to keep the reference oscil-
lator adjusted so that the pattern due to the signal forms a horizontal line. It was
pointed out previously that H/W is nearly unity and that T2 /T is of the order of 3,000.
The real sensitivity can be understood better if angles are expressed in degrees. The
appropriate expression is now

Sensitivity = T = 180 T2 COS2 (12)

dT 7r T

Hence, when , = 0 degrees the sensitivity is of the order of 172,000. This means that a

7
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change in the period of the signal of one part in 172,000 will tilt the pattern 10. Stated
another way, a shift in frequency of 1 cps in a 24-kc signal gives a tilt of about 70. This
is sensitivity to an amazing degree.

1.8 THE SGI AS A DOPPLER INDICATOR

The ability of the SGI to indicate small changes in periodicity makes it an excellent
instrument for indicating and measuring Doppler effects. Two cases will be considered:
the reception of a signal generated by a distant target, and the reception of an echo from
a target. In both cases it will be assumed that the medium (water in a sonar application)
is at rest, while all targets are in motion.

For the first case, let T be the period of the generated signal, Vo the speed of the
receiving vessel along the line to the target, and Vt the speed of the target along the
same line and in the same direction. The period of the received signal, Tr, is given by

Tr = C+Vo TT (13)
c+V0

where c is the velocity of sound in the medium. Let R be the opening range rate of the
target relative to the receiving vessel; i.e., R = Vt - Vo. Then the fractional change in
period is given by

Tr-T R H R (14)
T c+V0  c

since Vo << c. Since the speed of sound in sea water is about 2,880 knots, a range rate
of one-tenth knot will produce a fractional change in period of 1/28,800. With the
assumed values used before, this represents a change in angle of a pattern of
172,000/28,800, or about 6 degrees. This change in tilt of the pattern can be observed
by a trained operator.

The case just considered is of importance during pro-submarine operations when
the submarine is monitoring the echo-ranging signals of a surface vessel.

For the echo-ranging case, the appropriate relation is

Tr = c-Vo c +Vt (15)

c++ V0 T.

Introducing again the opening range rate R, it follows that

Tr -T 2R 1 2R
R+V c (16)

Comparing Equations (14) and (16) it is seen that the fractional change in period is approx-
imately twice that for a one-way passage of the sound signal. Under the same conditions
as used previously, a range rate of one-tenth of a knot will give a change in angle of
about 120. This change in pattern is certainly detectable.

8
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In either case, the fractional change in period is proportional to the range rate.
This means that a closing range rate will carry a negative sign and the angular change in
the pattern will be negative or clockwise. Since the SGI is so sensitive to changes in
range rate, the device has at times been called a Range Rate Indicator.

Equations (14) and (16), which were derived on the basis of a medium at rest, are
still valid if the medium is moving at a uniform speed. All that is needed to make the
argument hold in this case is to define velocities relative to the medium. The quantity
R, being a relative velocity, is an invariant quantity as long as unaccelerated reference
coordinates are used.

The foregoing theory is quite general; it assumes only a vehicle carrying an SGI
and another target, both of which may move relative to the medium and either of which
may be an active source of a periodic signal. Special cases give different applications
of the SGI. For example, if the SGI vessels transmit a signal and echoes are received
from discontinuities in the medium, then a measure of R gives the speed of the vessel
through the water. On the other hand, if the echoes come from the bottom, then a measure
of R gives the speed over the ground.

1.9 THE SGI AS A DISPLACEMENT METER

Assume a signal is emitted by a device at point 0 as shown in Figure 4, and that the

0 P P
4*- x -

Figure 4 - Motion from P to P'

signal is reflected from a target at P and received at 0 on an SGI. Assume further that
the SGI is adjusted to give a horizontal line pattern. Now let the target be moved from
P to P', a distance X. A positive peak in a transmitted signal will now require more
time in transit than previously. The extra time, of course, is 2X/c, where c is the
velocity of the signal. The result on the SGI is to delay the formation of spots by this
amount. Since the electron beam of the tube is moving upward across the face of the tube
at a speed of H/T 1 , the pattern will be shifted upward a distance (2H/cT1 )X. Hence, it is
seen that the SGI can serve as a displacement meter since the vertical shift in a pattern
is directly proportional to an increase in range of a target. The quantity 2H/cT1 can
be viewed as an amplification factor. To take some typical sonar values, let
H = 21, T, = 1/24,000 sec, and c = 4,800 ft/sec. The constant becomes 5/3. In other
words, the pattern is shifted 5/3 times as far as the target. Clearly, the target does not
have to be shifted far before the pattern is shoved off the top of the raster, but in this
case it simply reappears on the bottom.*

The change of a pattern from a horizontal to a sloping line due to a Doppler effect
can be viewed from the standpoint of a displacement meter; the actual shift of the pattern

*If the SGI were applied to situations in industrial plants or laboratories where it is
desirable to measure small movements of inaccessible 9urfaces, then the SGI shows real
promise. For instance, if the signal had a period of 10" seconds and was transmitted by
air at a velocity of 1,100 ft/sec, then the amplification factor for a 2" raster would be
about 305. This is rather good amplification.

9
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upward or downward from one vertical sweep to the next is about 5/3 of the distance the
target moves in a time interval T1 .

1.10 CONCLUDING REMARKS

In the preceding sections, it has been pointed out that the SGI is essentially a non-
linear device that displays the time character of a sequence of instants which represent
some of the positive peaks of a signal. The display is in the form of a halftone picture
and the ability of an operator, after training and experience, to recognize patterns in the
display is basic to the success of the device. The case of a single periodic signal was
used to illustrate the fact that patterns are very sensitive to small changes in the time
sequence being displayed and that these changes can be measured in a quantitative
fashion. Thus a background has been laid for considering the more complex sonar
problems of Parts II and III.

10



PART II
THE GRAPHIC INDICATOR AS AN ANTIREVERBERATION DEVICE

II.1 INTRODUCTION

Our previous attention has been upon the construction of the Graphic Indicator, and
upon those of its uses which depend upon its ability to detect minute changes in the fre-
quency of a periodic excitation. We come now to a discussion of its ability to detect and
measure the frequency of a signal in the presence of interfering reverberations of
slightly different frequency.

Experimentally, it is easily demonstrated that the Graphic Indicator is capable of
detecting echoes even when the background reverberations are of only slightly different
frequency, and are of much greater intensity - a property whose operational importance
is obvious. The problem of providing a full explanation of the reasons for this property
is a matter of great complexity.

Fundamentally, this complexity is rooted in the psychophysical nature of the prob-
lem. Whereas in sonar equipments of the conventional type one may easily distinguish
between the physics and the psychology which are involved, this is not true for the
Graphic Indicator. Inasmuch as this is a report about the physics of the device, the
explanation which we advance is necessarily incomplete.

Our present purpose is to discuss what is physically present on the cathode-ray
screen when the input consists of a signal plus reverberations. In order to provide the
reader with perspective with respect to what has experimentally been found important and
useful, we shall introduce some notions of a psychological nature. They are admittedly
crude in formulation, but are nevertheless useful for descriptive purposes.

Turning our attention to the purely physical portion of the problem, let us consider
the nature of reverberations. Experimentally, they appear as a practically continuous
"sinusoid," whose amplitude slowly waxes and wanes, and whose frequency slowly but
irregularly oscillates about an average value.* Depending upon the frequencies of the
horizontal sweep and of the vertical (or reference) sweep, they look on the Graphic Indi-
cator as in Figure 5. The decay of the trace due to the finite persistence of the tube is
indicated by dashing the beginning of the line of spots.

Apart from minor wiggles (which by practice one learns to ignore), these traces
possess the character which would be expected of a true sinusoid. In particular, the
average slope is zero when the average frequency is made equal to the reference fre-
quency, and is nonzero when these frequencies are unequal. As one might suspect, the
fact that the reverberations are not sinusoidal is no practical barrier to the determina-
tion of their average frequency.

A corresponding situation exists when an echo is superposed upon the reverbera-
tions. Although the patterns are, in the fine, essentially more complicated than those due

*Throughout Part II, we shall use "average" in the crude sense of conversational
language, rather than as connoting a precisely defined mathematical concept.
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FIG. 5a G I PRESENTATION WHEN
(REFERENCE FREQUENCY) `(REVERBERATION
FREQUENCY), AND THE HORIZONTAL SWEEP
IS SET AT A LOW FREQUENCY.

FIG. 5c GI PRESENTATION WHEN
(REFERENCE FREQUENCY)*(REVERBERATION
FREQUENCY), AND THE HORIZONTAL SWEEP
IS SET AT A LOW FREQUENCY. (IN THIS
CASE (REFERENCE FREQUENCY) >
(REVERBERATION FREQUENCY)

FIG. 5b G I PRESENTATION WHEN
(REFERENCE FREQUENCY) (REVERBERATION
FREQUENCY), AND THE HORIZONTAL SWEEP
IS SET AT A HIGH FREQUENCY.

FIG. 5d GI PRESENTATION WHEN
(REFERENCE FREQUENCY)#f(REVERBERATION
FREQUENCY), AND THE HORIZONTAL SWEEP
IS SET AT A HIGH FREQUENCY. (HERE
ALSO, (REFERENCE FREQUENCY) >
(REVERBERATION FREQUENCY)

Figure 5 - Presentations due to reverberations

12
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to a superposition of two sinusoids, the existence of extra wiggles does not significantly
alter the observer's impression of the gross appearance. Indeed, by training himself he
can learn to ignore the disorder of the wiggles, and be conscious only of the order mani-
fested by the existence of an average slope (and by the existence of other attributes to be
subsequently discussed). For these statements there is abundant experimental evidence.

It is accordingly profitless to burden ourselves with a discussion which seeks to
reproduce the minor wiggles, and we shall hence draw our conclusions from an analysis
of the patterns due to a superposition of two sinusoids. This essentially simpler analysis
is quite sufficient to demonstrate all of the pattern attributes used by an operator in
recognizing, identifying, and measuring the frequencies of signals; and its ignoring of
incoherent irregularities is actually in keeping with the mental response of an experi-
enced observer.

11.2 SALIENT FEATURES OF THE PRESENTATIONS DUE TO THE SUPERPOSITION OF
TWO SINUSOIDS

In Appendix I is presented an analysis of the Graphic Indicator patterns which
appear when the input consists of the superposition, , of two sinusoids, ý1 and ý2"

A= sin(wl t - 1) ,(17)

2= A2 sin(w2 t -42 )

For the purposes of this analysis, the action of the automatic gain control (AGC) and of
the pulse generator, is presumed to be such that a spot is produced at each instant, t.,
such that the function, , passes through a maximum, i.e., at the instants, t., given by:

(4) = 0, (j) <0. (18)
dt Yt=ts dt t =ts

Since the solutions of Equations (17) and (18) yield the times of occurrence of the spots,
and since the position of the electron beam is known as a function of the horizontal and
vertical. sweep frequencies and the time, the location on the presentation of each spot is,
in principle, entirely determined. We shall here discuss only the qualitative results of
the calculation, referring the reader to Appendix I for the analytical details.

It turns out that the input, ý , produces spots as if it were a sinusoid whose fre-
quency slowly varied, and whose phase angle experienced periodic discontinuities. The
discontinuities in phase angle produce corresponding discontinuities in the line of spots
appearing on the presentation, the latter being accentuated by the AGC action, which pre-
vents the formation of spots at times close to the discontinuities in the phase angle, and
hence produces holes in the pattern.

To discuss the patterns which are produced, it is convenient to use W as the label
for the higher circular frequency, so that the frequency ratio, r _W2  , is always less
than unity,

r < 1 . (19)

In addition to r, the patterns depend upon the ratio, A, of the maximum slopes of the con-
stituent sinusoids,

13
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A 2 W2X - 0 < X < 00. (20)

For any specified wl and w2 , and any specified values of the vertical and horizontal sweep
frequencies, all possible patterns are described by allowing A to sweep through its indi-
cated range.

If the horizontal sweep is sufficiently slow, the patterns are periodic when the ver-
tical sweep frequency, w,,, equals either of the constituent frequencies, w I or w2 .* When
WV = w 1, one sees a series of curved line segments. The average slope of these line
segments is positive, and is small if A << 1, but is large if A >> 1. When wV = w 2, the
pattern consists of a similar series, but now the average slope of the segments is nega-
tive; and is small in magnitude for large A, but large for small A.

In both cases, the temporal period of the patterns is (27r/w, - w2 ) seconds, the spa-
tial period being the product of this with the raster width and the horizontal frequency.
This temporal (and hence spatial) period is independent of the value of A.

In addition to an average slope, the presentations in both cases are characterized
by the previously mentioned holes in the patterns. These holes are also periodic with
the same period, and they sometimes constitute a feature of the pattern which is easily
recognized and which is useful for purposes of identification.

Whether or not the holes are noticeable depends principally upon the initial phase of
the vertical sweep frequency, whose influence upon the pattern we may now mention.
Since the vertical and horizontal sweeps cause the electron beam to traverse the raster
from bottom to top, and then snap back again to the bottom, points at the top of one trav-
ersal and at the bottom of the next are substantially coincident in time. Consequently, the
fact that some portion of each cycle of the vertical sweep frequency lies at the bottom and
top edges of the raster is due solely to the choice of a particular value of the initial phase
of the reference frequency. Since this initial phase is subject to the control of the opera-
tor, he can choose the top and bottom edges of the pattern at will. An example will illus-
trate this procedure.

I Figure 6a portrays a pattern of oblique lines of spots, upon which, for purposes of
reference, we have superposed a dotted horizontal line running through the center of the
pattern. If the phase of the vertical sweep is now shifted by 7r radians, this dotted line
will become the top and bottom edges of a new pattern (drawn as Figure 6b), and the top
and bottom edges of the old pattern will become the center (marked by a dashed line) of
the new pattern. The arrows running from Figure 6a to Figure 6b show how the top,
center, and bottom of the old pattern map onto the new pattern. The new pattern has been
completed by using the fact that the new lines of spots bear the same vertical relation-
ships to the maps of the top, center, and bottom of the old pattern as did the original lines
of spots to the original top, center, and bottom. By repeating the above graphical con-
struction for a sequence of different values of the phase of the reference frequency, we
may generate an infinity of different patterns, all of which correspond to the same
Graphic Indicator excitation, and to the same vertical and horizontal sweep frequencies.
Figure 6c portrays one additional possible construction.

*There are, in addition, other frequency relations which yield periodic patterns. One
such will be presented at the end of Part II, and a general discussion will be found in
Appendix I. For the antireverberation applications of the Graphic Indicator, the patterns
mentioned above in the text are those of principal importance.

14
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FIG. 6b

TTITGTTTT

1111±LIIII
FIG. Ge

Figure 6 - Effect of change in phase of reference oscillator

Although each of the possible infinity of patterns is experimentally realizable, there
is a tendency on the part of an operator to consider only a few of these to be "natural,"
and to adjust the phase of the vertical sweep so as to realize one of the few which, in his
subjective judgment, appear "natural." Most important among the subjective criteria is
the requirement of symmetry about a horizontal line through the center of the raster, a
condition which is satisfied by Figures 6a and 6b, but not by 6c. Secondly, and almost
equally important, the observer tends to center the entity which occupies the least ver-
tical dimension, whether this entity be a hole, or a line segment. For example, when the
hole is of slight vertical extent, the observer instinctively prefers Figure 6a to Figure
6b. On the other hand, his choice among the (equivalent) patterns 6d and 6e would almost
always be in favor of 6d.*

Drawing upon the results of Appendix I, we have portrayed in Figure 7** the symmet-
rical patterns (which obey the first subjective criterion of "naturalness") for the case
where the vertical sweep frequency is made equal to the higher frequency; the patterns

*The second psychological tendency is materially assisted by a purely physical cir-
cumstance which we have ignored in our oversimplified description of the vertical sweep.
The fly-back time of the vertical sweep is actually not negligible, but occupies as much
as 10% of each cycle. Since the formation of spots is entirely suppressed during each
fly-back, the line-segments of Figure 6 e are in practice shorter than we have portrayed.
If the lines of Figure 6d are sufficiently short, an attempt to produce Figure 6e results,
in actuality, in a completely dark screen.

"**Figure 7 appears on p. 63
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which clearly obey both subjective criteria appear in the top row and are labeled "nat-
ural patterns." Corresponding patterns for equality between the lower frequency and the
vertical sweep frequency are presented in Figure 8. In each plate, the patterns at the
far left are for an input consisting entirely of the frequency which is equal to the vertical
sweep frequency, and patterns to the right are for successively greater admixtures with
the other frequency, patterns at the extreme right corresponding to an input consisting
of a pure sinusoid of the other frequency. Dotted portions of the traces indicate regions
where the AGC action suppresses the formation of spots.

The reader should note the similarities and differences between the curves'of Fig-
ures 7 and 8.* Regardless of whether the vertical sweep frequency equals the higher or
the lower frequency, an increasing admixture of the other frequency increasingly tilts
and elongates the line segments. As has been previously mentioned, however, the aver-
age slope of the line segments is positive in the first case, and negative in the second.
These attributes make it possible to decide, in a single ping, whether an echo is of higher
or lower frequency than the background reverberations, and to make an estimate of its
relative strength.

There remain two matters of practical importance to discuss. First, in forming
these periodic patterns, how critical is the adjustment of equality between the vertical
sweep frequency and one of the component frequencies? The answer is that it is not
critical at all. Indeed, the change in the pattern caused by a small variation in the ver-
tical sweep frequency is almost completely analogous to the corresponding change in the
pattern produced by a single sinusoid, namely, a rotation of the entire pattern, including
any lines of holes, about the horizontal axis of the presentation. For example, in the
case corresponding to Figure 7f, small variations in the vertical sweep frequency pro-
duce the changes in the pattern which are portrayed in Figure 9. When the operator is
seeking a pattern which he knows to be present, he may (and does) accordingly adjust the
vertical sweep frequency as if he were dealing with the straight line due to a single
sinusoid, and he quickly learns to judge the extent and sense of the error in any trial
adjustment.

Second, how valid are the forms of the foregoing sketches? The answer to this
question involves the validity of the psychological notions which have been introduced,
and the validity of Appendix I. With respect to our statements about the tendency of
observers to attain patterns which are subjectively natural, it should merely be said
that they represent the consensus of practiced observers.

Regarding that which is physically present upon the cathode-ray screen, an unequiv-
ocal answer can be given. As the reader will see by reference to Appendix II, the
agreement between experimental fact and theoretical prediction is, at the very least,
adequate. The physical presence of the patterns which have been described is accord-
ingly not open to question.

11.3 THE DETECTION OF ECHOES MASKED BY REVERBERATIONS

Drawing upon our knowledge of the patterns produced by two sinusoids, we may
now discuss the operator's procedure in identifying and measuring the frequencies of
echoes which are masked by reverberations. This information will be presented in the
form of sketches of the patterns which are observed in typical cases.

To remind the reader that the pattern due to the superposition of echo and rever-

berations is always compared with the pattern due to pure reverberations which exists

Figures 7 and 8 appear on page 63.
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immediately before and after the echo is received, we shall draw each pattern for several
horizontal sweeps of the presentation. To avoid the clutter which results from super-
posing successive horizontal traversals (as in Figures 5b, 5d), each pattern will be
sketched as if the presentation were in the form of a continuous strip instead of a square.
As a further simplification in the sketches, the reverberations will be treated as a sinus-
oid, and the previously discussed similarities and differences between patterns due to
reverberations and to a sinusoid should be kept in mind.

The procedure which an operator employs when detecting a new target may be divi-
ded into three parts. With the vertical sweep frequency equal to the average frequency of-
the reverberations, he first observes the screen for the appearance of a pattern charac-
teristic of an echo of different frequency. When such is received, he identifies it as being
of higher or lower frequency than the background reverberations, and he forms an esti-
mate of its relative strength; this is the second portion of the procedure. The third and
final step is the adjustment of the vertical sweep frequency in the sense indicated by the
previous identification of relative frequency. This adjustment is continued, through the
period occupied by two or three pings, until the operator recognizes the pattern corre-
sponding to equality between the echo frequency and the vertical sweep frequency.

When a target has already been detected and is being tracked, the above procedure
is much shortened. In this case, the operator attempts to maintain equality between the
vertical sweep frequency and the echo frequency, so that the reception of each echo
results in only a small readjustment. This mode of operation of the Graphic Indicator
hence provides a continuous measurement of the target range rate, a measurement which
is corrected by each echo separately. This action is in contrast to that of the conven-
tional means of measuring range rate, which requires several pings for its correction.

The previously described steps in the detection and classification of a new target
are illustrated in Figures 10 through 13.* In these figures are treated the limiting cases
of very strong echoes and very weak echoes. To save space, the corresponding figures
for the intermediate cases are omitted, since they differ from those presented only in
minor details.

It actually often happens (as, for example, when the range is being closed) that the
strength of the echo relative to the reverberations fluctuates from ping to ping, instead
of being relatively constant as is implied in the description of procedure just concluded.
This state of affairs, while confusing to the uninitiated, is no real handicap to an experi-
enced operator; he concentrates upon making the average slope horizontal, and trains
himself to ignore, when necessary, the fact that the average slope is sometimes mani-
fested by the centers of line segments, and sometimes by the centers of holes.

We have discussed the patterns which are observed when the vertical sweep fre-
quency equals either the reverberation frequency or the echo frequency, and we have
mentioned the rotation of the pattern which is caused by a slight misadjustment of the
vertical sweep frequency. Let us now discuss the appearance of the presentation while
the vertical sweep frequency is being lowered (or raised) from the reverberation fre-
quency to the echo frequency.

*As a convention, the duration of the echo in each sketch is taken to be 2[27r/(&)l - &)2)]
seconds. In practice, the echo portion of each sketch will, of course, exhibit the number
of pattern cycles determined by the duration of the echo.
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Figure 10 - Procedure for detection and identification of a new target:
weak echo of lower frequency

WHEN THE OPERATOR SEES

7/

Figure 11 - Procedure for detection and identification of a new target:

strong echo of lower frequency

19

WHEN THE OPERATOR SEES

HE CONCLUDES THAT THERE IS PRESENT A WEAK ECHO OF LOWER FREQUENCY. HE THEN

LOWERS THE VERTICAL SWEEP FREQUENCY UNTIL, ON A SUCCEEDING ECHO, HE OBSERVES

THE VERTICAL SWEEP FREQUENCY IS NOW EQUAL TO THE ECHO FREQUENCY.

HE THEN LOWERSHE CONCLUDES THAT THERE IS PRESENT A STRONG ECHO OF LOWER FREQUENCY.

THE VERTICAL SWEEP FREQUENCY UNTIL, ON A SUCCEEDING ECHO, HE OBSERVES

THE VERTICAL SWEEP FREQUENCY IS NOW EQUAL TO THE ECHO FREQUENCY.
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Figure 1Z - Procedure for detection and identification of a new
higher frequency

target: weak echo of

Figure 13 - Procedure for detection and identification of a new target:

strong echo of higher frequency
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WHEN THE OPERATOR SEES

HE CONCLUDES THAT THERE IS PRESENT A WEAK ECHO OF HIGHER

VERTICAL SWEEP FREQUENCY UNTIL, ON A SUCCEEDING ECHO, HE

THE VERTICAL SWEEP FREQUENCY IS NOW EQUAL TO THE ECHO FREQUENCY

WHEN THE OPERATOR SEES

HE CONCLUDES THAT THERE IS PRESENT A STRONG ECHO OF HIGHER FREQUENCY. HE THEN RAISES

THE VERTICAL SWEEP FREQUENCY UNTIL, ON A SUCCEEDING ECHO, HE OBSERVES

THE VERTICAL SWEEP FREQUENCY IS NOW EQUAL TO THE ECHO FREQUENCY.

FREQUENCY
OBSERVES

HE THEN RAISES THE
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As the vertical sweep frequency is slowly swept through the frequency range, the
presentation passes through an infinite sequence of patterns which would be periodic if the
horizontal sweep were sufficiently slow. All of these patterns have periods in excess of
the period of the patterns which we have previously discussed, and the vast majority of
their periods are in excess of the largest practicable period of the horizontal sweep. In
consequence, the observed pattern is almost always aperiodic.

In a few cases, the periods are sufficiently short to permit actual observation of the
pattern's periodic character. In all cases, however, these periodic patterns are qualita-
tively different from those which are useful in detecting and identifying echoes, and there
is consequently little danger of their becoming confused in the operator's mind. The
nature of the qualitative differences can best be presented by an example.

The most easily observed intermediate periodic patterns are those obtained when
the vertical sweep frequency is the arithmetic mean of the constituent frequencies.
Sketches of these patterns are portrayed in Figure 14 for the cases where the amplitudes
are grossly disproportionate. In these patterns it is the double row of holes which makes
it easy to distinguish them from the useful patterns which we have discussed previously;
similar features distinguish the other intermediate periodic patterns.

Thus, while it is true that the intermediate patterns (both periodic and aperiodic)
are full of detail which is confusing to the uninitiated, their existence does not significantly
detract from an experienced operator's ability to detect and identify a weak echo.

A 2

A2 < « Alw 1 A2 w2 > > AI wI

Figure 14 - Patterns obtained when the vertical sweep frequency equals
the arithmetic mean of the constituent frequencies
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PART III
A MODEL OF THE GRAPHIC INDICATOR

AND ITS ANTINOISE PROPERTIES

III.1 INTRODUCTORY REMARKS

The operating bias level and the passband of the filter are two of the parameters of
the Graphic Indicator with which a designer is concerned. Although the uses which have
been discussed in the previous Parts provide some constraint on the permissible ranges
of these parameters, there still remains considerable freedom in the choice of specific
values. It is clearly desirable to choose values (compatible with these constraints) which
give the Graphic Indicator its best antinoise properties. Those values which best enable
an operator to detect the presence of a periodic signal when the signal is masked by a
noise background will be called the "optimum parameter values" of the device.

The purpose of Part III is twofold: first, to build a mathematical model of the sys-
tem which includes the Graphic Indicator and its operator; and second, to use this math-
ematical model in developing a rational basis for choosing optimum values of the design
parameters. The optimum values themselves cannot be chosen from purely theoretical
considerations. Although the mind of the operator is an essential component of the sys-
tem, little quantitative information is at present available on the aspects of visuai per-
ception which are involved in this device. One may find parameter values which are
optimum for a given quantity of a certain kind of visual information. However, to find the
amount of this information which is preferred by the average operator, further recourse
to-experiment will be necessary.

There are two basic steps in the construction of the mathematical model of the
system:

A. Considering the operator as a system component, one must make certain
postulates concerning quantities which are believed to be descriptive of
the response of the observer's mind to the kind of information presented
by the Graphic Indicator.

B. The nature of the noise background must be postulated. The statistical
properties of this noise and the design parameters of the device must
be related to the pattern the operator sees presented on the screen.

The optimization problem for the Graphic Indicator as an antinoise device is devel-
oped on the basis of this model with three additional steps:

A. A criterion (hereafter called the "design criterion") is developed for the
"goodness" of the design parameters.

B. Using specific power spectra for the noise background, as much about
the general nature of the optimum parameter values is deduced as is
possible without a more complete knowledge of the factors of visual
perception.
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C. A procedure is outlined for obtaining the experimental information which
would be required to extend the optimization results.

111.2 A MATHEMATICAL MODEL OF THE GRAPHIC INDICATOR

To construct a model of the system, the system must first be broken into well-
defined components. Each of these must then be abstracted to form a mental picture of a
similar component which has all of the essential features of operation of the physical
component, but which has been subjected to a process of idealization and simplification
in details which do not contribute in a basic way to the functioning of the device. An
analogous process to "model construction" in this sense is the production of a pencil
sketch or water color. These may convey impressions which are entirely satisfactory
representations of the scene yet may omit many details.

A model, to be satisfactory, must explain the essentials of the observed behavior of
the physical device. If it is a satisfactory model, its utility is clear. From it, one can
predict effects of changing parameters and of introducing auxiliary components in cases
where this would be difficult to do freely in the physical device. It must be emphasized
that the simplifications inherent in a model of a physical device, provided that the model
still explains the behavior of the latter, are usually advantages, rather than handicaps
suffered from necessity.

Using the word in a very general sense, there are three major components of the
Graphic Indicator. These are: the operator, with his visual and psychological behavior;
the world outside the device, which may be sending to it information of a periodic or
statistical nature; and the device itself, or "black box," which processes this incoming
information and presents it to the operator. The following sections treat these three
components sequentially.

111.2.1 Psychology of Visual Perception

Even when the signal-to-noise ratio is remarkably low, it is an experimental fact
that an observer may look at the cathode-ray-tube face and correctly decide whether
there is a periodic signal superimposed upon the noise background. It is not clear which
characteristic of the pattern he sees actually dictates his decision, particularly when his
detection ability is being taxed almost to its limit. In the absence of more positive
knowledge about the details of visual processes of this kind, one must depend upon the
conclusions of those observers who have worked longest with the device. The remarks
of this section are the consensus of their beliefs, in the light of such objective evidence
as is available.

The mind seems to recognize the degree of average illumination of an entire area,
rather than to perceive the geometrical pattern of spots which would be recorded in a
snapshot. That is, the mind replaces a group of equally sized and equally illuminated
spots by the sensory impression of an equivalent illuminated area. The equivalent area
is more or less uniformly illuminated, and overlies the area actually occupied by the
configuration of spots. Employing this idea, one is led to discuss the problem of per-
ception of a signal in terms of the problem of distinguishing areas which are of the same
size and shape, but which are illuminated to a different degree.

One is not entirely at a loss for quantitative expression in this problem. For many
psychological phenomena it has been established that the sensation of difference between
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two physical quantities is, for a specified average value of the quantities, proportional to
the relative difference between them. It will be assumed that this generally applicable
relation holds for the present problem. That is, the ability of an observer to detect a
difference between two illuminated areas of equal size is, for a specified average illumi-
nation, proportional to the difference in illumination divided by the average illumination.

It remains to relate the question of illumination of areas to the spot pattern actually
seen by the observer on the tube face in the presence of noise. From the discussion in
Section 1.3, it will be seen that areas of greater spot density lie along those lines which
would appear if the signal alone were present. Therefore, we may speak of these dense
areas, or areas of relatively large equivalent uniform illumination, as corresponding to
the peaks of the periodic signal. Conversely, the sparsely spotted areas having low
equivalent uniform illumination will be seen to correspond to the valleys of the periodic
signal. Equal "light" and "dark" areas on the tube face are represented by equal time
intervals about the peaks and valleys of the signal.

Denote by NT and NB the rate of crossings of the bias level of the combined signal
and noise at the top (or peak) of the signal and at the bottom (or valley) of the signal
respectively. Using the assumption that the eye integrates discrete spots into solid areas
of illumination, one may take the number of spots falling within an area as a measure of
the illumination of that area. From these considerations, the expected relative intensity
of illumination of equal areas taken from the regions near the lines of spots and from
regions in the darker areas between the lines of spots (which we denote by D) may be
written

Nr - NBD - (21)
NT + NB(

Another consideration which affects the operator's ability in visual perception is
the over-all illumination intensity of the tube face. The question of whether there exists
an optimum absolute level of intensity has not been answered experimentally, but it is
the belief of experienced observers that such an optimum level exists. One possible
characterization of the over-all background illumination is the total number of spots on
the tube face due to noise alone. In turn, this is proportional to the expected number, C,
of noise spots occurring in each time-interval equal to the signal period, the signal
period being approximately equal to one vertical sweep of the tube face. An alternate
interpretation of C is the expected number of crossings of the bias level per signal cycle.
Because each spot on the tube face actually occupies a nonzero area, it is possible for a
sufficient number of noise crossings per cycle to illuminate the entire tube face (i.e.,
saturate the tube). Thus, C may sometimes be referred to in terms of "percent satura-
tion" rather than "crossings per cycle."

The considerations of this section have motivated certain assumptions relative to
the visual perceptual ability of an observer. These assumptions, and the definition on
which they are based, are fundamental in the problem. Explicitly, the assumptions are:

Assumption (1) The ability of an operator is a function only of C, which
characterizes the background illumination of the tube; and
of D, which characterizes the relative difference of inten-
sity between the light and dark areas of the tube face.

Assumption (2) This ability is a monotonically increasing function of D
for any arbitrary value of C between zero and its satura-
tion value.
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111.2.2 Statistical Nature of the Noise Background

Following Rice, 1 we shall consider the noise background to be due to an infinite set
of harmonic oscillators of random phase. According to this view, a subset of these
oscillators is regarded as operating at a series of equally spaced frequencies, and a
passage to a limit is visualized by a process of filling in the regions between the original
frequencies with new oscillators. While this packing in of the frequencies is progressing,
the amplitudes of the individual oscillators are reduced in such a way that their total
power output remains constant. In general, the power delivered by a set of given oscil-
lators whose frequencies lie in an interval df about a specific frequency fl is the function
w(fl)df. This function is called the power spectrum of the noise. It characterizes the
relative amounts of power output from oscillators at various frequencies.

It is possible on the basis of Rice's statistical model of noise, at least in theory, to
answer all of the statistical questions which might be asked about the response of the
Graphic Indicator to an excitation which consists of a sinusoidal signal in addition to a
noise spectrum of specified shape and extent. In particular, it is possible to express in
simple form the expected rate of pulse formation which will be caused by crossings of
the bias level in any specified portion of the signal cycle. It is just such quantities which
are involved in the functions C and D discussed in the previous section.

The assumptions which concern the noise power spectrum are closely related to
those which characterize the amplitude spectrum of the filter of the device under con-
sideration. The spectrum that must be used in the Rice theory, which pertains to the
statistical properties of the filtered noise, is the product of the filter spectrum and the
spectrum of the ambient noise. For convenience in terminology, the point of view is
adopted here that the shape of the product spectrum is due to the ambient-noise spec-
trum alone. The upper and lower ends of the range of frequencies received at the pulse
generator are to be considered as corresponding to the upper and lower edges of a rec-
tangular passband of the filter. There is no loss in generality by this division of burden
between the noise and the device in characterizing the noise, which is actually presented
on the screen.

One basic assumption is made with respect to the noise spectrum.

Assumption (3) The noise is random in the sense just discussed, and the
treatment of Rice 1 is applicable.

The report treats two particular power spectra in some detail. Represent the cir-
cular frequency of the sinusoidal signal it is desired to detect by fo. Denote by 0 the
fraction of the passband (or noise spectrum) which lies above fo, and by a, the total width
of this frequency band. In these terms, the cases considered are:

Case I ("white" noise)

0, f<fo - (1 - 0)a

w(f) k, f0 - (1- 0)a _< f of +a

0, fo +0a<f

0S. 0. Rice, I. Mathematical Analysis of Random Noise, BSTJ 23: 282-332 (1944)

II. Mathematical Analysis of Random Noise, BSTJ 24: 46-156 (1945)
III. Statistical Properties ofa Sine Wave Plus Random Noise, BSTJ 27: 109-157 (1948)
These will be referred to as Rice I, II, III respectively.
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Case II ("6-db" noise)

r 0, f< fo -(1 -0)a

w(f)= h/f 2 , fo - (1- 0)a < f - fo + 0 a

0, fo +Oa< f

111.2.3 The Device

It remains to specify certain characteristics of the device itself. Its form has been
previously described qualitatively; so only a few explicit assumptions need be listed here.

Assumption (4) The device accepts signals of any magnitude, and treats them
linearly up to the input of the pulse generator.

Assumption (5) The filter passband is rectangular.

Assumption (6) The recovery time of the pulse generator is negligible (i.e.,
every crossing of the bias level is registered as a pulse).

Assumption (7) The bias level is an absolute (but controllable) constant.

For the form of the device now assumed, there are three parameters which may be
varied at will. These are: the position of the filter band with respect to the operating
frequency fo, given by 0 ; the width of the passband, a; and the bias level, which will be
denoted by b. These three parameters may be considered to characterize the Graphic
Indicator completely, within the structural framework which has been assumed.

To complete the model, it is necessary only to relate the functions C and D defined
in Section 111.2.1 and the noise power spectrum discussed in Section 111.2.2 with the three
parameters (a, b, 0 ). This is done in Appendix III. The parameters (a,b) will be re-
placed hereafter by dimensionless parameters (a, 6) defined in that appendix. For con.-
venience, however, ca and 86 will still be referred to as bandwidth and bias respectively.

111.3 OPTIMIZATION OF THE PARAMETERS

The characteristic it is desired to maximize by the choice of "optimum values" of
(a, h8, 0) is the ability of an operator to detect the presence of a periodic signal in a
noise background. Before the optimization can be undertaken, the concept of "operator
ability" must be made more quantitative. In particular, variables must be found or
postulated such that their increase is a direct reflection of increased ability on the part
of the operator. Then these variables must be related to the noise spectrum and to the
design parameters of the device.

A motivation of a choice of two such functions has been presented in Section 111.2.1.
These are a discrimination function, D, and a background intensity function, C. Assump-
tion 1* is an assumption of the sufficiency of these two functions as a measure of ability.
By Assumption 2,* increased ability can be obtained for any constant value of C by in-
creasing D by appropriate choices of the design parameters. However, the ability

*Page 24.
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function must be known completely if a true optimization is to be performed analytically.
Unfortunately, it is not yet known how ability varies with the value of C. Although this
precludes a complete optimization, we may arrive at a useful result if we suppose that
C is a constant, fixed throughout the analysis, and maximize D.

In analytical terms, then, the optimization which can be undertaken here consists of
choosing the design parameters to maximize D, subject to the constraint C = constant. In
general, these maxima are not stationary values, and cannot be obtained simply by setting
appropriate derivatives equal to zero. One is forced to use a geometrical argument, as
described below.

Express the results of Appendix III by the symbolic forms:

C = C(a, f8, 0), (22)

D = tanh (az), (23)

z = z (a, 8, 0). (24)

Denote by (a, ' im, 0 m) the triple of values of design parameters which maximizes D,
subject to the constraint C = C*, a constant. It is clear from a knowledge of the proper-
ties of the hyperbolic tangent function that if the maximization is performed at a fixed
value of the signal-to-noise ratio, maximization of D is equivalent to maximization of z.

The most convenient point of view to adopt toward Equations (22) and (24) is geo-
metrical. This keeps in the fore the possibility and significance of nonstationary ex-
trema. Consider 0 a parameter, and consider that it is temporarily held constant. Then
in a Cartesian three-space of the variables (z, a, fl), Equation (22) represents a cylinder
whose generators are parallel to the z-axis. In the same space, Equation (24) represents
a general surface. Each of these surfaces carries the parameter label 0. Considering
the equations simultaneously is equivalent to considering the curves of intersection of the
surfaces. The point on this curve of intersection which it is desired to find is the one
whose z-value is greatest. It is also possible to obtain useful results by projecting the
curve of intersection into some plane containing the z-axis, and seeking the highest point
(i.e., the point with greatest z-value) of this projected curve.

In particular, the curve of intersection may be projected into the z a-plane by elim-
inating #6 between Equations (22) and (23). It can be shown, provided only that w(f) is a
nonincreasing function of frequency, that at any value of ce and for any fixed C*, the pro-
jected curve can only rise as 0 is increased. This means that its maximum value must
increase as 0 increases. Therefore, the maximum point on the intersection of the sur-
faces is given its largest value when 0 is taken as large as possible (namely, 0 = 1). It
is precisely this condition that one requires in asking that D (or z) be a maximum with
respect to 0. It can be concluded that

0 = 1 (25)

is an optimum parameter value for any value of C *. The analytical work accompanying
this argument appears in Appendix IV.

Using this result in Equations (22) and (24), one can proc 1e to find the optimum
values of cc andfl. One possible path of procedure at this point ,s to consider the inter-
section of the curve of intersection of surfaces with the radial plan,. 0 = constant, where
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a = p cos €
(26)

fl= p sin 0 J
The space curve pierces the plane at two points, of which one will generally be higher
than the other. The value of p, which describes the higher point, is the optimum cor-
responding to the specific fixed value of q which has been used. As a final step, the
radial plane may be rotated to sweep out the angles 0 < • 7r /2 (or whatever range of €
is physically admissible). The vertical progress of the Pm-point can be noted. The value
Om for which this point is a maximum gives the optimum value of the ratio 1/ce. From
Om and Prm, botham and tlm can be found. It may be said that Pm will generally have to be
found by solving a transcendental equation.

These remarks outline the rationale for the general problem of optimizing a and /3
when w(f) is given. The specific cases of white noise and 6-db noise are treated in some
detail in Appendixes V and VI respectively. In these analyses, only the case C * > 1 is
treated. It is not implied that the case C* < 1 is of no practical interest, or that it can-
not be analyzed within the framework of the present treatment. It is rather that this case
will not yield physically meaningful results without introducing further specific assump-
tions respecting the electronic details of the device. Such an additional program is not
within the scope of this report.

The results of the optimization problem may be summarized as follows. If one
accepts the model of Section 111.2, one can use the optimization process which has been
developed to find the optimum design parameters corresponding to any preassigned value
of C*. It is shown in Section 111.4.3 that with a particular operational use in mind, an
(extensive) experimental program can be made to yield the value of this last unknown
parameter. This completely specifies the device which has, subject to the requirements
of its intended use, optimum antinoise characteristics.

III.4 SUMMARY OF RESULTS

111.4.1 Mathematical Results and their Interpretation

For all values of C*, and all power spectra which are nonincreasing with frequency,

Om = 1.

Physically, this means that the filter passband should be set so that the operating fre-
quency fo lies at its lower edge.*

For the case C* > 1, the following results are obtained for the case of white noise
in Appendix V.

(a) a m is the real root of

a (3 + 2a) 3 + 3a+ 2

3+ 3a+a 2 = In L 3C*2 (27)

*It is recognized that physical considerations may prevrent making 0 quite as large as
1. The value that would give best results, then, is the largest value compatible with these
physical considerations.

SECRET 28
SECURITY INFORMATION



NAVAL RESEARCH LABORATORY

(b) zm is found from aa by
S(3+2am) 1I/2

zmL (3m+arn2 ]/(28)
3 + 3cxm + tm2

(c),/6m is found fromotm and zm by

= am zm (29)

The physical interpretation of these results are:

(a) That there is a unique optimum bandwidth, which increases with increasing C*,
and

(b) That there is a unique optimum bias, which increases with increasing C*.

Again for the C* - 1, the case of 6-db noise treated in Appendix VI, gives the
results:

(a) am = a*, where a* is the largest bandwidth which can be used in view of any
other operating considerations,

(b) + , and (30)

( (

zm = ) , m (31)

If a * is known, both /m and zm are easily obtained from Equations (30) and (31). It
is unnecessary in this case to solve a transcendental equation. The physical interpreta-
tion of the results for this special case is:

(a) That there is a unique optimum bandwidth, which is equal to the largest band-
width that can be realized practically, and

(b) That there is a unique optimum bias, which approaches zero as a * is increased
indefinitely.

Results for the case C* < 1 cannot be made as complete as those above without a
somewhat more detailed model for the device. However, some general statements as to
the nature of the mathematical optima can be given.

Regardless of the form of w(f), Equation (60) shows that z (and therefore D) can be
made greater than any preassigned positive number by the choice of a sufficiently small
bandwidth. This is true because as a -- 0,0P -0 and 0"/0 --.-constant #0, while the condition
C* < 1 insures that a solution of this equation for z shall always exist. Although the
behavior of D with bandwidth at larger bandwidth is dependent upon the specific form of
w(f), Table III.1 will illustrate the general nature of this behavior, using power spectra
of the form w(f) = 1 /f n. Thus, there are at least some noise spectra for which D ap-
proaches large (possibly infinite) values for sufficiently large bandwidths.
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Behavior of D at
TABLE 111. 1

Large Bandwidth for w(f) = 1/fn

lim D
n

a- ao

0 (white noise) -- 0 asymptotically from above

1 (3-db noise) - constant > 0 asymptotically from below

2 (6-db noise) 0

3 (9-db noise) 0-

>3 -- constant > 0 asymptotically from below

These results may be interpreted as follows. Since some power is required to
actuate the pip generator, the infinite value of D at vanishingly small bandwidth is not
physically realizable. It is equally evident that one cannot in practice extend the pass-
band to infinity. In both cases, the maximum practicable value of D is set by the specific
electronic design of the apparatus. It is therefore impossible to state a priori which of
the two cases is the over-all practicable optimum. One cannot even preclude the pos-
sibility that relative (stationary) maxima of D exist for 0 < a< c, and that such sta-
tionary maxima might exceed the greater practicable value of D obtainable at the
extremes of bandwidth.

Summarizing, one sees that for the case C* < 1 the analysis is strongly influenced
by the specific electronic design of the apparatus, and less strongly by the specific form
of w(f). It is to be understood, however, that the optimization problem for C * < 1 is
completely tractable by the methods of this report when a spectrum w(f) and a sufficient
set of conditions on the electronic details of the device are specified.

111.4.2 Results of Immediate Applicability

The result 0 m I I is true for any power spectrum w(f) which is nonincreasing with
frequency. Because the result is so general, one can conclude at once that the device
should be designed so that its passband lies entirely above the operating frequency, inso-
far as this can be done. A case in which it cannot be done is one in which the location of
the working frequency is imperfectly known a priori, or is subject to variation during the
course of an observation. In such a case, the passband should be chosen to lie entirely
above the lowest anticipated working frequency.

The nature of the optimum bandwidth depends markedly upon the power spectrum of
the background noise. It is therefore clear that the nature of the noise background in
which it is expected to work must be determined experimentally, to provide more real-
istic design information. A corollary of this observation is that any noise source to be
used with profit in the laboratory must have a spectrum closely approximating the noise
to be found under conditions of actual use.
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111.4.3 Extension of the Results

The impossibility of completing an over-all optimization on the basis of the model
of the Graphic Indicator developed in Section 111.2 has been discussed in Section 111.3.
There, the optimization is carried as far as permitted by theoretical considerations
alone. It remains to see what further information is required to characterize completely
the ability of an operator to detect a given signal with the optimum device, and to answer
the question of what threshold signal can be detected with it.

Although it was postulated that "ability" was a function of C and D only, no objec-
tive definition of ability has yet been given. For the purposes of this discussion, the
value of the ability function is to be understood as being identical with the probability that
a random observer give a correct answer to the question "Is there a signal present?"
This definition gives the ability function (which will be denoted by 01.)the properties that
are required by more subjective points of view.

In symbolic terms, it has been assumed that

( = a [C*, D(a, z)]

where 1 is monotone increasing with D at constant C*. It has been deduced that D is
monotone increasing with a, the signal-to-noise ratio, at constant z. For an optimum
device at C*, i.e., one whose parameters have been optimized while holding C = C*, one
finds a result:

Zm = zm(C*),

which reduces (I to the form

A = q, (C*, a)

By the previous remarks, the function am has the property of being monotonically increas-
ing with a at constant C*. However, since no assumption has been introduced about the
behavior of a with C*, no deduction is possible respecting the behavior of 11m with C* at
constant a. It is this behavior which must be obtained experimentally.

One may proceed as follows. Select a particular value of C*, say C 1*, and adjust
the device to be optimum at C1 •% Expose a number of observers to the presence of sig-
nals corresponding to a range of signal-to-noise ratios, and calculate the ability function
by the probability definition given previously. This provides a relationship a = Im(CI*, a)
whose plot in the a , a plane will be (qualitatively) as indicated in Figure 15. Select
another value C 2*, readjust the physical parameters of the device accordingly, and de-
termine a = am (C2", a) by the same procedure. A continuation of the process generates
a family of curves in the CA, a plane. Each member of the family corresponds to a par-
ticular value of C*, and therefore to a particular set of physical parameters.

The value of C* which is chosen as optimum by the designer depends upon the man-
ner in which the members of this family of curves intersect one another. There are two
mutually exclusive possibilities:

(a) There is a unique curve a = Im (Cm*, a) which lies entirely above
every other member of the family. In this case, the design parameters
corresponding to Cm* give an absolutely optimum device. It will be fortunate
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0' ( -ao

Figure 15 - Dependence of am upon C* and U

if this case exists in practice, for then the optimum device is independent
of the signal-to-noise ratio which may maintain at any time.

(b) The curves of the family cross one another in such a way that
there are only limited ranges of a within which a single curve lies above
all other members of the family. For adjacent ranges of a, this curve will
generally be replaced by some others as highest curves. The value of C*
to be employed in practice must be dictated by the operational require-
ments of the device (e.g., the requirement that only abilities above a cer-
tain value are acceptable, no matter what value of a maintains). It is
fruitless to speculate further at this time as to the possible operational
requirements which could completely determine the optimum C* in this
case.
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APPENDIX I
Basic Patterns Produced by a Superposition

of Two Sinusoids

It is the primary purpose of the present Appendix to derive the qualitative appear-
ance of the presentation when the input consists of a superposition of two sinusoids. A
secondary purpose is to provide a framework for such exact quantitative treatment as
might, in the future, be required. Our attention will be principally focused upon the
dependence of the presented pattern upon the amplitude ratio of the constituent sinusoids.

Let us, at the outset, discuss the gross features of such a presentation. Taking the
input to be the superposition of two sinusoids

ýI = Alsin(wlt - 4) (32)

S2 = A 2sin(w 2t - 0)

where an appropriate shift in the origin of time has made the phase angles equal, we
adopt the convention that w u shall always refer to the higher frequency, so that the fre-
quency ratio, r, shall be given by

C')
r 2- <1 (33)

Cdi

The first gross feature results from the phenomenon of beats. To display the beats, it is
convenient to manipulate 4 = I + 4 2 into the form

= [ 2 + A2
2 + 2A A2 cos{(w1 - 02 )t sin t

1• +ý2 1 A 2 1 2c s ( 1 &2)2 (4

+ a- Al - A 2 ICI (W I - 0 2 )t.)

- A + tan tan 2 2

which will be recognized as a sinusoid having a time-dependent phase angle and a time-
dependent amplitude.

In the case of the Graphic Indicator, we are always interested in those cases for
which oil is nearly equal to w2 , i.e., where

(1 -r) << 1 (35)

Roughly speaking, the sinusoid is hence of frequency £o1 (or W2 ), and the amplitude is
periodic with period 27r/&Il - Cd2 . The subsequent analysis will confirm what we might
at once suspect: that the precise locations of the spots on the presentation are deter-
mined almost entirely by the maxima of the sinusoid, and the gross form of the presenta-
tion is determined almost entirely by the time-dependence of the amplitude, and that, in
particular, the presentation is very nearly periodic with period 2 7r/w 1 - W2 . This is the
first gross feature to be noted.
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Secondly, one should note that the amplitude becomes a minimum at instants

1 (2 N + 1) 7r1 2 3
W 1 1- r

Immediately prior to and subsequent to these instants the automatic gain control will
prevent the formation of spots irrespective of the maxima of the sinusoidal factor of
Equation (34), so that the times of occurrence of such spots are of merely mathematical
(rather than physical) interest.

A third gross feature to be noted is that, because of Equation (35), there are many
maxima of the sinusoid (and hence many spots) in each period of duration 27r/&)1 - &2,
and hence many spots in each period of the presentation. Physically, we are therefore
allowed to ignore any small number (of the order of 1 or 2) of spots per period
27'/wI - W2, inasmuch as it is evident that the arbitrary displacement of such a small
number of spots is incapable of altering the shape of the presentation.

These facts allow us to exclude from consideration certain special cases whose
complete analysis has been shown to be mathematically complex but physically trivial,
and to give a purely graphical solution to our problem.

It is convenient to return to Equation (32), and assume* that a spot is produced at
instants t. = "rs/wl, if and only if

0 (37a)

and

(d < 0 (3 7b)

Subject to the restrictions stated, Equation (37a) is equivalent to

tan ( - 4 1 + Xcos(l - r)-rs (38a)
t- sin(1 -r)7"s

where
7rs =w l ts (38b)

and
A 2w2

X - ,0 < X < 0 (38c)
A1Wl

*Whether one assumes that a spot is produced when Equation (37) is satisfied, or

whether (as in Part III) when the excitation exceeds a fixed bias level, would seem physi-
cally inconsequential. The criterion used here is more tractable for continuous and
completely determined functions of the type we are now considering, while the second
criterion is mathematically more suitable when the function is given statistically.
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Restrictions are that

(1 - r) 5rs 5 N7r, N = 0, 1, 2, 3, ... (38d)

and

(- -)) (2M + 1)-E, M = 0, 1, 2, . . . (38e)

where, as may be shown, (38d) implies (38e) and vice versa.

Equation (38a) gives the maxima and minima of 4, and in addition the inflection
points of 4. It may be shown that all possible inflection points of ý lie in intervals of
" (2M + 1) 7r .79 (2M + 1)7r +7), M = 0, 1, 2, 3, . .. , i.e., as may be seen from

Equation (36), in the intervals just preceeding and following the minima of the amplitude
factor of Equation (34). Because of the AGC action, the spots (at most three) which might
appear in each such interval will actually be missing from the presentation. Provided
(as we shall) that we exclude from further consideration any solutions of Equation (38)
which appear in such intervals, the continuity of 4 and its derivatives assures that alter-
nate solutions of Equation (34) are maxima (and hence spots), and that the intervening
solutions are minima (and hence not spots).

Deferring* until later the determination of which solutions of Equation (38a) are
spots (and which are not spots), it is evident that the solutions themselves may be ob-
tained by the intersections of graphs of the left- and right-hand members. The left-hand
member (denoted by LHM) is a function of the variable rs and of the parameter q. The
qualitative appearance of the Graphic Indicator presentation is independent of the value of
the latter, and no importance should be attributed to the arbitrary selection of the value
of 0 used in Figure 16tto which the reader is referred.

The right-hand member (RHM) is independent of 5, and is a function of the variable
7"s and of the parameters r and X. For any fixed w 1 and w 2 (the former, we recall,
being always the higher circular frequency), the specification of X is equivalent to the
specification of the amplitude ratio, A1 /A 2 . The appearance of the presentation for all
possible values of the amplitude ratio may accordingly be derived by allowing X to pass
through its complete range (0, oo).

The dependence of RHM upon X may be best explained by the consideration of 3
natural cases, the first and last of which we may further subdivide into 2 sub-cases:

< f1X<<II (A)~<1 ---1, (B) I

X = 1 I (39)

(x~i (A)~
4k>1 {"=ý, IX»>1, (B) m

*It may be shown analytically that irrespective of the value of X, that if g is contained

in the first and fourth quadrants that the first, third, fifth, etc., solutions of Equation (38)
are spots; while if 0 is contained in the second or third quadrants, that the second,
fourth, sixth, etc., solutions are spots. This counting process is, however, cumbersome
as compared to a graphical procedure which will shortly be presented.

tvigure 16 appears on page 65.
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Sketches of RHM for five such values of X are shown in Figure 17. Although these are
typical, the following general analytical information about RHM may be stated.

In all cases listed, RHM is periodic with period 27r/1 - r.

Case I, X < 1

2N~r (2N +1)7rRHM<< rs< N = 0, 1, 2, 3,
I - r 1 - r

RHM>0, (2N + 1)7r < -r. < (2N+ 2)7r
1 -r I<-r ;N0, 1,2,3,...

Zeros - none

Singularities - at N7r/(1 - r), N = 0, 1, 2, . . . , as sketched in Figures 17a,
17b.

Within any half-period, i.e., within any range such that

Nwr (N±+1) 7r
K <rs < ,N=0, 1, 2, 3, . . .

1 -r 1 -r

RHM possesses a stationary (maximum or minimum) value of magnitude

•1 - .

which occurs at the point r.(S) given by

.s(s) = arccos(-X)S 1 - r

Subcase IA, X < < 1

For X << 1, the magnitude of the stationary value is approximately

and RHM consequently remains far from the axis of 'rs. In each half
period, the function RHM is approximately symmetric about the midpoint
of the half period, since

(s() arccos(-0) _ (2N + 1)7r
-- : 1 -r 2(1 -r) ' N=0) 1) 2y

Subcase IB, _- 1

For X 1, the magnitude of the stationary value is almost zero, and
RHM consequently almost intersects the axis of r. However, RHM is

36



NAVAL RESEARCH LABORATORY

:IIzm_

CO

II

V-

LI77Y9

r~Ii

LU

C-J

A
A

LUJ

C-2

U.-

A

C-)

U-

LU

37

0

oO
0:

0
od

0

w

0

W

-o



NAVAL RESEARCH LABORATORY

decidedly antisymmetric about the midpoint of each half period, since

7-(s) arccos(-1) = (2N + 1)7r, N = 0, 1, 2, 3, .

1 -r 1 -r " N '

the stationary values occurring close to the odd multiples of 7r/(1 - r).

Case II, A = 1
(1 - r'

RHM =- cot -r) a well-known function which is adequately sketched
2

in Figure 17c.

Case mI, X >1

Zeros - At cos(1-r)-rs = - 1/A.

1Nz - (2N + 2)7rN:01,2 ,In any complete period, r < 7rs < + r = 2...

are consequently two zeros, -"s(°), the first in the interval

(2N + 1/2)7r <7s (0)
1 -r

< (2N + 1)7r
1 -r

and the second in the interval

(2N + 1)7r <K (0) <(2N + 3/2)7r
I -r I -r

the exact locations of these zeros depending upon X.

Singularities - At 7. = Nwr/(1- r), N = 0, 1, 2,..., as
Figures 17d and 17e.

sketched in

Subcase Ill A, X -- 1

In each period,
2N<r (2N + 2)zr N= 0,1 2, the zeros
I1-r 1 I-r PN=0

immediately precede and follow ' (2N + 1 -r

Subcase III B, A >> 1

2Nwr (2N + 2)7r
In each period, 1  <7 <K K + r

( 2-N 1 - r IN, , 2 . . t hfIs z r

immediately follows r - + 1/2)7r ) and the second immediatelyimmeiatly fllos •' = I - r

precedes TS = (2N + 3/2)7r
1 - r
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With this information about the influence of A upon the form of RHM we may pro-
ceed to the graphical solution of Equation (38a). In Figures 18 to 224 are presented the
superposition of Figure 16 (LHM) upon the curves of Figure 17 (RHM). The intersections
of LHM with RHM represent all of the solutions of Equation (38a), both maxima and
minima.

It remains merely to decide which solutions are which, a question easily settled.
From the form of Equation (32) it is apparent that for fixed w1 and w2 the dimensionless
times, 7-,;, corresponding to the maxima of ý are continuous ifh A1 and A2 . The same
statement may be made for the minima of ý. For fixed r, the dimensionless times, Tr.,
corresponding to maxima are accordingly continuous in X. Any particular branch of LHM
accordingly possesses a maximum of ý (and hence a spot) for all values of X, if it
possesses a maximum for any value of X. The same statement applies to the minima.
Inasmuch as allowing X to approach 0 is equivalent to allowing A 2 to approach 0, the
maxima of ý in this limiting case must occur at instants which approach certain of the
asymptotes of LHM, namely those at

-'s = 0 + (4N + 1) (7r/ 2),ý N = 0, 1., 2,. (40)

and the branches of LHM which possess maxima may be accordingly found by noting
which solutions occur closest to these values in Subcase I A (Xk << 1). For purposes of
convenience, the asymptotes of LHM given by Equation (40) have been drawn heavy in
Figures 18 to 22.

Having determined the times of occurrence of the spots, it remains to relate these
times to the appearance of the presentation.* To do so, it is easiest first to discuss the
presentation for the case when the reference frequency is made equal to w, (the higher
frequency), and to obtain from this case the presentations for other values of the refer -
ence frequency.

In Figures 18 to 22 are drawn arrowst to indicate the time intervals by which the
spots which are produced by ý lead or lag the spots which would be produced if w, alone
were present in the input (i.e., if X were zero). If leads are plotted negatively and lags
positively, the resulting plot will be in correspondence with the appearance of the pres-
entation when the reference frequency is made equal to wl; this has been done in Figure
23 for the values of X corresponding to Cases IA, IB, II, IIIA, and IIIB.** The dotted
portions of the curves indicate the regions where the AGC action actually suppresses the
formation of spots.

*For purposes of describing the presentations which one observes on the Graphic
Indicator, it is unnecessary to give more than a qualitative discussion of the times of
occurrence of the spots. For specific values of -the parameters A, *, and r, the discus-
sion may, of course, be made as quantitative as one desires; in particular, the time of
occurrence of any spot may be determined numerically with arbitrarily small error. Be-
cause of the nature of the problem, it is however impossible to express the spot-times as
a finite sum of elementary functions of the parameters.

**Inasmuch as the precise locations of individual spots are unimportant in determin-
ing the shape of the observed pattern, it is sufficient in Figure 23 (and in similar
sketches to follow) to fair a line through the spots. Furthermore, because of the actual
overlapping of the cathode-ray spots in practice, it is more realistic to portray a line.
As is implied in the text, the more obvious qualitative features of these lines may be in-
ferred from the time intervals which are indicated in Figures 18 to 22. This is true, in
particular, for the signs of the slopes and for the vertical extents of the lines. However,
the signs of the curvatures can be inferred in this way only for small A; and the curva-
tures for large A have been determined from other considerations.

tFigure 18 appears on page 65; Figures 19 and 20 on page 6 7; and Figures 20 and 21 on page 69
TMarked with stars, viz: *
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The patterns are obviously periodic.* Furthermore, the reader will note that the
magnitude of the maximum spot-time discrepancy which occurs in each half period (of
length 7r/(1-r)) increases with increasing A; and that the sense of the discrepancy
reverses at the odd multiples of 7r/(l -r), the magnitude of the reversal also increasing
with increasing X. The existence of these periodic sudden reversals in the sense of the
spot-time discrepancy is important in providing a means of recognizing and identifying
the patterns.

The patterns of Figure 23 are not unique, since their appearance may be materially
altered by arbitrary changes in the phase (say kb) of Col, the higher constituent frequency,
with respect to the phase of the reference frequency. Equivalently, one may regard any
plane presentation as having been obtained from a more fundamental presentation plotted
upon the surface of a right circular cylinder. From this viewpoint, the cutting of the
cylinder along any generator is equivalent to the selection of some particular value of i,
the cut edges becoming the top and bottom of the plane figure obtained by unrolling the
cylindrical surface. For example, if 0 is shifted by 7r, the presentations of Figure 23
appear as in Figure 24. In the latter, the patterns are characterized by horizontal rows
of holes which are associated with the previously mentioned reversals in the sense of the
spot-time discrepancy.

The foregoing remarks about the lack of uniqueness of the plane patterns displayed
on the Graphic Indicator are perfectly general, and are valid for all values of the refer-
ence frequency. In our subsequent discussion of the patterns obtained when the reference
frequency is unequal to wl, we shall display those patterns which seem most important.
It should, however, be understood that from each pattern which we shall display may be
made an infinity of correct and experimentally realizable patterns. This may be done by
rejoining the top and bottom of our pattern and recutting the resulting cylinder along any
arbitrary generator.

Inasmuch as the spatial discrepancy between the line of spots produced by two
sinusoids and the line which would be produced if w1 alone were present is nearly inde-
pendent of the value of the reference frequency,** the patterns for any other value of the
reference frequency may be inferred from the patterns of Figure 23. The following con-
struction in Figure 25 will illustrate the method.

Of particular interest in practice are the patterns which are periodic in space, or
which would be if the horizontal sweep were sufficiently slow. One may in general
achieve periodicity in two ways, (a) by a suitable adjustment of the reference frequency
with respect to the values of w1 and W2 (periodicity of this type is independent of the
value of r, and in particular of whether or not w1 and w 2 are commensurate) or (b), by
choosing wl and t02 to be commensurate. The discussion of (a) alone is germaine to the
applications of the Graphic Indicator which are at present contemplated.

*That is, they are periodic for all practical purposes. The error made in replacing
the spots by a faired line of constant length per period, (1/wl)(Zw/l-r), is equivalent to
ignoring the errors caused by the addition or deletion of (at most) two spots per period.
Thus, although the patterns of Figure 23 are aperiodic in the fine (since the locations of
the spots are in general aperiodic), they are periodic in the gross; and it is only the
gross appearance which is subject to observation and experiment.

**The temporal discrepancies between these sets of spots are strictly independent of
the reference frequency. In practice, the reference frequency, (il, and W02 are all almost
identical, with the consequence that the spatial discrepancies are similarly independent
to within an approximation sufficient for our present purpose.
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Figure 24 - Change in the patterns of Figure 23

due to a shift in the phase of the reference oscillator
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RASTER
TOP

LINE PRODUCED IF w ALONE WERE PRESENT

f I •Ihh

F igue2 hnei atr u to mal chng inrfrne rqec

From -= theprviu-gnea dicsinofpten , itwl eeietta hrs

1hh4

Iihh 4

RASTER (REFERENCE FREQUENCY)= wI (REFERENCE FREQUENCY) > w,

Figure 25 - Change in pattern due to small change in reference frequency

From the previous general discussion of patterns, it will be evident that the pres-

entation will be spatially periodic if the fundamental period of the presentation,
27r/w£ (1(-r), is commensurate with the time required for the line of spots caused by w1
acting alone to cross the raster from bottom to top (or top to bottom). Using the expres-
sion for the slope of a single sinusoid developed in Part I, we find this latter time to be

tc = T_
WV •(41)

where wV is the vertical or reference frequency, and where the upper sign is to be used
if w1 < wv (the line of spots passing from bottom to top), and where the lower sign is to
be used if wl > w, (the line of spots passing from top to bottom). The condition for
periodicity in the pattern is hence that

27r 1
Pt = q1 -r wr

where p and q are positive integers. Expressing G0v in the form

0v = P0 1 ± + Q&)2
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where P and Q are as yet undetermined, these equations yield

(1 - P ±s) + r(-Q Ts) = 0

where s = p/q. Restricting attention to the values of P and Q which satisfy Equation
(42) for arbitrary r, we conclude that

Q = :Fs

For the case q = 1

(42)

(43)
P+Q =1

(wh nr 1.(hich necessitates that the pattern be periodic with period 1 -- r z -I)

one may develop from Equation (43) the following information.

1 2 1rt 1-r £ 0 Slope of w1 line G0v = PWI + Qw2

27r 2f 1 + Ul- W2
- r W£ W2

27r 1 + 3til - 2w2
1-r £0i -£0l + 2W2

3 27r 1 + 4wl - 3w2
3(1 - r) (d -2wl + 3w 2

etc.

Conversely, for the case p = 1 which necessitates that the pattern be periodic with

period - 2 • 1 one may develop

1 1 2f
1 2 27r I

S=- tc = " 1 r l Slope of w 1 line wv = P(0 + QW2

1 47r 1 + (3/2)w1 - (1/2)£02
2 - r Wl (WI + £02)/2

1 6fr 1 + 4w,0/3 - W2/3
3 1 - r Wl- 2wl/3 +&02/3

etc.

In addition to the periodic patterns whose descriptions fall within the two cases just
considered, there are the patterns for which p > 1, q > 1. In particular, there are an in-

finity of periodic patterns for which wI 1> w, > W2, i.e., those for which w£ = L£ 1 + M= 2
L+ M
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where L and M are positive integers. Because of the length of their periods, however,
these latter patterns will be observed as periodic only if the horizontal sweep is slow.

For the antireverberation applications of the Graphic Indicator, the periodic pat-
terns for which w1 -• wv --A w 2 are of especial importance. We have already sketched typ-
ical patterns for the case wV = w1 (Figures 23 and 24). Of the intermediate cases, we
shall consider only that for which wv = (w1 + w2 )/2, a pattern sketched in Figure 26 for
the A cases which we have considered previously. It is to be noted that the patterns for
the extreme A cases (A << 1, and A >>1) are each characterized by two rows of hori-
zontal holes, the height of these holes being accentuated by the AGC action.

Finally, we consider the patterns for which wv = w2 (the second case of the table
for which q = 1). These are sketched in Figures 27 and 28 (which is Figure 27 with the
phase, 0, shifted by 7r) for the A cases which we have considered previously. Especially
noteworthy are the similarities and differences between these and the patterns obtained
when wV = w 1 (Figures 23 and 24). First off, we note what we might have suspected for
the extreme A cases: that in Figures 23 and 24, where wv = £(0, that the lines of spots
tend to be horizontal for low A (i.e., for A 1 >>A2 ); while in Figures 27 and 28, where
WV = 02, nearly horizontal spot-lines appear for high X (i.e., for A2 >>A1 ). The
detailed behavior with A of the patterns in Figures 23, 24, 27,and 28 is best appreciated
by study of the patterns themselves.

LINO S DOE
7T ýTO w, ALONE

__2 l-(Fs
FIG. 26b CASE I1 X<I, X'--I

),,-I FIG 26d CASE TIlA X >1, X I FIG. 26e CASE ]]8 X>>l

Figure 26 - Presentation when the reference frequency equals
the mean of the constituent frequencies
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Apart from the behavior with A, there is, however, one qualitative attribute which
makes possible an unambiguous classification of these patterns. This attribute is the
"trend of the slope" - i.e., whether the spot-lines tend to be of positive or negative slope.
The patterns for wv = wl, and wv = w2 , may be classified on this basis as follows.

Alternatively, if one knows that the pattern
being viewed is due to two sinusoids, and that one of
them is equal to wV, he can draw an unambiguous
conclusion about which (the higher or the lower)
equals w&j. In the sonar applications of the Graphic
Indicator, this attribute enables the operator to
determine whether the frequency of a weak echo is
higher or lower than that of the background
reverberations.

FIG. 27c CASE U X -I FI G. 27d CASE MA X> 1, X •-' FIC. 27e CASE Ml

Figure 27 - Presentation when the
reference frequency equals the
lower constituent frequency

A X»I

Figure 28 - Change in the pattern of
Figure 27 due to a shift of 7T in the
phase of the reference oscillator
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APPENDIX II
Comparison of Experimental Observations with Theoretical Predictions

for Several Cases of the Superposition of Two Sinusoids

It is of interest to compare the observed appearance of the raster with the form of
the trace which is predicted by the theory developed in Appendix I. This Appendix makes
such a comparison for several of those cases which are particularly relevant to the sonar
applications of the SGI.

An SGI was excited with the sum of two sinusoids of slightly different frequency.
The horizontal sweep was turned off, and photographs of the cathode-ray tube face were
taken with a strip-film camera.

In Figure 29 are shown such photographs for the cases which are encountered when
one is detecting one sinusoid in the presence of an interfering sinusoid of slightly differ-
ent amplitude and frequency. Beside each photograph is repeated the corresponding
sketch which has been theoretically predicted.

Figure 30 provides such photographs and corresponding sketches for one of the pat-
terns which can result from nearly equal frequencies but grossly unequal amplitudes, and
for one pattern which can result from nearly equal frequencies and almost identical
amplitudes.

In Figure 31 are shown photographs and sketches which correspond to patterns
which are also frequently observed, namely those for which the reference frequency
equals the arithmetic mean of the signal frequencies.
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A. Higher frequency is the stronger signal:

(a) Reference frequency is the higher frequency:

24.9 kc at 0 db,
25.0 kc at +3 db.

FIC. 7c 22w2 0ATRA A2T2 E -R
TAWI 

MI

NATU/RAL PATTERN

(b) Reference frequency is the lower frequency:

24.9 kc at 0 db, FIG. 8e, A, w, > A2 ( 2 ' AAI v1
25.0 kc at +3 db. A2w2

Figure 29 - Photographs and sketches of patterns for slightly different
amplitudes and slightly different frequencies
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B. Lower frequency is the stronger signal:

(a) Reference frequency is the lower frequency:

FIG. 8c AI wI <A2w2 , Alwl 125.0 kc at 0 db, F [
24.9 kc at +3 db. A2 w2

NATURAL PATTERN

(b) Reference frequency is the higher frequency;

25.0 kc at 0 db,
24.9 kc at +3 db.

FIG. le A2 w2 > AlwI, A22 12

NATURAL PATTERN
Figure 29 (Cont'd) - Photographs and sketches of patterns for slightly different

amplitudes and slightly different frequencies
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A. Higher frequency is the much stronger signal;

(a) Reference frequency is the lower frequency:

N

24.9 kc at 0 db, FIG. 8fj Al w1 »>A 2 w2
25.0 kc at +40 db.

B. Higher and lower frequencies have equal amplitudes:

(a) Reference frequency is the lower frequency:

25.0 kc at 0 db, FIG. 8d Al ca A2c 2
24.9 kc at 0 db.

Figure 30 - Photographs and sketches of patterns for grossly unequal,
and almost identical, amplitudes
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A. Reference frequency equal to the mean of the signal frequencies:

(a) Higher frequency is the stronger signal: *

FIG. 26b CASE IB X< 1,
24.9 kc at 0 db,
25.0 kc at +3 db.

(b) Lower frequency is the stronger signal:*

G 2/

FIG. 26e CASE 1110 >>l

25.0 kc at 0 db,
24.9 kc at +3 db.

Figure 31 - Photographs and sketches for patterns in which the reference

frequency equals the mean of the signal frequencies

*A shift in the phase of the reference oscillator of 7T/2 is necessary to cause the photo-
graphs and sketches to correspond.
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APPENDIX III
Fundamental Equations in Dimensionless Form

Rice* has shown that the expected number** per unit time of positive crossings of
a level b by an excitation which is composed of a sinusoidal signal, A cos(27rfot), super-
imposed upon random noise of the type discussed in Section 111.2.2, is (in our notation)

(f 2f)ff 1/2 b A cos(27Tf 0 t)
f df /2/2 1/

Mfm(f~f (f(f)df) /
V f

0 0

where (44)

G Of xo ( + Afo sin(27if~t) d
'0

f (fw(f)f 2 df) 1/2)
0

w(f) t is the power spectrum of the noise portion of the signal, and € is a function such
that, for an arbitrary argument x,

0(x W ef

For any particular form of w(f), we are interested in the value of N for three
conditions:

*See Rice III, footnote in Section 111.2.2.
**The "expected number" per unit time of positive crossings of the level b is a par-

ticular average which may be operationally defined in the following way. By "positive
crossing" is meant a passage of the excitation amplitude across the level b when the pas-
sage is from smaller to larger values. Now, for an arbitrary value of the trigonometric
argument, 00 = 27rfoto, consider the instants of time corresponding to the values, nio,
of the trigonometric argument, where n = 1, 2, 3 ..... Consider also the set of small,
equal intervals, At in duration, whose midpoints lie at these instants. We label each
interval by the subscript appropriate to its midpoint.

Provided the intervalA t is sufficiently short, there will either be one positive cross-
ing of the level b in any specific intervalAtn (n = 1, 2, 3, . . . ), or there will be no such
crossing. Denote the number of intervals which each contain a positive crossing by Nc.

Then the ratio Nc/, ,Atn, where the summation is over all values of n (irrespective ofn=l n

the existence of crossings) is the value of the quantity, "expected number of positive
crossings per unit time," which corresponds to the arbitrary value i0.

Rice speaks of this quantity as the "probability of a positive crossing per unit time."
Because of the fact that the noise is a stationary time series, Rice's "probability" is equal
to our "expected number."

1'That is, the power spectrum of the noise at the input to the pulse generator. The
functional form of w(f) is hence determined both by the noise spectrum at the input to the
transducer, and by the characteristics of the filter which is internal to the device.
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NT - N corresponding to the "top" of the signal:cos(27rfot) = + 1, sin(27rf,,t) = 0, AL0,

Np - N corresponding to the "bottom" of the signal:cos(27rfot) = - 1, sin(27rf0 t) = 0,

A/0, and

NN - N corresponding to noise alone:A = 0.

For these cases, we have, from Equation (44),

/Wffdf b A

N1 = J-ý2-. + cc (45)
fN "of (f ()w(f)df)1/2 +(0 (w(f)df)1/2

NN00 0

From these three quantities may be obtained those which we use in our analysis, i.e., the
number of positive crossings per signal cycle when the sinusoid is absent, C; and the
discrimination factor, D. These are, from Equation (45),

NN 1 wf(f)f2dfj/ -2 (46)

D- 0 - etanh (46)
foo
Nr +o wf(f)df

00

and
NT -Np bA

D= tanh 00(7

NT +NB fw(f)df (7
0

As is explained in Section UI.2.2, we are treating two cases:

Case I ("white" noise)

, f<fo- (I -0)a

w(f)= k, f. - (1 -9)a-< f _<f. +0a (48)

0, a fo +a< f

Case 11 ("6-db" noise)

r0, f< f0 - (1 -0)a

w(f) = /f2, fo - (1 - O)a :s f !< fo + 0 a (49)

(.0, fo + 0a < f

where 0 is the fraction of the band above the signal frequency, fo.

In Case I, when one carries out the integrations and introduces the variables:
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a
fo

b
/8 l kf

0

A (50)

.81
z 1  kf0

one finds that

2 +02

KlI(+Bee)3 - (I-(1-o)a)j •i-
an C e (51)

and

DI= tanh(01 z 1) (52)

Similarly, in Case 11, when one introduces the variables:

a

A (53)
U "2 =

Z -( - O)a) (1 +0 a)

then
ý2 2

C2 =[ 12 - ( -)a] (1 +0c)e -- [I - (1 - O)a](i +± ) (54)

and

D2 = tanh(0 2 z 2 ) (55)

The reader should note that only the variable ot is defined in the same way in both
Cases I and II. The remaining variables, 8, a, and z, are defined differently in the two
cases. In each case, the variable z is defined in such a way that the discrimination func-
tion, D, is a monotonically increasing function of z for constant sinusoidal amplitude,
constant noise spectrum, and constant signal frequency. This is done for analytical con-
venience. The quantities 8 and a are chosen, like ce, to be nondimensional. Because of
the different nature of the noise spectrum in the two cases, their definitions are then
necessarily different.
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APPENDIX IV
Optimization with Respect to 6

This appendix is devoted to a proof of the following proposition:

Theorem-If the noise power spectrum is a nonincreasing function of frequency
(and the other conditions of the theory as described in Section 111.2 are maintained),
then 6 = 1 is an optimum condition.

Introducing the notation:

f,+ 0Oa

Vf (a, 6)0 w(f)f 'df (56)

f,- (1-6)a

and

0+ Oa

if "(a, 6) =jw(f)f 
2 df (57)

the basic equations to be treated (Appendix III) take the form

C.2 =~expf (bf 0)2AJ1 (58)

z = bf0
2 /zr. (59)

In particular, z is to be maximized subject to the constraint in Equation (58). As de-
scribed in Section 111.3, this may be accomplished by projecting the space curve repre-
sented by Equations (58) and (59) in the zab-space into any particular plane in this space
which contains the z-axis. The maximum point on this projected curve represents a
solution to the problem.

In particular, we may project into the za-plane by eliminating b between Equations
(58) and (59), obtaining

C. 2 =~exp4 q} (60)

where

=(Z/fO) 
2  (61)

If we can show that at any value of ce, and f or f ixed C , the value of ý defined by Equation
(60) increases with 6 , the theorem is proved. For, in this event, if the highest point on
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the particular curve z(a, 6 1) is found, it is not a maximum with respect to 0 because the
value of z can always be increased by holding ce fixed and letting 0 > 0 l.

From Equation (60), we have

- - :( + •I) (62)

the subscript 0 denoting partial derivative with respect to 0. Let us use subscripts U
and L to denote values at the upper and lower limits of integration of the integrals of
Equations (56) and (57). Then

9r = f. 2 a(wu - wL) (63)

and

= a L(wf 2)u - (wf2)LJ (64)

By the terms of the theorem, wU < wl; so zkI < 0. Using this, we may rewrite Equation
(62) as:

a 0 0
&~=[ ~ ~ (It (+~I (65)

Recall that from their definitions, P, W", and " are all positive.
I'

Two cases now arise. First, if e > 0, a 4/ > 0 and the theorem is proved.
Second, if '"8 < 0, then a sufficient condition for the truth of the theorem is

___< I___ 66
V" 1 (66)

It is clear from Equation (60), that in order to have a solution of the problem at all,
'P"/ I_ C* 2 , whence 11"Ž-> . Hence,

Moreover, it can be seen that if W"0 < 0, then (Wfo)L wf 2 2 2

whence

Frm uain (6 aF 2 (wf(2)U j aF(wf, 2 (wf_2)19 =Ilk (68)

From Equations (67) and (68) then, IVY I/;Pf <I o I/ ik, and the theorem is proved.
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White Noise

The problem is to find those values of (c, fl) which maximize D1 for a specified
C1 * and a fixed a 1. Such values will be called the optimum values (di, 13m)'* It will be
shown that with C* > 1, there exist unique optimum values for a and f1. The correspond-
ing value of z, and therefore of D, is a stationary maximum.

The equations to be satisfied are: +a3-11
C*2 = (1 3, j & 

2/a (69)3 ct

z 3/,a. (70)

In this case, one can project the curve of intersection of these surfaces into the particu-
lar radial plane € = 0 (i.e. the za-plane) by eliminating 3. One obtains

z2-=_I1n r +3 ce 2] (71)CE 3C.2

The value Ca m, which makes z a maximum in this plane, clearly corresponds to a maxi-

mum of the original space curve. Equation (71) defines a real curve in the z a -plane for

2 F 16
a> L +-_(CT2 _ 1)- 1 =a 0 0 (72)

3 3

with ca0o defined by the last equation.

Theorem-The curve in the z a-plane represented by Equation (71) has exactly
one stationary maximum.

Proof--There is at least one stationary maximum, since z(ao) = z(oo) = 0 and
z(ae) l 0, ao< a, both z(a) and dz/dabeing continuous for a > c0 .o Clearly, any
stationary maximum satisfies

Ce(3±+2 o) 3 + 3e+a 2 1(3
= in L *2  (73)3 + 3 ce+6l 3C

We show that this equation has at most one solution, a m>aeo"

The right hand side, R(a), and left hand side, L(a), of Equation (73) are equal
at any solution am"

*Throughout this appendix and the next, the subscripts 1 and 2 will be omitted for
brevity. It is to be understood that the variables treated in these appendices are those
defined with subcripts in Equations (50) and (53) respectively.
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Now,

dL (e) /dR (Ce) 1  ot (3 + 6ao + 2c 2)

da / daof (3+2a0(3+3a+ce2)1

or the slope of the right hand side exceeds the slope of the left hand side at every
value of ae. Thus, if R(ae) and L(ce) have a common value at cam, they cannot become
equal again at any a > a M. Moreover, ca 0 is not a solution. This means that there
is at most one solution at m > ca 0 .

For the case of white noise, one concludes that the optimum caM is the unique solu-
tion of Equation (73). The value zM can be found from Equation (71), knowing ce m, and the
corresponding 8. from Equation (70). Both optimum parameters (Cm' fim) depend upon
the value assigned to C *.

57



APPENDIX VI

Six-db Noise

The problem is to choose values (el,,flm) which maximize z, subject to the con-
straint C(c,fl) = C* , for the case where:

z =13(1 + a)/ce (74)
and

C. 2 = (1 +a) exp{-162(1 +0a)/a (75)

In terms of polar coordinates defined by Equation (26), these two equations take the form

C* 2 tan -= z expt-Pz sin } (76)

(77)z = tan q (1 + p cos q)

The general features of the curves defined in
equations are shown in Figures 32 and 33. It
ciently small, i.e.,C*2 e tan q < 1,

Z

(C *2e T/

a radial plane q = constant by the last two
is clear from the figures that if q is suffi-

AN 4 SIN 0)-I

-•.---SLOPE= (C*2e TAN 0,)2 SIN 0

p

Figure 32 - Curve defined by Equation 76

there is exactly one solution, z*, of the two equations which has a z-value above the point
P in Figure 32.
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SLOPE = SIN 4,

p

Figure 33 - Curve defined by Equation 77

The z-value of this solution satisfies the single equation

C*2 tan 0 = z exp{z(tan 0 - z)} (78)

It will now be shown that as g is reduced toward zero, beyond the point at which the solu-
tion z* appears uniquely on the upper branch of the curve of Figure 32, the solution z*
increases indefinitely.

Theorem-For any fixed C*, the optimum solution Zm(C*) corresponds to the
smallest value of 0 permitted by physical considerations.

Proof--From Equation (78),

dz* z*sec q
dO sin 0 [ 1 - z'tan 0

1 - z" (2z" - tan ~ I
Moreover, the same equation gives

z*(2z* -tan¢) 1 =(z*) 2 +ln C.2 e tan j

Since z* is above point P, the argument of the logarithm
there is no question that z*(2z* - tan 0) - 1 > 0. Therefore,
sgn dz*/d = -sgn(1 - z'tan 0). Now rewrite Equation (78) as

exceeds unity and

C* 2z* tanq5e-z*tan 0 = (z*)2e-(z*) 2

The right and left hand sides (RHS and LHS) of this equation appear graphically
as shown in Figure 34. It is clear that their intersection, which gives the solu-
tion z*, satisfies z* < cot 5 or z'tan 0 < 1. Hence sgn dz */d 0 = -1. Since the
solution z* thus increases with decreasing 0, the value of 0 should be taken as
small as physical considerations permit in finding an optimum zm.
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Figure 34 - Curves defined by Equation 78

One may be led to investigate the behavior of the possible intersection of the curves
of Equations (76) and (77) which lies below the point P. This intersection is of no conse-
quence, however, since it can be shown to disappear asqS = 7r/4, and for q < 7r/4 it lies
below C"2 e.

Suppose that there is an upper bound a" to the realizable bandwidth. This restricts
the smallness of q, and immediately gives a5 = a*. Returning to Equation (75), the cor-
responding optimum bias is

S I( 1(79)1 + oe* C.2

The optimum zm is easily obtained from Equation (74).

A word of interpretation with regard to the form of the last equation is necessary.
Clearly, it is nonsense if C" 2 > 1 + ae*. This means simply that if the bandwidth of the
system is too low, the number of background spots per cycle required by the specified
C* cannot be realized. In such a case, one must either content himself with a lower
background of spots, or must find a way to increase the passband of the system.
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APPENDIX VII
Notation

A: amplitude of a sinusoid
d: ability function
C: crossings per signal cycle
D: relative intensity of spots
H: raster height
K: positive integer
L: positive integer
M: positive integer
N: number of spots
P: undetermined multiplier
Q: undetermined multiplier
R: range rate
S: slope of line on raster
T: period
V: speed
W: raster width
X: increment in displacement

a: width of passband
b: bias level
c: velocity of sound
f: frequency
h: constant in the 6-db-per-octave noise spectrum
k: constant in the white noise spectrum
n: positive integer
p: positive integer
q: positive integer
r: frequency ratio
s: ratio of positive integers
t: time

w: noise spectrum
x: horizontal coordinate on raster
y: vertical coordinate on raster
z: dimensionless function of bias, bandwidth, and6.

ae: dimensionless width of passband
,8: dimensionless bias level
y: angle made with the horizontal by a line of spots on raster
ý: normalized z
0: fraction of passband above operating frequency
X: ratio of maximum slopes of two sinusoids
4: sinusoidal function of time
P: radius vector
a: dimensionless signal to noise ratio
-r: dimensionless trigonometric argument
0: phase angle of a sinusoid
0: polar angle; error function
Vqr: moments over w
0: phase angle; trigonometric argument
w: circular frequency
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