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Chapter 1
INTRODUCTION

G. L. Harvey
F. A, Rosell

A, OBJECTIVE

The purpose of this book is to provide an overview of radiometric and photometric con-
cepts involved in thermal imaging systems. Governing equations are derived from simple fun-
damental concepts. Also, models used for the visual discrimination, i.e., detection, recognition,
or identification, of real scene objects are discussed.

1t is hoped that the material in the text will be useful to forward-looking infrared radar
(FLIR) designers, evaluators, and thermal imaging system modelers, as well as those whose
sole interest is a grasp of the concepts involved in thermal imaging,

B. OVERVIEW OF THE CHAPTERS

This chapter contains an overview of the content and significance of the following
chapters. The report is structured so that the appendixes present the basic definitions and
mathemaiical tools which are used in the preceding discussion. The nature of the target signa-
ture is considered first. Then its modification by the atmosphere, its processing by the FLIR
system, the interpretation of the displayed information by a human observer, and the use of
these systems in a dynamic environment in which the problems of search and limited time for
the completion of assigned tasks must be considered.

1. Characterization of the Thermal Scene (Chapter ID

The scene, because of variations in either temperature or emissivity, is the source of most
of the radiation sensed by thermal imaging systems sensitive in the 3 to 5 or 8 to 14 microme-
ter spectral bands. Most of the scene objects obtain their energy from the Sun, and even man-
made objects such as trucks appear very much like trucks on thermal imaging system displays
when heated by external sources. However, the thermal images of trucks may appear radically
different when heated by their own internal sources such as engines or comfort heaters. The
detailed calculations of thermal scene object-to-background contrast are very complex and
beyond the scope of this report. However, the resuits of a number of such calculations are dis-
cussed. In particular, it is shown that thermal object-to-background sighatures are strongly
dependent upon cloud cover, the insolation, and the aspect angles between the viewer, the
scene object, and the Sun and sky. A ship on the open sea, for example, can reverse in con-
trast a number of times when viewed from a low flying aircraft as the aircraft approaches from a
long distance and then overflies the ship. The background may be the horizon sky, low-
emissivity water viewed at a shallow angle, high-emissivity water viewed directly downward, or
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even mirrored sky. The ship’s temperature may also be greater than the ambient air or water
temperature in the daytime and gmaller at night.

In system design and analysis, it has been common practice to assume an equivalent scene
object and background of unit emissivity. The temperature of the scene object is averaged aver
the object’s area and, similarly, the. temperature of the background is averaged over a paich
equal to the scene object’s area. The only information used is a single numericat value for the
object-to-background temperature differential and the abiect’s dimensions, Thus ait tempera-
ture gradients within the object and background are ignored. In the case of a hot spot on the
scene object, ignoring large temperature gradients may lead to pessimistic detection ranges and
optimistic recognition ranges. Similarly background gradients may constitute clutter with noise-
like properties. In addition, temperature differentials are sometimes averaged over a 24-hour or
some other fairly long time perfod. While, as a practical matter, it is ofien necessary to make
gross simplifying assumptions for the purpose of comparing competing systems of the same
type, it will become clear in Chapter Il that the use of some assumptions can tead to enormous
errors when compuling the probabilities of visually discriminating displayed thermal scene
obiects in a dynamically changing environment.

Though existing computer models can be used to obtain quite detailed thermal signatures
with detail within the objects and backgrounds, most of the thermal imaging models now used
are not now capable of using the amount of detail which could be provided. However, it is
important that gross changes in signature due to changes in insolation, viewing aspect, cloud
cover, and the like be considered as a minimum.

2. Atmospheric Effects on Infrared Systems (Chapter [ID)

The atmosphere is characterized by transmitting windows whose spectra! location restricts
the choive of detector and optical materials. IR imaging systems can be severely degraded by
high humidity or by poor visibility. The 3-5 um window is generally superior in transmittance
on clear humid days while hazy dry days favor the 8-12 wm band. In Chapter Iil, the reader is
provided with an easy to use (but accurate) procedure for evalvating aimospheric transmission.
Computer-based tables give transmittances with respect 10 a 10°C blackbody over the 3-S5 and
8-12 um windows. From (emperature, relative humidity or dew point, and visual range meas-
urement, the user reads molecular and continuum transmittances corresponding to a selected
range directly from the tables. This value of transmittance is then multipted by the value of
the aerosol transmittance calculated by using the results of visibility measurements to obiain
the composite atmospheric transmittance.

The chapter begins with a brief discussion of the main absorbing gases and contintes with
a more detailed exposition of aerosol scattering and the difficulty it causes because of its
extreme variability. The chaptler continues with the definition of atmospheric transmittance,
the concept of visual range, and the temperature and pressure effects on molecular band
absorption. This discussion is followed by a deseription of the LOWTRAN 3B computer pro-
gram for computing atmospheric transmitlance as developed by the Air Force Geophysicy
Laboratory in Cambridge, Mass.

Detailed expositions of meteorological variables such as seasonal variations of pressure
and temperature and the relative merits of different atmospheric models have baen purnosety
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avoided in this chapter. Also detailed discussion of molecular band absorption which is con-
tained in the voluminous references cited are not included. However, the computer algorithms
which produced the data in the tables provided have exploited all available current knowledge.

3. Video, Display, and Perceived-Image Signal-to-Noise Ratios (Chapter 1V)

This chapter is devoted to the basic concepts and derivations of fundamental mathematical
relations used 1o describe and analyze thermal imaging systems when the input test patterns are
standardized and quantitatively describable objects such as rectangles and periodic bar patterns.
The concept of the image signal-to-noise ratio obtainable from a sensor is developed along with
other sensor related quantities such as the detector detectivity, the video Signal-to-Noise Ratio
(SNR,) and the noise-equivalent temperature difference NEAT. SNR, is of primary interest
when the output of the sensor feeds a machine such as a video tracker or a scene object cueing
or pattern recognition device. The SNR is the image signal-to-noise ratio available to an
observer when the displayed image is limited only by finite sensor apertures or internally gen-
erated sensor or sensor generated noises and not by parameters of the observer’s eye. When all
pertinent observer eye parameters are included, the SNR becomes the perceived SNR or
SNR,. In many cases of practical interest, the SNR, and SNR, are equal. As may be sur-
mised, the SNR , and SNR ; are directly, related to the observer’s ability to discern a displayed
test pattern and do take into account the ability of the observer to spatially and temporally
integrate an image.

The video SNR, and the NEAT are generally related to the SNR, and SNRp, but the
relationship is not necessarily linear or direct. A sensor with a lower SNR , and a larger NEAT
may in fact produce a superior SNR;,. The reason for this apparent anomaly is that the SNR v
and NEAT include the video bandwidth as part of their definition, and this bandwidth is com-
paratively immaterial to the observer. When discerning images, the observer himself becomes,
in effect, the limiting overall system bandwidth.

Two models are developed for the SNRj, a periodic model used when the input image is
a sine or square wave bar pattern and an aperiodic model used when the test images are rectan-
gles. These two models are made necessary because the effects of system apertures or optical
transfer functions on image detectability are distinetly different for the two types of images and
not primarily because of observer effects (although some observer differences exist). In
Chapter IV, a number of thermal imaging sensor configurations are discussed along with the
modulation transfer functions* of various sensor elements including the lens, the detectors, the
multiplexers, and displays. The effects of the image sampling process in the cross-scan direc-
tion are also considered in Appendix G, along with the criteria for eliminating spurious
responses (aliasing) while maintaining a flat-field-display-luminance distribution. More detailed
derivations at basic equations used in Chapter IV are presented in Appendixes C through G.

4. Laboratory Performance Model (Chapter V)

In Chapter IV, the primary effort was to quantitatively determine the display SNR,
obtainable from the sensor when the input test images are rectangles or periodic bar patterns.
If the observer’s SNR requirements are known, then the probability that an observer will dis-
cern an image under a given set of operating conditions should be analytically predictable. The

*The modulation transfer function is the modulus of the optical transfer function which describes the effects of sensor
apertures.
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ability to perform such prediction is of considerable aid in designing and evaluating sensofy sys-
tems.

Over the past decade, many psychophysical experiments have been performed to deter-
mine the image SNR required by an aobserver, and a representative sample of the more per-
tinent experimental results is discussed in Chapter V and Appendix H. It is found that the
SNR p required to detect rectangles is approximately a constant for images which are not too
large in two directions simultancously and that the eye can spatially integrate surprisingly welt
over long thin rectangies. The eye’s ability to integrate over the length of a bar inn a bar pattern
is more limited, but the threshold value of SNR , required to discern the presence of a pattern
appears to fall off at the higher spatial frequencies. The ubserver’s SNR requirements arg usu-
ally specified in terms of a threshold value (50% probability of discerning the test image) and as
a function of the probability of detection, Approximately twice the SNR ; is required to discern
an image at the near 100% leve! than at the 50% level.

The two primary measures of the laboratory performance of thermal imaging systems are
the minimum resolvable temperature difference (MRT) and the minimum detectable tempera-
ture (MDT). In the MRT case, the input test image is defined to be a four-bar pattern with the
length of sach bar being seven times its width. The MRT represenis the smallest temperature
difference between the bars which permits the observer io resoive ail of bars at the 50% proba-
bility level. The MRT of the sensor is plotied as a function of the bar pattern’s spatial fre-
quency. In the MDT case, the test image is defined 10 be a square. The MDT represents the
smallest temperature between the sguare and its background which can be discerned by the
observer at the 50% probability of detection level. Both the MRT and MDT are analytically
predictable if the image SNR obtainable from the sensor is known, since the observer thres-
holds have been determined with fair-to-good accuracy at teast for the cases in which the image
SNR is system rather than observer eye noise limited.

It has been shown experimentally that the ability to discern a displayed test image can be
limited by fluctuation noise generated in the eye’s primary photoconversion process. In Appen-
dix H it is shown that the retinal fluctuation noise terms can be added to the systerm noise
lerms to create a perceived signal-lo-noise ratio expression but that the necessary psychophysi-
cal experiments have not been performed ta obtain the necessary eye parameters. The SNR,
expression must also, of course, include the effects of the eye’s apertures.

5. Static Field Performance Models {Chapter VI}

The analytical models of Chapters IV and V can be used to predict the incremental tem-
perature difference required to detect either aperiodic or periodic images of known geometry,
However, there are continuing efforts 1o correlate threshold resolution as measured or predicted
with the ability to discriminate visually (detect, recognize, identify, etc.) real scene objects. in
this chapler, we review the historical approaches which have been used, starting with the well-
known Johnson criteria wherein real scene ohjects are replaced by bar patterns of equivalent
contrast and of spatial frequencies which are a function of the level of visual discrimination
desired. The higher the level of visual discrimination wanted, the higher the spatiat frequency.

In the early 1970°s, Rosell and Willson attempted to quantify further the Johnson criteria,
using SNR and improved resolution considerations. The notion was to use Johnson’s criteria
directly to establish the bar pattern spatial frequency and 1o atiempt to correlate probability of
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recognition and identification with bar pattern SNR. While the agreement appeared good for
isolated targets on a uniform background, the agreement became poorer for cluttered scenes.
As a next step, the Night Vision and Electro-Optics Laboratory at Ft. Belvoir, Va. hypothesized
that the threshold bar pattern spatial frequency required at the 50% level of recognition or
identification could be selected on the basis of the Johnson criteria but that higher levels of
probability required a higher sensor threshold resolution (as opposed to a higher image SNR
alone). In concurrent experiments by O’Neill at the Naval Air Development Center at War-
minster, Pa. and Rosell and Willson, it was shown that the threshold spatial frequency response
required at the 50% probability level is not a constant but instead, it increases as the imagery
tends toward the noise limited as opposed to the aperture or MTF limited condition. On the
other hand, while it appears that the Johnson criteria cannot be used te select the bar pattern
spatial frequency at the 50% probability level, the NVL approach as formulated by Johnson and
Lawson to determine higher and lower probability levels appears to be superior to the SNR
approach based on parallel experiments on human face identification by Rosell and Willson.

By a further analysis of the O’Neill data, it is hypothesized that ability to discern real
images may be strongly related to the video signal-to-noise ratio (defined with respect to a
reference video bandwidth). A method of taking the video SNR into account is proposed in
Chapter VI, and the method appears to have promise but it has not been verified experimen-
tally. The general result of the O*Neill data analysis is that for video SNR above about 3-4, the
threshold resolution required at the 50% level of visual discrimination is a constant but
increases rapidly as the video SNR decreases below 3. It should be observed that O'Neill's
experiments were conducted with images of 100% contrast and whether the technique suggested
will work or not for images of lower contrast has not been explored. The details of these vari-
ous experimental results are discussed in Appendix 1. :

The original levels of visual discrimination proposed by Johnson were: detection, orienta-
tion, recognition, and identification. The orientation criterion has seen little use, and it is pro-
posed that it be dropped. However, it is proposed to increase the number of levels overall pri-
marily because the gap between simple detection and classical recognition is felt to be too large.
In the specific case of detection, an object may be considered to be more than simply detected
even though the sensor’s threshold resolution is only sufficient to permit simple detection in
the classical Johnson sense. A rapidly moving biob on a road, for instance, is probably a vehi-
cle. Thus auxiliary cues may lead to a higher level of visual discrimination than resolution
alone would tend to indicate. It is also observed that the number of resolvable lines required to
discriminate a real scene object is often a function of the viewing aspect angle.

Chapter VI concludes with a discussion of methods of performing range analysis as tradi-
tionally performed and also, by including some of the newer concepts discussed above. In per-
forming static field range predictions, atmospheric and sightline instability effects are included.

6. Thermal-Imaging (TIS) Dynamic Field Performance (Chapter VII)

The previous chapters have been directed toward the detection of a target when the
observer has an unlimited amount of time. In Chapter VII the element of time is introduced
into the task of physical acquisition, visual acquisition, and extraction of the required informa-
tion. All of the probabilities involved in acquiring and detecting a target are discussed using a
typical scenario for a FLIR system.



HARVEY AND ROSELL
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In Section VIIC the mechanics of visual search are described, the meaning of a "glimpse"
is discussed, and some typical values of visual search time are given.

The following sections discuss the probability of visual direction under a variety of condi-
tions, such as changing SNR, high SNR eavirenment, and an increasingly detectable abject.

Finally, Section VIIF shows how system parameters may cause the probability of detection
and identification for a high-resolution system to be lower than the probabilities of a lower reso-

lution system.

m



Chapter 11
CHARACTERIZATION OF THE THERMAL SCENE

F. A. Rosell
A. INTRODUCTION

Like the visible scene, the thermal scene has infinite variety, and the detailed description
of all but a limited number of specialized cases would be prohibitively costly. Elaborate com-
puter models have been developed to describe various scenes in some detail, but experimental
verifications of the models are few. However, those experimental results which exist show the
same trends as the analytical models predict. The detailed calculations of thermal scene object-
to-background thermal contrasts, which are based on rather conventional heat transfer con-
siderations, are beyond the scope of this report but a number of the results of calculatlons
which have been made will be discussed in this chapter (Ref. 2-1),

The scene, owing either to variations in temperature or emissivity, is the source of most
of the radiation sensed by the thermal imaging sensor. Most of the scene receives its energy
from the Sun, and the thermal scene displayed appears very like the visual scene although the
constrasts between scene objects can be radically different. Man-made objects, when heated by
internal sources, can produce a very unnatural appearance. '

It is not uncommon to assume that a scene object such as a ship or a tank always has a
certain incremental temperature above background. This assumption can lead to considerable
error even when for example, a tank has been exercised for a considerable period. The terrain,
for example, generally heats and cools much more rapidly than objects of large thermal mass
such as tanks and therefore both positive (hotter) and negative (colder) contrasts between the
object and its background c¢an exit. It may also be erroneously assumed that a thermal imaging
sensor is always the sensor of choice for night applications and that night and day performances
will be approximately equal. While this may sometimes be true, it is found that thermal scene
signatures will generally be smaller at night and during other periods of low insolation (Sun
heating).

In this chapter, a number of typical scene objects and their backgrounds will be discussed
in order to provide some physical insight to the general problem of characterizing the thermal
scene. The cases discussed are specific to the particular environment involved and are not

meant to be generally applicable. For more specific information, the reader is referred to Refer-
ences 2-2 through 2-4.

B. GENERAL SCENE CHARACTERISTICS
FLIR sensors detect radiation of wavelengths in the 3-5 or 8-14 micrometer atmospheric

windows and derive their images from variations in the radiation received. These variations can
be due either to variations in the emittance of the scene or to variations in the radiation
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reflected from the scene. The radiation reflected from the scene can come from a variety of
natural sources such as clouds, sky, and background, but is usually less than that associated
with a target at ambient temperature. The primary scene signal results from variations in emit-
tance and may be due io variations in temperature or emissivity. That is, the scene i3 the
source generating most of the radiation itself due to its inherent temperature.

The background radiation is that associated with the average scene temperature and emis-
sivity. Since FLIR systems currently employ ac coupling between the deteciors and their
amplifiers, the signal is due to variations about the average. One primary source of noise is that
due to the conversion of scene photons to electrons by the detectors.

Most objects in a scene obtain their energy (heat} from the Sun. Heat absorbed during
the day is lost at aight. The process depends upon the atmospheric conditions, the degree of
overcast, and the general air temperature. When humidity is high, the sky is cloud covered,
and the air temperature is near constan!, the scene tends not to vary much from day to night,
Everything stabilizes at air temperature as though the whole system were in a blackbody cavity.
Objects with low emissivity tend to take on the emperature of the air with a lag determined by
the thermal mass of the object and ils thermal conductivity. Materials that conduct poorly are
apt to have surface temperatures which determine their radiation characteristics and which vary
greatly, Objects with high emissivity are more likely to have their temperatures strongly
influenced by the physical characteristics of the scene objects and the radiation characieristics of
the sky and aimaosphere than those of low emissivity.

The effect of a strong wind is to reduce substantially the temperature excursions within a
scene. In effect, the thermal signature is partially "blown away.” During and after a rainstorm,
the scene tends to become isothermal. Also, an extended period of overcast witl reduce the
amplitude of cyclic scene lemperature variations. The reductions in temperature differences can
substantiatly degrade the appearance of the natural scene at long range, because the scene ther-
mal signature is further reduced by the atmosphere. However, the detection of hot man-made
objects could be enhanced by the washout of the background. It is also generally true that
periods of poor atmospheric transmittance and periods of low insolation tend to go together.

€. BACKGROUNDS

The radiation characteristics of a complicated scene can take on infinite variety, and
detailed analysis of any but a small sumber of representative typical cases has been prohibi-
tively costly in the past. In the future, wider use should be made of computer-generated ther-
mal scene object/background signatures provided that such efforts are paralieled with experi-
mental programs to validate the models. In the following some examples of computer-
generated thermal signatures are discussed. The results have not been verified experimentally,
but the results appear to be reasonable and are in general agreement with existing data.

Trees and bushes may be significantly warmer than grassy ground. In Fig. 2-1, a
computer-generated thermal signature is shown for five different background materials, as a
function of time of day from 6 a.m. to 8 p.ra. The conditions are given in Table 2-1. & is also
seen that sand heats more siowly and cools more stowly than the other backgrounds. The rela-
tive thermal contrast, which is defined to be the differential radiance between grass and the
other materials, is shown in Fig. 2-2. Observe that in this case, the sand is of negative contrast
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Fig. 2-1 — Temperature difference between various background materials and
air as a function of the tirme of day

Table 2-1 Conditions for the Calculations of Temperature
Difference Shown in Fig. 2-1

Ambient Temperature 298 K Cloud Cover 0.6
Pressure 1013 mbar Latitude 20°N
Declination 0 deg - Wind Velocity 12 mph
Visible Range 20 km Range 4 km
Mixing Ratio 16
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Fig. 2-2 — Effective radiant contrast between various background materials and grass as a function of the time of day
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during the early morning hours and of positive contrast in the afternoon. Beth the scene tem-
perature and the thermal contrast of the scene are seen 1o be strongly time dependent,

At night, trees mirrored in water appear even warmer. Three reasons for this effect have
been postulated: 1) the undersides of leaves may stay warmer than the top surfaces due to the
fact that they cool by radiation to a warm ground rather than than a cold sky; 2} the net emis-
sivity of the leaves’ undersides may be higher due to dew; and 3} the sensor viewing the undes-
sides of leaves off the water sees a cavity effect inasmuch as the water adds radiation and the
reflection from the underside of a leaf sees another leaf, etc. 50 as to cause a blackbody effect
while the top of the leaf reflecis the sky.

Usually, 2 calm sea under a sky appears cold at shallow viewing angles due to its high
reflectivity and low emissivity as can be inferred from Fig. 2-3. At steeper viewing angles, the
emissivity is greater and the water appears warmer. A sky overcast with low-altitude clouds can
make the water appear warmer. In Fig. 2-4, we show the angular reflectance properties of water
vs wavelength, which in turn shows that the angular reflection properties of Fig. 2-3 apply
throughout the infrared regions of interest.

The disturbed sea surface is difficult to describe in a closed mathematical expression. In
first order analysis it is common to use the sine wave and sawtooth approximations shown in

1.0
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Fig. 2-3 — Reflectivity and emissivity of water for the paralle! (I}, average (<

'>} and perpendicutarty (L potarized light components v angle of incidence
in the visible spectrum
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Fig. 2-4 — Spectral reflectanée of water vs wavelength for
various angles of incidence

Fig. 2-5. The sine wave sea is built up from sea-state descriptions of wavelength, height and
period, etc. The sawtooth approximation, which is analytically much simpler, has shown good
agreement with measured results in many cases. The sawtooth wave is inclined toward the sen-
sor at an angle and equals about 15° for the average sea.

In Fig. 2-6, we show three viewing aspect angles over a water background. Along a sub-
stantially horizontal path just above the horizon through a dense air path, the sensor "sees" the
air temperature. The air along the path may be considered to have an emissivity of unity and is
thus a "blackbody sky." From a perpendicular to the surface, the water has an emissivity of
unity and is thus a "blackbody sea." At the sea just below the horizon, a reflected ray would
follow the dashed line if the sea were perfectly flat but since the sea is almost always disturbed,
reflected rays from a higher source as shown by the solid line are observed. Experimentally,
the upward angular displacement has been observed to be approximately 30° on the average

11
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Fig. 2-5 — Sawtooth and sine wave approximations
1o a disturbed sea

Cold Sky & <lO

Sensor

Blockbody Sea

=10

Fig. 2-6 — Background radiation sources in three viewing ditections

giving credence to a sea model with an average slope of 15°. The thermal sensor viewing just

below the horizon senses a combination of the radiation emitted from the sea and the mirrored
reflection of a cold sky.

The wvariation in background temperature with the viewing aspect angle is iHustrated in
Fig. 2-7. Note that the sea background temperature dips just below the horizon and a ship
which may be colder than either the air or the water may yet be imaged as hotter than either.
The effect of an overcast sky is illustrated in Fig. 2-8. The sky temperature is seen to increase,
and the dip in apparent temperature just below the horizon is decreased.
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Fig. 2-7 — Effect of viewing angle on apparent background temperature
of air and a disturbed sea

D. SCENE OBJECTS

A truck, when heated by nature looks very much like a truck on a' FLIR display. The
cavity under the*truck may appear hot if viewed at an angle since by muitiple reflection, this
area has an emissivity of unity. The truck often has dark areas due to low-emissivity metal
areas which reflect the sky. When idling, the engine and exhaust become very hot, exhibiting
localized areas of radiation which may saturate the display. If the FLIR displays hot as white,
the extreme brightness can aid detection but degrade recognition. Localized heating can cause
the entire hood of the truck to appear very bright. By reversing the polarity to hot as black, the
picture often appears more normal. If the truck is moving down the road there is again local-
ized heating but not of the same type. The hood is cooled by the airstream to near the air tem-
perature. The exhaust will still be hot and the undercarriage and tires will appear warm to hot.

Tanks have a large mass and generally lag the terrain in temperature when parked. The
engine and exhaust can appear very bright when the tank is running and these features are in
the field of view. When driven, the bogie wheels and treads as well as the rest of the tank heat
to provide a natural looking picture. In Fig. 2-9, we show the various factors which influence
the heating of a tank. The factors which must be considered are the insolation, the radiation
exchange between the tank and its surround, convection due to wind or tank motion, internal

heat sources such as the engine, and conduction to the earth. Conduction is of particular
interest when the tank is parked in snow. *

13
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Fig. 2-8 — Effect of an overcast sky on the equivalent
background temperature for various viewing angles

The signal obtainable from a scene object is a function of the viewing aspect angle and
therefore the signals will be time dependent on even a very short time basis when the sensor is
moving. A computed temperature profite of a tanklike object {parked) is shown in Fig. 2-10.
The temperature curves show the effect of the sun passing from east to west, Temperatures of
the eastern surfaces peak in midmorning and then slowly cool to equilibrium in midafternoon
while the western surfaces do the opposite. South facing and roof surfaces rise to a postnoon
peak before they decay. The thermal lag of the tank is seen by the fact that the roof surface
peaks later than the background.

The radiant contrast between the tank and a grass background is shown in Fig. 2-11. I it
is desired to image the tank, it is seen that there is four times more thermal contrast on the
east side of the tank at 9:00 a.m. Near noon, the tank will be more easily discerned in the
narth-south direction. In the late afterncon, the roof and the west sides of the tank provide
higher contrasts.

%
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Fig. 2-9 — Factors to be considered in thermal modeling of a scene object
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Fig. 2-10 — Temperature difference between a tank and air as a function
of the time of day for various viewing directions
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Fig. 2-11 — Effective radiant contrast between the tank and the grass background as
a function of lime of day for various viewing directions in the 3-11 um speciral
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The thermal contrast of a ship against a sea and an air background is shown in Fig, 2-12
as a function of the time of day. The upper set of curves pertains to a semitropical warm sea.
In the specific case analyzed, it can be seen that the ship can appear in positive or negative con-
trast relative to both the sea and the air. In the lower set of curves, a cold sea typical of the
northern climes was assumed and for the specific case analyzed, the ship was always of positive
contrast telative to the air -and the sea. In making the above calculations the ships were
assumed to be moving, there was a wind and partial cloud cover, and specific viewing angles
were assumed. A stationary ship under a clear sky with no wind might be expected to undergo
rather larger temperature excursioits, but the same trends are expected.

E. EQUIVALENT TEMPERATURE DIFFERENCE -

"~ As noted sbove, the thermal signature of a scene object can be due’tartemperatute
differences, emissivity differences, and reflected radiation. To simplify calculations it is com-
mon to assume an equivalent object of unity emissivity and zero reflectivity because the
sensitivity-resolution characteristics of a sensor are usually specified in terms of a minimum
resolvable or detectable temperature difference s angular spatial frequency. Another
simplification which is often made is to average the temperature over the entuwe area of the
scene object {Ref. 2-2}. An example of a thermal signature of a truck is shown in Fig. 2-13.
The truck is divided into areas 4, of substantially constant temperaure T,. Truck areas which are
at the same temperature as the background are ignored. The approximate temperature of the
whole truck for modeling purpeses is taken to be

£ 4 T
Toe = —5 4

If we assume a uniform background al temperalure Ty, the average truck temperature
difference is

aTowe = Toe — Ty.

The equivalent track is thus assumed to be a rectangle with the same area and a temperature
difference AT,,.

Some small areas of the truck may be verv much hotter than some of the larger areas.
Averaging dilutes the effect of the small hot areas, but this usually is not a modeting problem
when the seene objects are fairly small relative to the field of view because the het spots are
smeared out by the sensor apertures and the eye can equally detect small hot objects and larget
but cooler objecis so long as the incremental signal integrated over the object areas are the
same. At closer ranges, localized hot spots such as stacks on a ship which are aotherwise of
small extent may be of significant aid in detection and in recognition.

The minimum resolvable and detectable temperature differences are ordinarily measured
using a 300 K background. [f the scene object temperature differences are smati and the back-
ground is approximately 300 K, the AT, approximation for the actual scene object radiance
may be used. In other cases, the actual incremental radiance must be calculated because AT
and the incremental radiance are not linearly related.
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Chapter III
ATMOSPHERIC EFFECTS ON INFRARED SYSTEMS

J.B. Goodell
R.E. Roberts

A. INTRODUCTION

The atmosphere is an important, integral factor in the analysis and design of infrared (IR)
systems. The spectral location of the atmospheric windows, for example, restricts the choice of
materials for detectors and optics. Furthermore, within these windows, poor visibility
substantially degrade the operation of IR imaging systems operations. On clear days of high
absolute humidity, IR systems of equivalent sensitivity usually operate better in the 3-5 um
window, while hazy or limited visibility conditions generally favor operation in the 8-12 um
window. The atmosphere is undoubtedly one of the most important factors controlling the per-
formance characteristics of FLIR devices and certainly must be taken into account both in the
optimal choice of spectral bands and IR systems design.

This chapter provides the reader with a brief review and assessment of the LOWTRAN
3b* propagation code (Ref. 3-1) for evaluating atmospheric transmission and contains con-
venient computer-based tables derived from LOWTRAN 3b giving atmospheric contrast
transmittances averaged with respect to a 10°C blackbody over the 3-5 and 8-12 um atmos-
pheric windows. From a knowledge of the local meteorological conditions {temperature, rela-
tive humidity or dew point, and visual range) the reader can simply and directly compute the
transmittances corresponding to a selected range.

The chapter begins with a brief discussion of the main absorbing gases. It continues with
a more detailed exposition of aerosol extinction together with an assessment of the aerosol
modeling uncertainties. Following this is a description of the LOWTRAN 3b computer pro-
gram for computing atmospheric transmittances as developed at the Air Force Geophysics
Laboratory, Cambridge, Mass. It is currently the most widely accepted standard for computing
atmospheric propagation and forms the basis for the data in this chapter. The model, however,
does not include important man-made aerosols such as battlefield smoke and dust which are .
beyond the scope of this chapter. Detailed procedures for determining atmospheric atienuvation
from tables computed using LOWTRAN 3b conclude the chapter.

This chapter purposely avoids detailed expositions of meteorological variables such as sea-
sonal variations of pressure and temperature, or the relative merits of different atmospheric
models beyond LOWTRAN 3b. Nor does it include detailed discussions of molecular band
absorption theory. The literature contains voluminous theory and data concerning all these
topics which, of course, are crucial to atmospheric transmittance. The reader who wishes to
probe deeper can consult references 3-2 to 3-42,

*LOWTRAN 4, which has provisions for calculaling the radiance from atomspheric palhs, is now available as a card
deck from the National Climatic Center, Federal Building, Ashvilie, NC 28801 for a charge of $20.00. (Address re-
quests lo Mr. R. Davis.) The transmittance portion of LOWTRAN 4 is essenitally the same as LOWTRAN 3b.
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B. ATMOSPHERIC MOLECULAR CONSTITUENTS

1. Water Vapor

Water vapor 8 the most important absorbing gas in the earth’s atmosphere for infrared
transmission and also the most variable. Local humidity conditions can casily double the water
vapor content in the atmosphere in any locale in a matter of hours with a changing weather
front, thus severely degrading the infrared imaging systems performance expectations (Ref. 3-
43}. Moreover, water vapor absorption primarily determines the atmospheric windows as Fig.
3-1 shows. For clear conditions these stmospheric windows vary in fransparency primarily in
response to the water vapor content. A dry {(midlatitude winter) atmosphere {e.z. 3.5 g/m¥} is
almost completely transparent in the windows. A wet tropical atmosphere (19 g/m?) on the
other hand almost completely blocks large portions of the atmospheric windows. Table 3-1
ittustrates typical water content for various atmospheric models as given in the Air Force Geo-
physical Laboratories tabulation (Ref. 3-44).
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Fig. 3-1 — Constituent absorption bands and
atmosphieric windows

Table 3-1 — Water Vapor Density {g/m°) in the
Atmosphere at Various Levels for Several Atmospheric Models

Atmospheric Maodel
Alt
km} . Midiat. | Midlat. | Subartic | Subartic US. Std
Tropics Summer | Winter | Summer | Winter e
g ig 14 3.5 9.1 1.2 5.9
i 13 8.3 2.5 6.0 1.2 472
2 §.3 5.9 1.8 4.2 0.94 29
3 4.7 33 1.2 2.7 0.68 1.8
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Water vapor absorption occurs in two forms, molecular band absorption and continuum
absorption. Very complex spectra characterize molecular absorption. Literally hundreds of
vibration-rotation energy level transitions create the water vapor absorption bands. ~Figure 3-2
is a moderately high-resolution spectrum of water vapor in the spectral region from 5 to
7.69 um. The water vapor continuum on the other hand has essentially a smooth- spectral
dependence and is present in both the 3-5 um and 8-12 um windows. A recent review (Ref.
3-45) of the 8-12 um continuum absorption indicates that the contribution due to pure water
vapor is ‘quantitatively well understood both with ‘respect to the spectral dependence between
8-12 um as well as to the strong and important temperature dependence of that absorption.
The only remaining uncertainty for this particular continuum absorption arises from the
nitrogen-broadened portion of the water continuum. The overall contribution from this term
is, however, small, and its effect on the uncertainty of FLIR performance is negligible.
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769 714 &.67 6.25 588 5.56 5.26 5.00
WAVE LENGTH um
Fig. 3-2 — Moderate reselution H,O spectrum, 5-7.6% pem

Much less is known about the 3-5 wm continuum. A best estimate for the extinction
coefficient B on* is 0.04km ! + 0.04 (Ref. 46-48). These values may be overly pessimistic for
the 3-5 um window since the water vapor continuum coefficient appears to attain its largest
value near 4 um. The relatively large uncertainty, of 0.04 km !, however, should not affect
FLIR systems performance significantly although a possible exception may be long-range ship
recognition which can be dominated by clear but humid transmission paths.

2. Carbon Dioxide CO,

Carbon dioxide, unlike water vapor, has a constant weight ratio in standard atmospheres.
Local perturbations such as automobile exhaust, dense foliage, and factory exhausts can, of
course, alter the "standard” distribution.

Carbon dioxide is second in importance to water vapor in terms of infrared absorption in
the clear atmosphere. It closes the 3-5 and 8-12 pm spectral windows. Figure 3-1 shows the
carbon dioxide spectra together with the atmospheric spectra and those of other gases.

*Beone the extinction coefficient equals —{/n+)/R, where 7 is the transmiltance and R is the range.

23

T ——




GOODELL AND ROBERTS

3. Nitrous Oxide (N,0)

Nitrous oxide has an approximately consiant concentration in the atmosphere. I has a
strong absorption band, at about 4.5 um and at about 8 pm, otherwise ils abserption is
insignificant (see Fig. 3-1).

4. Methane (CH))

Methane has an approximately constan! concentration in the atmosphere and generally
occurs in small amounts except over swamps {marsh gas} where large gquantities increase
atmaspheric absorption noticeably in two narrow infrared bands centered arcund 3.5 and § pm
(see Fig. 3-1).

5. Ozone (03

Ozone has 2 variable distribution in the earth’s aimosphere. Sofar ultraviolet dissociation
of O, molecules causes O; concentration to peak at a height of about 24 km. The very strong
O3 9.6-um absorption spike attenuates noticeably over long sea level paths in spite of the very
small sea level ozone concentration (see Fig. 3-1). Normally, however, FLIR operation does
not experience difficuity with the Q5, 9.6-um band.

6. Carbon Monoxide {CO)

Carbon monoxide has a nearly consiant concentration in the almosphere except where
increased by pollutants, such as exhausts. Councentrations of carbon monoxide cause atmos-
pheric absorption in a band between 1.6 and 3.8 pm (see Fig. 3-1).

7. Nitrogen (N}

The concentration of nitrogen in the earth’s atmesphere is about 78.088 percent by
votume. Nitrogen affects atmospheric transmission primarily through the nitrogen continuum
in the 3-5 um window.

8. Oxygen (O,)

Molecular oxygen comprises 20.949 percent by volume in the earth’s almosphers. O,
absorption should not be confused with O, (ozone) absorption which is strong at 9.6 um. Oxy-
gen band absorption is negligible in the 3-5 and 8-13 pm windows.

Table 3-2 shows the concentrations of the principal absorbing gases in the earth’s atmo-
sphere. The compositions are percent by volume. In a model atmosphere all important spec-
troscopic gases except ;0 and O; have nearly constant concentrations. The composite absorp-
tion of all these gases produces the results shown in Fig. 3-3, which is a transmission spectrum
measured by Yates and Taylor over 5.5 and 16.25 km horizontal atmospheric paths.
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Table 3-2 — Composition of the Atmosphere

, Percent by . Percent by
Constituent Volume Constituent Volume
Nitrogen 78.088 Krypton 1.14 x 10~*
Oxygen 20.949 Nitrous Oxide 5% 1073
Argon 0.93 Carbon Monoxide | 20 x 1075
Carbon Dioxide 0.033 Xenon 8.6 x 10~¢
Neon 1.8 x 1073 | Hydrogen 5x 107
Helium 5.24 x 10~* | Ozone variable
Methane 1.4 x 10™* | Water Vapor variable
€100 55E -
E 0 .5 km ‘5.5 km 5.5 km -'W;"ll” ] . 5.5 km
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Fig. 3-3 — Aumospheric transmission at sea level over 5.5 and 16.25 km paths

C. AEROSOLS

The atmosphere also contains suspended particles such as dust, carbon particles, sand,
ashes, water droplets, salt spray, and the like whose sizes and concentrations depend on local
environments and can, therefore, vary not only with locale but temporally within a locale. Typ-
ical aerosol radii range from about § x 1073 xm up to about 20 xm. Their number density can
vary from almost zero up to about 10°/cm?. The main contributors to aerosols are: sea spray;
fog; haze; dust storms; and air pollution. Other contributors include forest fires, sea salt, rocks,
soil, volcanos, meteoric dust, and biological materials.

Particulate extinction, especially the aerosol effects associated with limited visibility condi-
tions, undoubtedly causes the largest uncertainty in the modeling of propagation for electro-
optical systems. LOWTRAN 3b, for example, currently adopts three aerosol models applicable
for low-altitude use (Ref. 3-1). Two of these are suggested for usage over land and are
referred to as the urban and rural models. For the computation of extinction coefficients these
models are nearly the same. The third low-altitude model employed on LOWTRAN 3b is
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referred to as maritime. Also, for poor seeing conditions, such as visual ranges of 2 km or less,
LOWTRAN 3b adopts a stopgap measure which amounts to egualizing the attenuation in alf
spectral bands. The equal attenuation aerosol methodelogy ieads to a pessimistic result for the
IR attenuation and in a sense, provides a lower bound to an expected infrared performance
range. Such a spectrally flat extinction coefficient, however, may not be justified. Experiments
with fogs and clouds as well as calculations based upon assumed particle distributions indicate
that although the 3-5 pm atienuation is roughly that of the visible band, the 812 um extinc-
tion is typically one half that of the other band. Thus an egual atienuation assumption can lead
to extremely pessimistic predictions for 8-12 um systems performance. This obviously has
strong implications on the selection of an optimal spectral band for IR sensors {ie., 3-5 vs 8-12
paml.

The rural and urban models have gained widespread use for central European environ-
ments, particularly for the limited visibility conditions so often encountered during the winter
months. They may not, however, be appropriaté for limited visibility conditions. A misleading
conseguence of the use of these two models in any such application is that they tend to predict
optimistic values of infrared transmission. For example, the urban and rural acrosol models
predict higher transmissions in either the 3-5 or 8-12 um bands than would be measured. These
models tend to give optimistic results for IR propagation because of the low number deasity of
large particles.

The maritime model particle distribution has a relatively higher concentration of large par-
ticles which is typically characteristic of hazes and fogs. Since optical properties used in gen-
erating the maritime model are very nearly those of liquid water again as found in continental
fogs and hazes, the maritime model is most appropriate not only for oceanic environments but
also for continental environments for fogs and hazy visibility conditions {(Ref. 3-49). This
stalement tends to be borne out not only by theory in terms of what distributions are expected
to look like for such conditions but also in terms of a comparison with the existing experimen-
1al date base for poor visibility conditions. If one is to adopt aerosol methodologies directly
from the LOWTRAN 3b code, it is advisable to employ the maritime model both for at-sea use
as welil as for over land usage under poor seeing conditions. As one would expect, the applica-
tion of the maritime aerosol algorithm is not nearly so optimistic for the infrared spectral bands
as would be the case for the previous continentai modets. LOWTRAN is an evolutionary
ntodel which changes as the data base grows.

Most current aerosel models suffer considerably from reliance upon a single
representative particle size distribution. The current LOWTRAN 3b aerosol models as dis-
cussed above use measured optical properties (representative of average continentai, rurai,
urban, or maritime conditions) with a single assumed distribution to predict, via a Mie compu-
tation, a scaling mode} for the extrapolation of the visual range 1o IR transmission. The under-
lying assumption is that for a particular environment, such as a continental haze, the shape or
functional form of the distribution remains unchanged. In many, if not most, cases this is not a
valid representation. For example, in an evolving fog formation the water droplet distribution
tends to change in the sense that there are relatively more large particles as the visibility
becomes lower. Figure 3-4, which shows some representative particle size distributions for
hazes and fogs from the recent Grafenwshr fieid measurements {Ref. 3-50), iltustrates this
dramatically. Each of these distributions leads 1o a different spectral dependence for the aerosol
extinction coefficient,

26




NRL REPORT 8311

4 : TRANSMISSION
\ : RECORDED : :
s { TIME VISUAL RANGE 0.8-1.1 3.4-4.1 8.1-120
\ ———————— 12/30/75 @2200 4.5 km 57%  95% 97%
3 LW -- 12/31/75 @0300 2.8 9 45 57
aind ST Bl 12/31/75 @0600 1.8 5 25 31
> ~fy s —-—n—-— 12/31/75 @0800 14 1 10 14
5 \‘: SR SO 12/31/75 ©1000 0.6 05 1 4
[ ..
g 2 = .
) ' 1.
] \
~ * .,
E 1 \\\' = e
[¥) - - T, "'..
= " - ~- iy -,
< ' - ~ - ~ T
o ! N
U NN ..
Q 0 A S .\‘ l.v
8 i \:\\ ‘\ -"-._
- 4 \ .\ .
. — i \ N .,
|\ L -
-1 R - . e
| S P S —
-2 1
0 ] 2 3 4 5 6 7 8 .

PARTICLE RADIUS, MICRONS
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A potentially useful method (Ref. 3-49) which is aimed at obtaining information directly
related to IR propagation without reliance upon a single assumed distribution is the concept of
correlating infrared propagation with the integrated liquid content along the transmission path.
This approach has two advantages. First, it is insensitive to the shape or form of the assumed
distribution. Second, it permits a remote measurement along the preferred ling of sight (rather
than a local measurement such as humidity, temperature, et¢.) with, for example, a laser rang-
ing system such as LIDAR for determining liquid content; thereby implying IR propagation
directly on a real-time basis. Such a methodology can also be used to derive general scaling
relationships between visibility statistics and propagation in other spectral bands. The relation-
ships derived thus far, however, are not linear in the sense that LOWTRAN 3b is, and predict
more general functional relationships between the IR and the visual bands. ‘

Figure 3-5 illustrates that there is indeed a strong correlation of IR extinction by aerosols
with the liquid content. The points are representative of the different distributions summarized
by the recent review article of Tomasi and Tampieri (Ref. 3-51). The relative placement of the
Grafenwohr measurements and LOWTRAN 3b maritime and rural cases are also shown. The
points located toward the upper right corner are indicative of limited visibility conditions.
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Fig. 3-5 — Correlation of 10-um extinction coefficient with tiquid content. The distributions have

been normalized o a tolal number densily of one particle per cubic centimeter.

Most of our propagation models rely upon metcorolegical inputs as a driving paramater.
For example, in the case of LOWTRAN 3b one uses an sstimate of the visual range to imply
multispectral agrosol effects. There is a serious problem in using such a meteorological parame-
ter for estimating propagation either in IR channels or in the visible channels. The first prob-
fem is associated with the subjectivity of an observer making the observation. It is well known
that different observers or even the same observer on different days can obtain drastically
different results for the visual range under similar conditions. Secondly, an estimate of the
visual range is usually at best a local measurement determined by a particular line of sight
which the observer happens to take. In many cases this has littie, if any, resemblance to the
application being made. This is due to the vertical inhomogeneities associated with atmospheric
aeroscls. For example, an observer making a ground-based visual range estimate can obtain a
result for the extinction which is orders of magnitude different from a similar estimate that
might be made from a balloon-borne platform. Figure 3-6, again based upan the Grafenwdhr
data base, illustrates this point dramatically.
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Fig. 3-6 — Effect of altitude upon the extinction coéfficient
of aerosols for limited visibility conditions

Sections B and C have reviewed and placed in perspective the three major categories of
atmospheric transmission. It is fair to say that the first category, namely molecular absorption
by the uniformly mixed gases, is fairly well understood. It also is apparent that the water vapor
continuum from an engineering standpoint is fairly well understood in the 8-12 um band but
has a much larger discrepancy associated with it in the 3-5 um band. Measures to remove this
discrepancy are under way in several government laboratories. Finally, the largest problem that
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we have in modeling the weather propagation effects for electrooptical .(EO} Sensors is associ-
ated with our uncertainties in the aerosol environment.

D. ATMOSPHERIC TRANSMISSION AND EXTINCTION
1. Transmission

When the gas guantities are known, the atmospheric transmittance over the corresponding
line of sight path can be determined from the spectral absorption properties of the gases. The
composite atmospheric transmittance is usually approximated by multiplying the transmittances
of each separate compenent, averaged over some very narrow spectral band. Thus the average
atmeospheric transmitiance over a line of sight path in a narrow spectral band is generally writ-
ten as

Ta ™ TIaTanee TNA:

where T..7 5 are the transmittances of the individual absorbing species averaged over the nar-
row spectral band. The line of sight path determines the quantity of gas to be inserted into
each individual 7.

In general, the calculation of the ©'s is very detailed and tedivus because of the extreme
compiexity of the motecular spectra.

2. Extinction

For very narrow spectral intervals (essentially speciral lines) and/or weak wavelength
dependence, Beer’s Law, namely,

T =exp {(—B.x R},

provides a useful approximation 10 atmospheric transmission. B,,, s the "extinction coefficient’
associated with the composite atmospheric transmission, and R is the range, usually in kilometers.
The approximation is generally fair for aerosol particles and the water vapor and nitrogen con-
tinua all of which display weak wavelength dependences.

The concept has two advantages for IR imaging system analysis. The first is that for an
atmospherically limiting environment the range performance {such as detection or recognition
range) for a given system directly relates to 1/8,, Thus a doubling of the extinction
coeflicient degrades range performance by roughly half. A relative uncertainty in the extinction
coeflicient @8 ,,,/B... produces a comparable uncertainty in the performance range, namely,
dR/R.

The second advantage is that 8,,, can be separated inte various components, for example,
Bonar Brans B oo the extinction coefficients due to molecular band absorption, gas continuum absorp-
tion, and aerasol attenuation. This form provides a convenient mechanism for discussing the
effects due to the dominant species, namely, continuum and aerosols.

Used with discretion and an understanding of its limits of validity, the concept of extine-
tion provides useful insights into atmospheric influences on IR imaging system performance.
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E. LOWTRAN COMPUTER PROGRAM
1. General Description

Many available computer programs today compute atmospheric transmittance over arbi-
trary slant paths from temperature, pressure, gas and aerosol lapse rates, and spectral line
strength data. Most of them provide satisfactory values. Many are still evolving as new infor-
mation advances the state of the art. Most of them are too complex for field use.

The LOWTRAN 3b computer program which forms the basis for the transmittance tables
in this chapter was developed at the Air Force Geophysics Laboratory (AFGL) by J.E.A. Selby
and R.A. McClatchey. LOWTRAN 3b predicts atmospheric transmittance along slant paths in
the wavelength region from 0.25 to 28.5 um. The LOWTRAN 3b program contains approxi-
mately 2000 cards. The program allows a choice of one of six model atmospheres or direct
inputs of measured atmospheric data. LOWTRAN 3b includes the following atmospheric
absorbing molecular species as discussed in Sections B and C.

1. Water vapor from 0.690 to 28.57 um.

2. Uniformly mixed gases including CQ,, N,, CH,, CO, and O,. Absorption is calculated
in two bands: 1.241 to 20.00 em; 0.758 to 0.771 pm.

3. Ozone from 3.05 t0 17.39 pem.

4. The N, continuum from 3.65 to 4.81 um.

5. The water vapor continuum from 7.14 t0 14.93 pum.

6. Ozone between 0.43 and 0.77 um (the visible) and wavelengths shorter than 0.36 wm.
2. LOWTRAN 3b Aerosol Methodolozy

Although there are many gross uncertainties (as discussed in Section C) involved in the
assessment of bad weather aerosol effects upon IR systems, one can at least develop a qualita-
tive if not semiquantitative understanding of weather-sensor relationships by using the straight-
forward aerosol models contained in the LOWTRAN 3b code. The assumptions embodied in
this particular transmission aigorithm ultimately lead to a set of fixed linear relationships
between the subjective visibility estimate, ¥, and extinction in other spectral regions according
to:

Bat’r()\) = CA Baer (Os‘sﬂm);

where C\ is determined via a Mie scattering calculation based upon a single representative size
distribution and a set of optical properties. A different C, is obtained for the so-called mari-
time, urban, and rural cases. 8, is in turn related to the visual range, V, with the well-known
Koschmieder relationship:

B uer(0.55um) = 3.91/V,

derived using a 2% contrast requirement.
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Since C, for the LOWTRAN 3b program displays only a weak variation with A over the
3-5 and 8-12 um bands it is possible to describe the LOWTRAN 3b maritime, rural, and urban
models quite simply and accurately with the following formulas.
Marvitime:
em =224/ V,
Bi-t2um = (. 85/ V.
Rural:
X = 0.42/V,
B3 1km = .43/ V.
Urban:
2ET = .60/ ¥,
gilum = 941/ V.

The aerosol transmission factor is then obtained in a straightforward fashion vig

— p Paerf
Taer = € .

In light of the criticisms raised in Section C one would be welt advised to use {within the
context of the LOWTRAN 3b code) the maritime model for continental limited visibility {4
km} environments as well as oceanic conditions.

F. ATMOSPHERIC TRANSMISSION TABLES

1, Description

The atmospheric transmission tables in this chapter use specirally weighted transmitiances
catculated from LOWTRAN 3B in two important atmospheric windows, 3-5 and 8-12 um. The
spectral contrast weighting produces the average transmitiance of radiation from a blackbody
source at 10°C in each of the two windows according to the formuts,

J'A LLAWN

T T
X sys T amm aT

Tam = *
Soro aa’;f A,
where 7, is an instrument function equal to unity over the spectral range included in the integration,
and zero elsewhere, W is the blackbody function, T is temperature, and X is the wavelength. Tables
3-3 through 3-10 include transmission data for horizontal line of sight ranges in factor of two
increments from 0.5 to 312 km, dew point values from -20° to 40°C) in S-deg steps, and tem-
perature values (8-12 um window only) from —20° to 40°C.

Transmittance values in the tables are due only to molecular band and continuum absorp-
tion. They do not include aerosol scattering which is cormputed separately.

2. Atmospheric Transmittance Determination
The tables require three inputs:
® Range

¢ Dew Point
® Temperature
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and also requires a measured visual range in order to assess aerosol effects, When these are
known, use the following steps to determine atmospheric transmittance. .

1. Select the range.

2. Choose the table corresponding to range and spectral region. (In the 3-5 um window
there is only one table for all ranges.)

3. Find the dew point column corresponding to the measured dew point temperature.
4. (8-12 um) Go down the column to the proper temperature.

5. (3-5 um) Go down the column to the proper range. Read the transmittance and go to
step 6. (This is the "infinite visibility" transmittance.) '

6. Compute the aerosol transmittance from the formula:
7 ser = €Xp (—BR),
where R is the selected range, V is the measured visual range, émd _

0. IS,S =(8— 12 ,um band)

B -
224 24 (3=5 um band)

7. Multiply the results of step 5 by the results of step 6 to complete the process.

3. Conversions

Relative humidity fro% absolute humidity (or use Fig. 3-7)
AHX a

Ri= isop

where

R is relative humidity

T, is air temperature (K)

Ay is absolute humidity (g/m)

P is vapor pressure of water (use Table 3-11) (mm of Hg)
Dew point to absolute humidity

Ay = A exp (18.9766 — 1495954 — 2.438849 g/m?
A 273.15

273154+ Ty,
T, is dew point (°C)
Torr to absolute humidity
Ay = 1.05821 3

1+ 0.0036; [ ov /M
f is air temperature (°C)

Noie that there is little difference between Ay and P, for ambient conditions.
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Examples

For a local temperature of 10°C, a dew point temperature of 5°C, and a visuat range
estimated to be 4 km, find the atmospheric transmittance over an 8 km horizontal path,

1. 8-12 pm Window

From Table 3-8, the "infinite visibility” transmittance is 0.445. The aerosoi transmittance
corresponding to the maritime model value of 0.85/V.R. for the 8-km path is (L1800, The com-
posite atmospheric transmitiance therefore is 0.081.

2. 3-5 pm Window

Temperature data is unnecessary in this window. From Table 3-3, the "infinite visibility"
transmitiance corresponding to a 5°C dew point temperature and an 8 km range is 0.26{0. From
the maritime model, the aerosol transmitiance corresponding to the extinciion coeflicient,
2.24/Vis 0.011. The composite atmospheric transmittance is therefore (.003.

3. Range Interpolation, 8-12 um Window

For the same temperature {16°C), and dew point temperature (5°C}, and visual range of
15 km, find the atmospheric transmittance over a 10-km path. The tables do not include values
for 10 km so an interpolation is required. This example uses a finear interpolation.

From Table 3-8 the "infinite visibility® transmittance corresponding to an 8-km path is
0.445. From Table 3-9 the "infinite visibility" transmittance corresponding to a 16-km path is
0.234. The linear interpolation formuia therefore is

. ~ + Ttk — 7T 8km
Sk —
Yo ko Biom 16km — 8km

=0.445 — 2 x 0.211/8 = 0.392.

(10km — 8km)

The aerosol transmittance, using the maritime model value of 0.85/V, is 0.567 for a visual
range of 15 km. The composite transmittance is therefore

0.567 x 0.392 = 0.222.

The linear interpolation is simple and produces reasonable accuracy. It can be applied 1o
interpolations between dew point temperatures, temperatures in the 8-12 um window, and
ranges in the 3-5 um window.

4. 3-5 pm Transmittance Nomogram
Figure 3-8 is a transmittance nomogram prepared from the data in Table 3-3. It appties
only to transmittance in the 3-5 um band. The very high correlation between the logarithm of

the negative logarithm of the transmittance and the logarithm of the range allows Figure 3-8 to
predict transmittances in good agreement with those of Table 3-3.
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To use Figure 3-8 to predict atmospheric transmittance in the 3-5 um band, lay a straighit
edge on the correct dew point temperature and the range. Read the transmittance where the

straight edge intersects the transmittance column.

The nomogram also provides dew point temperature given range and transmittance, or
range given dew point temperature and transmittance. Simply lay the straight edge on the two
known quantities and read the third quantity where the straight edge intersects the correspond-

ing column, :
Table 3-3 — 3-5 um Weighted Molecular Transmission
for Target Temperature of 10°C
Range Ty (°O)
T ®&m) | -20 | -15 | -10 | -§ 0 5 10 | 15 201 25 | 30 | 35 ! 40
S| 740 | 725 1 708 | 689 | 667 | 644 | 620 | 595 | 569 | .542 514 | 487 | 459
1.0 | .683 | 663 | 640 | 615 | .589 1 .562 | .533 | .504 | 474 | 445 | 417 | .388 | .359
20| 611 | 585 | 557 | .529 | 498 | 467 | .436 | 405 | 375 | 345 | .316 | .288 | .261
4.0 | 524 | 494 | 463 | .430 | 397 | 365 | 333 | 303 | 273 | 246 | 220 | 194 | 170
8.0 | 424 | 391 | 357 | 324 | 291 | .260 § 231 | 204 | 179 | .155 | .133 | .111 | .0N
16.0 | 314 | 281 | 248 | 217 | .189 | .164 | .140 [ .188 | 098 | .080 { 063 | .048 | .035
320 | 207 | 177 | 150 | 126 | .105 | 086 | .069 | 054 | 041 | 029 020 | 013 | .008
Table 3-4 — 8-12 um Weighted Molecular Transmission for
Target Temperature of 10°C and Path Length R = 0.5 km
T. €0 Ty °C)
20 | 415 | 10 | -3 0 5 10 15 20 25 30 35 40
220 | 97
-15 | 971 | 965
-10 | 972 | 966 | 958
-5 1 972 | 966 ; 959 | .948
972 1 967 | 959 | 948 | 933 | -
973 | 967 | 960 | 950 | 935 | 912
10 | 973 | 968 | 961 | 951 | .936 | .915 | .882
15 | 973 | 968 | 961 | 952 | .938 { 918 | .887 | .840
20 | 973 | 968 | 962 | 952 | 939 | 920 | 891 | .847 | .7RO
25 | 974 | 969 | 962 [ 953 | 940 | 922 | 895 | 853 | .790 | .69%
30 | 974 | 969 | 962 | 954 | 941 | 924 | 898 | 858 | .799 | 713 | .594
35 | 974 | 969 | 963 | 954 | 942 | 926 | 501 | .BG3 | .8O7 | .725 | 612 | .468
40 | 974 | 969 | 963 | 955 | 943 | 927 { 903 i .868 | .B15 1 .737 | .628 | .489 | .333
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Tabie 3-5 — 8-12 um Weighted Molecutar Transmission far
Target Temperature of 10°C and Path Length R = 1 km

T, ¢ Tep CC)
20 | -13 -10 -5 Q 5 10 15 2 15 30 35 40
20 | 952
-15 | 953 | 943
-1007 953 1 944 | 931
-5 1 954 | 945 | 933 | 914
0 954 § 946 | 934 | 816 | BE9
51955 1 947 [ 935 [ 218 | 893 | 854
0 [ 955 | 947 | 936 | 920 ¢ 896 | B39 | BG3
15 1 95 1| 948 | 937 | 921 | 898 | 864 | 811 [ 732
20 0 956 ; 948 | 938 | 923 | 901 © K6R | RIR | 743 1 .636
25 | 957 | 949 | 938 | 924 | 503 | 872 | 825 { 754 | 637 | 515
36 ;957 | 949 | 939 | 925 | 903 | B75 | B3] | .764 | 666 | 535 | 378
35 1 937 | 950G | 940 | 926 | 907 | 878 | 836 | 772 | 6BO | 334 | 400 | 241
40 | 958 | 950 | 940 | 937 | 908 | BRI [ .B41 | 7RG { 692 | 571 | 421 | 262 3 127
Table 3-6 — 8-12 um Weighted Molecular Transmission for
Target Temperature of 10°C and Path Length R = Z km
. Ty £°0)
€O ™ e T s ol s | e | s Twwls 200250 3035 | 4
20 1 924
-15 01925 1 910
-10 | 926 | 911 | .8%0
S5 9026 1 913 1 897 | 861
O 927 ¢ 514 | 894 | 865 | 820
51928 | 915 | 896 | .R6R | 826 | 760
1 [ 829 1 916 | 898 } 871 | 831 701677
150 929 § 917 | 899 | 874 | 836 | 778 | 691 | 568
20 0 930 | 918 | 901 | 877 | 840 | (785 | 703 | 386 | 434
25 1 930 | B19 | 902 | B79 | B44 | 792 | U14 | 602 | 456 | 292
3G 0 831 1 919 | 903 | 881 | 848 [ 798 | 724 | K17 | 476 [ 314 [ 183
351 932 | 920 | 904 .883A BST 1 BO3 [ 732 7 63t 1 495 ¢ 335 | 182 1 O7Y
[_ 40 1 932t 821 | 905 | 8BB4 ¢ 853 | 808 | 741 | 664 | 513 ! 356 1 200 | ORF | 022
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Table 3-7 — 8-12 um Weighted Molecular Transmission for
Target Temperature of 10°C and Path Length R = 4 km

Ty €O
T, (°0)
20 | <15 | <10 | -5 0 5 10 | 15 | 20 | 25 | 30 | 35 | 40
=20 | 881
-15 | .883 | .850
-10 | .884 | .861 | .826
.5 | 886 | 864 | 831 { .779
0 | .887 | .866 | .834 | .786 | .71l
5| 888 | 868 | .838 | .792 | .722 | .618
10 | 890 | .870 | .841 | 797 | .731 | .633 | .497
15 | .891 | 871 | .843 | 802 | .739 | .646 | 516 | .356
20 | .892 1 873 | 846 | 806 | .746 | .658 | .534 | 378 | .215
25 | 892 | 874 | 848 | 810 | 753 | 669 | .550 | 399 | .236 | .102
30 | 893 | 875 | 850 | 813 | 759 | 679 | .565 | 418 | 256 | 117 | .035
35 | 894 { 876 | .852 | 816 | .764 | .688 | 579 | .437 | .276 | .133 | 043 | .008
40 | 895 | 877 | .853 | 819 | 169 | 696 } 592 | .454 | 295 | .149 | .051 | .010 | .001
Table 3-8 — 8-12 um Weighted Molecular Transmission for
Target Temperature of 10°C and Path Length R = 8 km
T, ¢ T CO
20 | <15 | <10 ] -5 0 5 10| 15| 20 25 30 35 40
.20 | 819
-15 | .822 | .783
-10 | .824 | 788 | 731
-5 | 827 | 792 | 738 | .656
0| .829 | .795 | 744 | 667 | .554
831 | 798 | 750 | 677 | .570 | .425
10 | .833 | .801 | .755 | .686 | .584 | .445 | .281
15 | 834 | 804 | 759 | 693 | .597 | 463 | 303 | .150
20 | 836 | 806 | 763 | 700 | .608 | .480 | .323 | .168 | .059
25 | .837 | .808 | .767 | .707 | 619 | 496 | .342 | .186 | .070 | .015
30 | 838 | 810 | 770 | 712 | 628 | .510 | 361 | .204 | .082 | .020 | .002
35 | 840 | 812 | 773 | M7 | 637 | 523 | 378 | .222 | .094 | .025 | .0030 [ .000
40 | 841 | 814 % 776 | 722 | 645 | 535 | 394 | 239 | .107 | .030 | .0040 | .0000 | .000
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Table 3-9 — 8-12 um Weighted Molecular Transmission for
Target Temperature of 10°C and Path Length R = 16 km

I co Typ °C)
=20 -15 =10 -5 0 5 id 13 20 25 36 35 40
-20 | 730
151 735 | 674
-16 1 739 | 681 | 595
-5 1 .743 | 688 | 606 | 487
0] 746 | 694 | 616 | 307 | 354
51 M4 | 699 | 625 | 517 | 373 | 214
W0 752 1 704 | 633 | 530 ¢ 392 1 234 | 099
15 1 755 708 | 640 [ 541 [ 408 | 253 | 114 [ 031
200 757V T2 | A48 | 357 0 424 1 271 | 129 | 039 | .006
28 1 759 ¢ 715 1 RS2 1 562 ¢ 438 [ 280 | 144 | 047 | 0080 | 000
301 781 L TIR I 638 [ 570 L 451 @ 305 [ 159 | 058 016 ¢ 6010 | 000
35 7 0783 1 2010 662 1 578 1 463 1 3201 173 | 064 | 013 | 0010 [ 000D | 00O
40 | 765 | 724 ) 667 | 586 | 474 | 3351 188 § 074 1 017 | .0020 0060 [ 6006 | .000
Table 3-10 — 8-12 um Weighted Molecular Transmission for
Target Temperature of 10°C and Path Length R = 32 km
T, O Ly €O
=20 1 -15 -16 -5 1] 5 10 15 20 25 30 33 40
20 | 610
15 | 617 | 527
10| 624 | 538 1 417
-5 0 6300 | 34R | 432 | 288
O 1 635 | 557 | 446 | 304 [ 157
51 640 | 563 | 459 | 327 | 174 | 062
10 | 644 | 572 | 470} 337 | 190 | 073 | 015
15 | 648 [ 5791 481 | 352 | 206 | .OR4 | Q19 | 0602
2} 651 | 584 | 490 | 365 | 222 ; 096 | 024 | 0030 | 000
25 1 654 1 590 | 499 | 37g | 238 | (108 | .030 ; 0040 [ Q000 [ 000
30 1 657 | 594 ) 566 ] 389 | 250 | 119 036 | 0050 [ OO0OC [ 0000 [ 000
IS5 1 660 1 399 [ 513 1 400 [ 263 { 131 | 042 | 0070 | Q000 { 000G [ 6000 [ 000
40 7 662 1 603 [ 520 | 410 [ 276 1 143 | 049 | 009 | 0019 | 0000 [ 0000 ¢ 0000 [ 000
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Tahie 3-11 — Vapor Pressure of Water.?
Pressure of Aqueous Vapor over
Water in mm of Hg.

Temp. mm of Temp. mm of
(°C) Hg (°C) Hg |
—15 1.436 15 12.788
-14 1.560 16 13.634
—13 1.691 17 14.530
-14 1.834 18 15.477
—11 1.987 19 16.477
-10 2.149 20 17.535

—9 2.326 21 18.650
-8 2.514 22 19.827
-7 2.115 23 21.068
-6 2.931 24 22.371
-5 3.163 25 23.756
—4 3410 26 25.209
-3 3.673 27 26.739
-2 3.956 28 28.349
-1 4258 29 30.043
-0 4.579
30 31.824
0 4.579 31 33.695
1 4.926 32 35.663
2 5.294 33 37.729
3 5.685 34 39.898
4 6.101
35 42.175
5 6.543 36 44.563
6 7.013 37 47.067
7 7.513 38 49.692
8 8.045 39 52.442
9 8.609

“*Handbook of Physics and Chemistry,”
Chemical Rubber Publishing Company.

G. PROCEDURE FOR CALCULATING DEW POINT TEMPERATURE
FROM TEMPERATURE AND RELATIVE HUMIDITY

Variables
T = Temperature (K)
Td = Dew point Temperature (K)
RH = Relative humidity in decimals (% RH/100)
e.(T) = Saturation vapor pressure of water
surface (dynes cm ™9
e = Partial pressure of water vapor
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Fig. 3-7 — Water vapor concentration per kilometer path length as a function of temperature and
relative humidity., Dew point corresponds to 100% retative humidity (tep eurve).
Constants
g = 6108
& = 1727
¢ = 27316
4 = 3586
ina = 87173547
STEP 1
elT) = aqexp [B(T — c)/{T — d}]
STEP 2
e = R -efT)
STEP 3

a = lne—1na
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STEP 4
a'd - b-c
T4 a — b
Restrictions

1. Valid for atmospheric pressure near standard value (i.e., 1000 m bar 10° dynes cm™2).

2. Use for temperatures above 0°C. Check accuracy before use at temperatures below
0°C.

Example

Given an ambient temperature of 70°F and a relative humidity of 60 percent find the dew
point temperature at standard pressure conditions.

First express temperature in kelvins:

K = °C + 273.16 = % (°F — 32) + 273.16 .

Thus K = 294
STEP 1
e (T) = 25000

STEP 2

e = 0.6 e(T) = 15000
STEP 3

a' = 0.9000
STEP 4

= 13°C

(Values are stated to three figure accuracy.)
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H. GRAPHICAL METHOD FOR RANGE INTERPOLATION

Figure 3-9 is a specially prepared graph on which the abscissas are the logarithms of the
negative logarithms of the transmittances, (In{—Inv)}) and the ordinates are the logarithms of
the ranges {Iln R}. This chart together with two transmittance values either in the 3-5 pm win-
dow or the 8-12 pum window provides transmittance values for other ranges under the same
dew point temperatures. To use this method catculate and plot the chart two transmitiances for
two range points for a given set of conditions; then lay a straight edge along the two range-
transmittance pairs. Transmittances at other ranges are read off at the intersections of the
straight edge with the corresponding ranges.

This chart is possible because the transmittances in Tables 3-1 to 3-8 follow closely {corre-
lation coefficient > 0.99) an exponential power law of the form:

—anb
T o= g 4RY

where a and b are constants.

Taking the logarithm two times produces the relation:
in{—in{r)} = In(a) + bIn{R}

which shows a linear relation with slope b and intercept a.
I. SUMMARY

The atmosphere strongly influences IR systems performance and therefore must be con-
sidered in any FLIR design. The major absorbing gases in the earth’s atmosphere and the ones
that primarily determine the atmospheric windows are water and carbon dioxide. Oiher gases
include nitrous oxide, methane, ozone, nitrogen, and carbon monoxide. Water content varies
widely depending on local weather conditions. Ozone concentration peaks at an altitude of
about 24 km and normally does mot substantially affect ground levet operations. The other
gases have fairly constant concentrations in the atmaosphere.

Aerosols, many of which are water droplets, present many difficulties to FLIR perfor-
mance analysis. They are extremely variable in particle size distribution and lapse rates. They
are difficult 1o characterize by conveniently measurable guantities. The LOWTRAN 3b com-
puter code offers three aerosol models: maritime, rural, and urban,

Extinction is often more useful than the transmitiance itself for providing insights into
FLIR performance. Thus the "extinction coefficient,” which is the logarithm of the reciprocal
of transmitlance divided by the range, can often be expressed as the sum of extinction
coefficients due to atmaspheric attenuation components. The total extinetion in these cases is
the sum of the constituen! extinctions. This concept is most effective with the water contin-
uum and aerosol extinciion.,

The LOWTRAN 3b computer mode! for cal¢ulating atmospheric transmittance developed
at the Air Farce Geophysical Laboratories, Cambridge, Mass. provides the data in this chapter
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Fig. 3-8 — Nomogram for determining atmospheric
transmittance in the 3-5 um window
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Fig. 3-9 — Graph for inrerpolating range and/or transmittance
in either spectral region

for determining transmitiance. LOWTRAN 3b computes atmospheric transmittance by multi-
plying component transmittances of each of the constituent gases and one of the aerosob
models. LOWTRAN 3b contains several modei atmospheres and also provides for inputting
meteorological parameters. ‘

Tables 3-1 through 3-8 list contrast transmittances in the two main atmospheric windows

{3-5 and §-12 um). These tables and the LOWTRAN 3% aerosol models provide the means for
calculating atmospheric fransmittance,
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Chapter IV

VIDEO, DISPLAY, AND PERCEIVED-IMAGE
SIGNAL-TO-NOISE RATIOS

F.A. Rosell

A. INTRODUCTION

This chapter is devoted to the discussion of the basic concepts and the derivations of the
fundamental mathematical relations used to describe and analyze thermal imaging systems. The
models devised apply when the input test patterns are images of standardized and quantitatively
describable objects such as rectangles or periodic bar patterns.

The first concept to be discussed is that of a display signal-to-noise ratio which is defined
to be the SNR of an image appearing on the display of an electrooptical sensor. This image
SNR takes into account the ability of an observer to integrate spatially and temporally but does
not include other observer parameters such as the eye’s modulation transfer function, retinal
fluctuation noise, or dynamic range limitations. If these latter observer parameters were
included, the image SNR would be that at the output of the observer’s retina and would be
designated the perceived SNR.

Following the derivation of the display SNR, wvarious thermal imaging system
configurations are discussed. Next the electrical signal-to-noise ratio which appears in a detec-
tor channel is quantitatively described along with basic concepts such as detector detectivity,
reference channel bandwidth, detector cold shielding, and scan parameters such as interlace,
overscan, and efficiency. :

The noise-equivalent temperature difference or NEAT is obtained by equating the channel
SNR to unity and by solving for the incremental scene temperature difference which produces
this result. The NEAT has the advantage of being electrically measurable and is an indicator of
sensitivity for systems which are identical. However NEAT is not a fundamental concept when
an observer is the user of the displayed imagery since a system with a farger (inferior) NEAT
may yet be more sensitive and produce higher resolution.

The channel SNR is converted to the video SNR which is used in turn to calculate the
display SNR. In the initial analysis, the aperture responses of the various sensor elements such
as the lens, detector, multiplexer, electrical circuits, and the display are ignored. As is well
known, these effects are most easily analyzed in the spatial frequency domain by using Fourier
analysis and the concepts of optical and modulation transfer functions. A number of typical
modulation transfer functions for various sensor components are quantitatively described in this
chapter,
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Finally, a numerical example of a display SNR caiculation is provided. In addition to the
derivations in this chapter a number of appendixes are provided for those readers who desire
more detail. in Appendix D, the synchronous integrator concept of modeling is described. In
Appendix F, a2 number of parameters and fundamental relationships are described including the
relation betlween video and display SNR, the detector channel SNR, detector detectivity, and
responsivity. In Appendix G, the effects of imaging sampling are discussed.

The concepts of this chapter will be used to derive the minimum resolvable temperature
difference (MRT) for a thermal imaging system in Chapter V which will also inciude a discus-
sion of observer thresholds.

B. BASIC SIGNAL-TO-NOISE RATIC CONSIDERATION

Every man-made detector of radiant energy, whether radio, audio, or television generates
a naise in converting the incident radiant energy to an electronic signal. It is easily shown that
the ability to discern a signal is a function of noise generated in the signal conversion progess ot
by noise subseguently added in the sysiem. One common exampie of visually observable
photo-io-electron conversion or system generated noise is the "snow" seen on a home television
receiver when tuned in to a fringe area broadcast station. On the other hand, the existence of
noises which are inherent in the detection process of the human eyve or ear has been vigorously
disputed by many workers, particularly in the field of psychophysical experimentation, anatysis,
and interpretation. The denial of a noisy detection process for the human observer has led to
the reporting of psvchophysical thresholds as minimum detectable contrast rather than thres-
hiold signal-to-noise ratio as is customary in engineering practice.

Engineers, for the past four decades, have assumed that the eve’s and ear’s detection pro~
cess is nojsy and have construected guantitative models based on this premise, Foremost of
these engineers is Dir. Otto Shade, Sr., whose contributions are only now becoming appreciated.
Even among psychophysicists, the view of a noiseless detection by man’s senses appears (o be
losing ground (Ref. 4-1).

For the bulk of the analysis presented herein, the existence of neoise generated in the
eye's photoprocess is academic, when the primary sensor is an electro-optical device, a photo-
conversion noise is generated which is electrically measurable. When the device is highly sensi-
tive, these photoconversion noises are readily percepiable on the sensor’s display at low input
signal levels. The existence of these noises can neither be disputed nor ignored.

That noise could be limiting to visual perception of displayed imagery was suggested by
Barnes and Czerny in 1932 (Ref. 4-2}. In 1943, de Vries proposed thai an image to be visually
detectable must have a signal-to-noise ratio exceeding some threshold value. The noise levet
was assumed to be signat level dependent as postulated by fluctuation theory {Ref. 4-3).

it is readily appreciated that noise, whatever ils source, will make an image more difficult
to perceive. Clearly, the signal must equal or exceed the noise; speaking of noise in the con-
ventional engineering sense. As will be seen, a SNR can be defined for an electro-opticatly gen-
erated image as viewed by an observer. Through psychophysical experimentation, the SNR
required by an observer to deiect the image at various levels of probability can be determined.
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By matching the image SNR obtainable from the sensor to that required by the .obsenfer, the
probability that the observer will detect the image can be surmised. This process is straightfor-
ward enough for images of simple geometry, but the image SNR is difficult to define for com-
plex irﬁages of irregular geometry and confrast.

C. THE NOISE LIMITED CASE — RECTANGULAR IMAGES

Consider the schematic of an electro-optical imaging process as shown in Fig. 4-1, In this
figure, a rectangular image of area 4, amid a uniform background, has been projected onto a
photontransducer by a lens. The photontransducer converts the photon image on it to a2 pho-
toelectron image with 1:1 spatial correspondence. The incident photo image may be considered
noise-free since the existence of a noisy "coherent" electron emission from a photosurface has
yet to be demonstrated. This assumption is made to explain why "photon noise” is not
observed in the phototransduced current (Ref. 4-4). The lens forming the image is character-
ized by an aperture,* or spatial frequency response, whose effect on image signals is analogous

SIGNAL
PROCESSOR

OBJECT, d T x
(a)
A"V RS

LENS

PHOTOS URFACE L /l

o

EYE
RETINA

DISPLAY

Fig. 4-1 — Schematic of the electro-optical imaging process

to the effect of a filter acting on electrical signals, j.e., the image is blurred. Similarly, other
elements of the electro-optical sensor including the observer’s eye have apertures which affect
the image fidelity and SNR. These aperture effects will be assumed negligible in the initial
analysis but will be discussed in Section IV-D. We note that the smailer the image size, the
more important aperture effects are.

The lens of the electro-optical sensor does not directly generate noise, but the sensor’s
photon-to-electron conversion process is noisy and therefore an image SNR is established at the
output of the photon transducer which will inherently limit the detectability of scene objects.
After photoconversion, the image is passed to the signal processor whose main purpose is to
amplify the image signals and noises alike, and perhaps, to magnify the image. Next, the elec-
tron image is converted to a visual image by a phosphor. The displayed image can be directly
viewed or magnified before viewing by using a lens. If we suppose that no noise was added to
the image in the signal processor or in the electron-to-photon conversion, then the image SNR

*The words aperture or aperture response as used in this document do not refer to the lens diameter (although relative
aperture is ofien used in connection with the lens diameter). Inslead, these words refer to the spatial impulse response
or the effective size of the impulse response of various system components. In the case of the lens, its aperiure is
sometimes measured in terms of an effective blur circle size. The dimensions of a single infrared detector are exactly
the dimensions of iis aperture. The Fourier transform of a lense’s aperture response is its optical transfer function. In
electrical engineering, the Fourier transform of the impulse response of a component is its complex steady state fre-
quency response and the modulus of this frequency response is the modulation transfer function.
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on the display will be identical to that at the output of the primary phototransducer (the
sensor’s photosurface). Furthermore, if the gains and magnifications of the signal processor
and display are sufficient so that the observer’s eye is limited by neither light level nor image
size, then the image SNR at the eye’s retina will be identical 1o that on the display if due
account is taken of the eye-brain combination’s ability 1o integrate in space and time. These
conditions can be achieved in practice for a wide range of image sizes, signal amplifications,
apertures, display luminances, image magaifications, and observer-to-display viewing distances.
In general, the image SNR is more often limited by the sysiemn than by the observer’s eye
although the case where the eve degrades image SNR is important and cannot be ignored.

Suppose that a perfectly sharp, well-defined rectangle is proiected onta the sensors input
photosurface. Let the irradiance of the square be £, W/m? and let the irradiance of the square’s
background be E,. If the phototransducer is linear, then the image irradiances E, and £, will
result in the average photoelectron rates r}; and r%[, photoelectrons/m?-s.* In viewing the display,
the eve seeks areas in which the photon density is higher than in others. The eye is aided in
this process by being able to integrate over such areas in space and time. The eye {or eye-brain
combination) has been termed a near-perfect synchronous integrator since it can completely
integrate an image in space over a wide range of image arcas. The incremental signal tevei i

defined as

An =n, — 1

= (i, — #)aT,, (4-1)
where #n, is the average number of phetoelecirons generated by the input photosurface in the image
areq a, during the eye's integration time T,, while n, is the average number generated in & similar
equal sized comparisern area of background in the same time. The noise associated with the
inherent fluctuations in the photoprocess are assumed to follow the Poisson probability distribu-
tion which states that the fluctuations have a standard deviation or rms noise equal to the
square root of the total number of photoconverted electrons integrated over the image area dur-
ing the integration time. For the case of an object imaged against background, the total root
mean square noise is agsumed to be the average of the object and backeground photoelectrons
summed in quadrature, i.e.,

rms noise = [(n, + n,)/21}/?
= {(n, + p)aT /212, (4-2)

and the image SNR, is equal to
SNR; = An/l(n, + n,}/21?

= An'(aT ) Y 1, (4-3)

where #,, = (n, + 1,}/2. The above SNR is designated SNR; to indicate that it is the SNR of
the electron image at the outiput of the input photosurface after photoconversion of the scene
photon image. Suppose the gain of the signal processor is & and that the conversion efficiency
of the phosphor is K, lumens per electron. Then, the SNRp, at the output of the display is

*The dot and prime used in connection with *n’ denocies that the quantity is a derivative with respect to space and time.
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SNRp = GK,An'(aT,)V2/[K2 G 1, 112
= Ar'(aT)V/[n,, 112 | “-4)

That is, the display SNR is independent of the gain of the signal processor and the phosphor
electron-to-photon conversion efficiency and is equal to the image SNR at the output of the
input photosurface. However, this is true only if the image is not degraded in the signal pro-
cessing by either image deformation or noise addition in the reimaging process.

In the above, we have defined an image SNR which is proportional to the square root of
the product of image area and integration time. This SNR could be measured on a display using
a photometer whose spot size on display perfectly matches the displayed image area, a. The
integration time is that of the photometer or that of the sensor, whichever is larger. The SNR p,
whether calculated or measured, is that obtainable from the sensor. An image may or may not
be detectable depending on its SNR p. In the particular case where the final detector is a human
observer, it is assumed that the eye will integrate over the area a (within limits to be defined)
and that the integration time will be 0.1 s for display luminances in the 0.2 to 10 fi-lambert
range. Actually, the eye’s integration time is variable from about 0.05 s at very high light levels
to about 0.2 s at very low light levels (Ref. 4-5). Lavin (Ref. 4-6) estimated 0.1 s using photo-
graphs of televised images. In practice, the actual value is relatively unimportant because it is
included in the measured threshold signal-to-noise ratio. However it is important, when mak-
ing calculations, to use the value of integration time that was assumed in making the threshold
measurement. '

We have inferred that the rectangular image will be detectable if its SNR ;, exceeds some
threshold vaiue which we will designate as SNR . Rose (Ref. 4-7) performed experiments
using noisy photographs and concluded that the required SNR ;; ranged between 3 and 7 and
preferred the value 5. For dynamic images as exemplified by TV, a value of SNRpy of 2.8
appears appropriate based on more recent psychophysical experimentation and an assumed
value of 0.1 s for the eye’s integration time. By dynamic images, we infer the type of image
displayed on a real time TV or FLIR display wherein three images are typically presenied to the
observer during the 0.1-s integration period. The observer coherently sums the signal while
incoherently summing the noise when the images are stationary in space. Thus the image SNR
improves by about /3. By contrast, a photographic image represents a single sample in time
and no use is made of the observer’s temporal integration capability.

In television practice, the signal current, i, can be related to the rate of photoelectron
generation, ', through the equation

i =r'ed, (4-5)
where e is the charge of an electron and A is the sensor’s total effective photosensitive area. When

Eq. (4-5) is substituted into Eq.(4-4), one obtains

172
Ai

[e.,-av]l,’z !

where A corresponds to An’ and i, to #,,. We arbitrarily multiply the numerator and demoni-
nator of the above equation by 2Af,, where Af, is the video bandwidth, giving

SNR, = % T, (4-6)

112
_ a Ai
SNRp = 124/, T, |7 e a/ 7 4-7
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The term to the right will be recognized by those who are familiar with videeo circuitry as the
video signal-to-noise ratio SNR p and thus

12
SNREJ = ] SNR ¥a- (4‘8)

5
Af, T, 1—
.fv e{A

For future convenience, the subscript zero has been added to SNR , to indicate that it is meas-
ured using an image of spatial extent which is large relative to the overall sensor’s aperiure {or
effective "blur” dimenstons). The case where the image is small will be treated in Section IV-D

As shown in Appendix F(A)}, Eq. (4-8) also applies to thermal imaging er FLIR systems
when A4 is interpreted as the total image plane area regardiess of the area of the detectors
within that area. This equation will serve as the starting peint for the SNR ; calculation,

Again, we observe that the image signal is proportional to the square root of the product
of the image area and the observer’s imtegration time because of the observer’s ability to
integrate in space and time. The display SNR is usually larger than the video SNR as can be
seen by inserting {ypical numbers in Eq. (4-8), suppose the ratio of (mage area to totat image
plane area (a/A) = 1/1000 and let Af, = 4 X 10°Hz and T, = 0.1s, then SNR, = 800 SNR ;.
To gain further insight into this relationship consider Fig. 4-2. The pnotoconverted electron
image in Fig. 4-2{a) is a rectangle of size Ax-Ay and is of incremental current amplitude Al
The SNR , is measured by use of a line selector oscilloscope. The assumed image is shown as
subtending three scan lines in the vy direction in Fig. 4-2{bJ, butl only a single line is used in the
SNR , measurement as shown in Fig. 4-2{c}. The incremental current Af represents the signatl,
while the square root of the average sum of the mean sguare noisg currents in the image blacks
and whites represents the rms noise. To contrast the key difference between SNR ;- and SNR,
observe that the SNR . does not include the image dimensions or frame-to-frame signal integra-
tion. The observer, on the other hand, spatially integrates each line in the horizontat, from
line-to-line in the vertical and over a number of frame times (usually about three in conven-
tional TV).

I

k »® 9764
. 1
( a)

_‘z
“ _f_

Ay

inb at

la—ax —o

(b {c)

Fig. 4-2 — {a) Image intensity distribution, {b) image waveform after rasier scanning, and
{c} singie line used in measurement of the video signal-to-noise ratio
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Before proceeding, we wish to make a strong distinction between the terms perceived
signal-to-noise ratio, SNR ,, and the display signal-to-noise ratio, SNR ;. When the observer’s abil-
ity to discern or resolve an image is primarily limited by sensor apertures and sensor generated
noises, the SNR , equals the SNR p. However, as will be discussed, the observers ability may be
primarily limited by his own eye apertures and noise in which case, the SNR, can be far
different from the SNR . In the current state-of-the-art, most models do not include eye
parameters at ail. In certain cases, the MTF of the eye is taken into account but efforts to
include retina! fluctuation noise are rarely made. If eye parameters are ignored in a model,
except for the eye’s ability to spatially and temporarily integrate, it is recommended that the
term SNR ;, be used. If all eye parameters are included, to the extent that the state of the art
permits use SNR,. If a partial inclusion of eye parameters are included, it is tentatively pro-
posed to use the term SNR ;.

D. APPLICATION OF THE NOISE-LIMITED CASE TO
VARIOUS FLIR CONFIGURATIONS

The most commonly employed FLIR configuration is schematically shown in Fig. 4-3. The
photon image of the scene is mechanically scanned over the detector array in the horizontal
direction by use of rotating mirrors or prisms. The detectors are usually in a line array and are
often spaced by some distance for ease of manufacture. An interlace feature to reduce flicker in
the display is often provided. Typically, one field is scanned in 1/60 s and, prior to the second
field, the optical line-of-sight is depressed by the angular subtense of 1/2 the detector’s center-
to-center or pitch dimension to scan the alternate field.

Fig. 4-3 — Schematic of the basic FLIR configuration

The detectors may number several hundred with each detector having its own preamplifier
whose purpose is to build up the detected signal prior to multiplexing. The purpose of the mul-
tiplexer is to provide a single sequential signal which can be displayed on a conventional TV
display using a single electron scanning beam. The multiplexer can be an electronic sampler as
shown in Fig. 4-4. The output of each detector channel is sampled one or more times in the
time that it takes the scanned image to move one detector width in the horizontal. The sampled
image is amplified and reconstructed by the display. Note that the raster lines are vertical when
this configuration is used. A TV camera can also be used as a multiplexer. In this case, the
amplified output of each detector is connected to a light-emitting diode or LED. The LED -
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O : Anp

Detector Channels

Fig. 4-4 — Schematic of the electronic sampling process

array, whose light outputs are proportional to the detector outputs, is mechanically scanned in
synchronism with the detector array.* The LED array is viewed by the TV camera which con-
verts the image generated to a video signal.

In the case of an electronic multiplexer, the cutput signal represents sampled data in both
directions by virtue of the discrete detector dimensions in the vertical and the electronic sam-
pling in the horizontal. In the case where a TV camera is used as a muttiplexer, the TV scan
lines are in the same direction as the detector scan so that the signals are essentially analog in
the horizontal. However, the signals are doubly sampled in the vertical; first by the discrete
nature of the detectors and second by the TV camera raster. In practice, the number of TV scan
lines are made larger than the number of detectors in order to avoid aliasing effects. The sam-
pting process, whether caused by the discrete nature of the deteciors or by the multiplexing
process, will affect both signals and noises. In the initial analysis the effects of sampling will be
assumed negligible, but sampling effects will be discussed in Appendix G.

A number of different scan configurations such as those shown in Figs. 4-5 and 4-6 can be
used. The case (1) scan configurations of Fig. 4-5 are generally referred to as serial scan while
the case (2) configurations are referred to as parallel scan. In case 1{a} a single detector is
used to sequentially scan the image without interlace and without overscan {to be defined). In
case 2{(a), a row of contiguous detectors is used to scan the image plane and has the merits of
increasing system sensitivity (by the square root of the number of detectors) and of reducing
detector channel bandwidth (by the number of detectors directly). In cases 1(b} and 2(b) an
interlace feature is used to scan the image plain for the purpose of reducing display flicker.
Also case 2(b) does not require contiguous detectors which are sometimes difficult 1o manufac-
ture,

In cases 1(c) and 2(c) the scan lines are only 1/2 a detector height apart. This mede of
operation is called overscan and as will be discussed further, overscan results in an increase in
the system resoiution which is theoretically possible for a detector of a given size because the

*See Sections IV-E for a more detailed description of 4 FLIR with & TV camera multiplexer,
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Fig. 4-5 — Various scan configurations employing serial and parallel scan. Also shown
are configurations which include interlace and time delay integration. -

57




F. A. ROSELL

raI-rcaT
-t -1
3 ke o
pR=kd=

f""""“/# b A-d
(e Bt N X L s Bt
FaA=Ed=] Ed=kd=d
FA-Fa-d - Fi-F =i
- 4 FA-rd-d
sk : b=l
FeA-t-FH Fo—p 4
Fa-bd-od > At =
b= =ted bt b=t
FA-F - > [ b B s e

Fa-+-r+ Fa-r-d4
La_I_Lai [T T D

Fig. 4-6 — Serial-parattet scan configuration
including time delay integration

Nyquist spatial frequency limit is increased. The amount of overscan need not be exactly a fac-
tor of two as shown but is generally between 1 and 2. We define overscan as the ratio of the
detector height divided by the scan line pitch, where pitch is the distance between adjacent scan
lines.

In cases 1{d} and 2(d} we show two detectors in the scan direction. The signals from the
first detector are time delayed by one detector dwell time and added to the output of the
second. The signal currents add coherently while the noises add incoherently resulting in a sen-
sitivity improvement by the sguare root of the number at detectors added in the scan direction
while detector channel bandwidth remains unchanged. This mode of operation is sometimes
called time delay and integration or TDI Another configuration used is a combination of serial,
parallel, and time delay integration as shown in Fig. 4-6. The disadvaniage of this format is
that each of the signals in the parailel channels must be stored for the duration of a line.

In thermal imaging systems practice, it is common to first define a signal-to-noise ratio
SNR,, for a particular detector {or a number of detectors when a TDf scan mode is used}
before progressing to the video SNR,,. This intermediate SNR will be defined as the channel
SNR , and as shown in Appendix F(B) is equal to*

mn, (np a; 9, )02 DYQYK, AT

SNR,, = ) (4-9)
ce 452 [Af, 2
where
n, = transmittance of the objective lens.
¥ = focal ratio of the objective lens (focal lengih/diameter)

ay number of detectors in the TD/ {or scan) direction

*In these preliminary derivations, we will ignore the spectrat wavelength dependence of terms such as the optical
transmittance, and D*{£}) as discussed in Appendix F.
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a; = detector area (cm?)
n, = scan efficiency*
D*(Q )= detector detectivity for viewing angle Q,{(cm Hz!/2 W —1)

Kj; = conversion factor between radiance and A7 (Wem 2sr ~! K —1)

AT

I

temperature difference between scene object and background (°C)
Af., = detector channel bandwidth (Hz)

Observe that the subscript zero has been added to SNR,. to imply that its measurement was
made with a broad area image as discussed in connection with Eq. (4-8)

A reference bandwidiht is defined here as
Af.,=1/2T, 4-10)

where T, is the time that a detector dwells on a point on the scene. In general, T, is given by
NHpwy Tf
Y]
MMt g

s -11
0.F Q" (4-11)

le

[¢

50 that

0,Fz 0

Af., = ————,
Jo 2,0

(4-12)
where n, is the number of detectors in the parallel scan direction, O, is the overscan ratio, €} is

the total field of view (¢,¢,), w is the instantaneous field of view (4,6 ) of a detector, T, is
the frame time, and F, is the frame rate.

The factor K,, which relates incremental scene radiance to incremental temperature
difference, is defined and derived in Appendix F (B). The quantity K, evaluated between the
limits 0 to A,, is provided in Table 4-1 for A, from 2 to 13.9 u. To find the value of K, for
any spectral interval inbetween, the procedure is to substract the value obiained at the higher
limit from that given at the lower limit. For example

Kp(0—13 pm) = 12.40 x 10 3
Ky (0—8 pm) = 5.15 x 10™°
Ky (8—13 pm) = 7.25 x 10 W ¢cm Zr ' K.

*Scan efficiency is the ratio of the time actually spent by the detector in scanning the entire image plane to the frame
time.

tThe reference bandwidth is quite often defined as /4 T swhich is the result of assuming that the channel bandwidih is

limited by a simple RC filler with a 3 dB downpoint at 1/27,. Using this formulation resulls in an SNR,, that is 0.89
limes as large as that using Af., = 1/2T,. See Appendix C.
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Table 4-1—Value* of X, Integrated from 0 to A, Micrometers in W/em “sr-K

T

M Ky VR Ky 12l &y 4?\2 By I Ky |
20| 114 E-10§40] 138 E-6llc0] 1.80 E-5 80| 515 E-5{100{ 859 E-s'120] 113 Ea
21} 2.9 411 169 6.1 | 1.94 8.1{ 5.33 10.1f 875 124l 115

22} 699 42| 205 620 2.09 82| 551 102} 290 122} 116

231 152 E-9 1 43) 245 631 223 8.3} 5.69 10.3] 9.05 1231 L17

24| 309 44] 291 64} 239 84l 587 | [{104] 920 124] LI8 :
251 6.00 45| 342 65| 2.54 85! 6.05 105} 935 125 1.9

26[ 106 E-8 §46] 3.99 66| 2.70 86| 6.22 10.6] 950 126] 1.20

2.7} 1.83 471 4.61 6.7} 2.86 87 640 10.7) 964  fiz7l 1z

28] 3.01 48| 530 681 3.03 88| 6.58 108} 9.78 28] 122

29} 476 49 6.04 691 3.20 8.9} 6.75 10.9{ 993 123 123

30 728 50| 6.84 7.0{ 337 9.0 693 1.0} 101 E-4'f1308] 124

31{ 108 EB7 {51770 7.1 354 9.1f 7.10 1L 102 13.1f 125

32 156 52] 862 721 371 92| 727 1.2} 1.03 13.2] 126

331 219 5.3] 9.60 7.3 | 389 9.3} 7.44 1.3} 105 123l 1.27

34} 301 54| 1.06 E-5[[7.4[ 4}07 9.4] 7.61 14| 1.06 13.4} 128

351 4.04 551 117 751 4.24 9.5| 7.78 115} 107 133 1.29

3.6 534 56 1.29 7.6 | 4.42 96! 7.95 11.6{ 1.09 3.6} 1.30

371 692 5.7] 1.41 7.7} 4.60 9.7{ 811 1.7] 110 137} 1.31

38| 883 581 1.53 78} 4.78 98! 827 11.8] 1.4 138] 131

391 L1 E-6 [59] 167 79| 4.96 9.9| 843 11.9) 112 139} 132 .

*!

-

= 300 K {ambient)

The noise equivalent temperature difference or NEAT is defined as the scene temperature
difference above some reference temperature which is just large enough to provide a SNR,,
equal to 1.0. The two conditions imposed are that the test image be large enough so that the
signal amplitude will not be reduced by sensor apertures and that the channel bandwidth be the
reference bandwidth defined by Eq. (4-12). By setting SNR,, = 1 in Eq. {4-9}, AT becomes

NEAT and,
2 iA r}”2
NEAT = £ j;f (4-13)
7™ {ma,m) 2Ky D)
since f = F, /D, and since
FE = ad[w,z. (4‘14}
Equation (4-13) may be writien as
A 1/2
NEAT = -1 Liﬁ /o] : (4-15)
e DHamod Pa Ky D*(0)
Another form which is somelimes convenient is
{A - 172
NEAT = —. &/ ( (@-16)
TrnODU (ﬁ!mins) / KmD* (Qc‘l
The above equation together with Eq. {4-12) becomes
OSF Q 172
NEAT = —3/ 10, Fe O] (4-17

“TT’GDU [QH;HPEE/Z&);WSKMD*(QC) )
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The incremental irradiance AE as used in the above equations is a value which is integrated
over wavelength and D*is integrated with respect to the spectral distribution of the background
irradiance. It is further assumed that the speciral distribution of the scene object which is of
interest is similar to that of the background. These assumptions lead to the simplified form of
the above equation.* (Also see Appendix F.)

The detectivity may be limited by background fluctuation noise generated in the primary
photon-to-eleciron conversion process, by noise generated in the internal semiconductor
processes within the detector, by preamp noise, or by a combination of all three. In some cases
an effective D* is quoted which includes noises such as preamp noise as discussed in Appendix
F(C). Also, the special case where the major noise is due to photoconversion of background
photons is discussed in this appendix. The detector in this case is said to be background limited
and the detectivity in this case is often wrilten as D*gp.

A detector in a TIS can detect photons from sources which are outside the field of view
such as the lens housing. These photons after detection consititute an additive noise. However
these noises can be reduced considerably by cold shielding. The detector is discussed in
Appendix F(C). The intent of the cold shield is to restrict the detector viewfield to the solid
angle subtended by the objective lens. If this is the case,

D*(Q ) =2fn.D*(2w), (4-18)
where 7, is the efficiency of the coid shield relative to a perfect cold shield and D* (2w) is the
detectivity when the detector is viewing a solid angle of 2 sr of background radiation.

With Eq. (4-18), Eq. (4-16) becomes

2 (af'"?

NEAT =
ﬂ-'noDn (H[(L) ms) "'2KMD* (211')

(4-19)

and £q. (4-17) becomes

2 [0,F,0]12
oDy [2nin) 2w mm Ky D* Q7))
The NEAT has the advantage of being electrically measureable and is an indicator of sensor
sensitivity. As will be discussed it is not an absolute indicator since a system with an NEAT

which is inferior (larger) to another may yet produce a.superior image on the display to the
observer. The NEAT is of direct interest to video tracker designers since

AT
NEAT’

NEAT =

(4-20)

SNR ., =

(4-21)

In the case where the detector channels are multiplexed at a rate of one sample per dwell
time, the video SNR becomes n, times the channel bandwidth. To compute the video SNR in
this case we observe that the signal, the mean square noise, and the bandwidth all increase
directly as the number of detectors in parailel. Thus

wn, n, (nyag mY? (D*(Q.)/n}?] Ky AT
41 [n, Af, 112

*The simplified forms above also assume that average values of spectrally dependent quantities such as optical
efficiency, 1,, taken over the spectral bandpass of the system can be used which is a usual engineering approximation.

SNRvo = (4-22)
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and as can be seen, s, cancels out and thus the broad area video SNR is identical to the SNR,,
of Eq. {4-9) for the case where the multiplexing rate Is one sample per dwell time. In some
cases, the detecior cuiput may be, for example, sampled twice per dwell time which would have
the effect of doubling the video bandwidth and would increase the measured NEAT by No
The quality of the image viewed by the observer will, however, increase instead of decrease
because overall sensitivity stays the same while the increased sample rate improves sensor MTF
and decreases aliasing effects as will be discussed in Appendix G.

The interest in the channel and video SNR stems in part from the relationship given in
Eq. (4-8} which relates the SNR , to the SNR ,,. The video bandwidth in the simplified deriva-
tion leading to Egq. (4-8) is immaterial in principle so long as it is the same as that used to
measure SNR,,. If, however, NEAT is used to compute SNR,, then the video bandwidih
must be n,Af,,. Strickly speaking, Eq. (4-8) applies only when the noise is band-limited white
noise, i.e., noise which has a uniform spectral pewer density within the video bandpass, The
case where the noise is nonwhite is treated in Appendix D.

Because it is wished to employ Fourier methods of analysis when sensor aperture aifects
are to be taken into accournt in later sections, it is convenient to describe the image dimension
in terms of its reciprocal dimensions. Therefore, we define the image at this peint to be a ree-
tangle of size

a = AxAy = ¢ Ax?, {4-23)
where € = Ap/Ax. Alse, we define the quantity N, which will be termed a spatial frequency, as
N = Y/Ax, {4-24)

where Y is the effective height of the image focal plane as shown in Fig. 4-3. The units of ¥
are reciprocal picture heights or, more commontly, lines per picture height, The virtue of ¥asa
measure of spatial frequency is that i {s dimensionless which is a convenience when computing
overall sensor modulatien transfer function, and N relates most directly to the displayed infor-
mation that the sensor is capable of displaving. With the sbove definitions, Eq. {4-8) become

142
2T, Axt Af,
SNR, = H—ﬂz—,};i SNR,, (4-25)
' 2
2T, A
= l__Ml ‘I—SNRW.
¥ N

where 4 = a Y7 is the effective image focal plane area when « is the picture aspect ratio (hor-
izontal to verticai). Note that a may be written as gy/v . the ratio of the herizontal to the
vertical field of view.

By rewriting Eq. (4-22) in terms of a video bandwidth, we obtain

am, (n,aom)?D"(QIK AT

47° {ar1'?

and by substitution of Eq. (4-26) into Eq. (4-25), the relation

2 Tees}”2 1w ln,mamd 2p% (g ) KpeAT
N ?

, {4-26)

SNR,, =

{4-27)

SNR, =
D 47?
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or by use of Eq. (4-14),

L2 Venys
2T, 1 mnoD, (npnye ) D (Q ) K yAT
=[—1 = ‘ : 4-28)
SNRp [ l N Y (
or by use of Eq. (4-18) for the BLIP detector case with cold shield,
i/2
SR, — z:rc,el L 0,0, (0 m ) ';m-D*(Zﬂ) KuAT 4.29)
44

Note that the video bandwidth cancels out.

The use of N measured in lines or half-cycles per picture height is standard in television
practice not only because of the analytical benefits noted above but because TV camera lenses
can be changed at will. FLIR lenses are generally designed in because of cold shielding require-
ments. As a result one measure of spatial frequency which is commonly used in FLIR analysis
and design is k,, which is measured in line pairs or cycles per milliradian. The conversion of N to
kg4 is given by

2000 Y K,
N = —————

4-30
F (4-30)
and because the 'verlical field of view v, is approximately equal to Y/F|,

N =2000 ¢ .k, , (4-31)

where ¢, is measured in milliradians. Equation (4-31) can be substituted into either Eqs. (4-
28) or (4-29) directly.

Equation (4-28) can be rearranged to read
2Tun,0 e |1 70Dy (10 m) 2D (Q ) K AT
N 45187112

where we have also muitiplied the numerator and denominator by AfY2. The term to the far
right can be recognized as being equal to AT/NEAT by comparison with Eq. (4-16) and if we
define 7,Af,, as the reference video bandwidth, Af,, Eq. (4-32) becomes

, (4-32)

[+4

SNRD=[

. A2
27.eAf, 1 AT
SNR,, = ~ N NEAT (4-33)

This form is convenient when noise sources are of a simple form and when there is no need to
take into account the detailed effects of sensor aperiures on the noises.

In FLIR modeling practice, it is usual to calculate. NEAT but it has not been customary
to calculate SNR,, or SNR . The reason is that the first generations of FLIR have been com-
paratively simple and it has been generally possible 1o specify the detectivity of the detectors by
a simple number or an equivalent detectivity including perhaps an additional noise as shown in
Appendix F(C). In this case, it is usually simpler to calculate the minimum resolvable tem-
perature, or MRT, directly as shown in Chapter V without an intermediate SNR step. This
procedure will probably change in the future both as our understanding of the modeling process
increases and with the advent of more advanced FLIRs. For example, if observer retinal noise
characteristics are added in, then its noise would be difficult to lump into the detectivity
definition. Also multiple noises with rather widely varying bandwidths may be involved which
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makes the simple lumped detectivity concept very cumbersome. Even with current systems the
simple approach begins to break down if it is wished to make the calculations by using the
actual noise power of the detector and if aperture correction of either the preamp, the muiti-
plexer, or the display is used.

E. THE EFFECTS OF FINITE SENSOR APERTURES

If an imaging sensor were perfect, the image of a point source would appear as a point in
the displayed image and all images would be transmitied through the sensor with perfect fidel-
ity. In reality, the displayed image will differ from the scene object in amplitude, shape, posi-
tion, or all three due to finite sensor apertures such as the lens, the fnite dimensions of the
detector, the multiplexer, the finite dimensions of the displays electron scanning beam, etfc. To
iltustrate the effect of an aperture, consider the point source object of Fig. 4-7 {a). Due to
diffraction, chromatic and geometric aberations, and imperfect focus, a point in object space will
be imaged by the lens as a blur in image space. An equation representing the image intensity
vs the x, y coordinates in the image plane is known as the point spread function. Similarly, an
equation representing the blurred line of Fig. 4-7 (b) is known as the /ine spread function. If the
aperture responses are lnear, the point and line spread functions can be Fourier transformed
and the sensory system can be anaiyzed in the frequency domain.

u 0

Paint

¥

Infensitya—L‘

H

b

{ine
leps

Focol Plane

Fig. 4-7 — Effect of a finite aperture on a point and line source image

The methods of analyses are discussed extensively in Appendix D. Appendix C discusses
a model using a matched filter concept for the human eye while Appendix D treats theeyvess a
synchronous integrator. Both approaches give similar results, The methods and resulis of
Appendix D will be used in the treatment which foliows.
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To illustrate the methods of analysis, we will first consider the system of Fig. 4-8 which
employs a TV camera to perform the multiplexing operation. The image of the scene is pro-
jected onto the line array of detectors by the first lens. The output of each detector is amplified
and used to modulate a light-emitting diode or LED. The detectors and the LED’s are scanned
in the horizontal direction by mirrors (not shown). During each scan, the TV camera stores
the image créated by the LED array and the stored image is subsequently read out by the TV
pickup tube’s electron scanning beam, The resulting signals are amplified and used to modulate
the display beam which creates a visible light image on the CRT phosphor of contrast propor-
tional to the radiation contrast of the photoconveried scene. In the horizontal direction, the
signals are analog so that sampling effects need not be considered. However this is not true in
the vertical direction.

lens detectors preamps  LED'
>

-~ - ’

~o_! ~_
~ ~J

<

Fig. 4-8 — Schematic representation of a basic FLIR configuration

We will consider two basic types of test objects which are aperiodic ebjects (defined here
to be isolated rectangular images on a uniform background} and periodic bar patterns. To focus
on first-order effects, we will initially consider the rectangles and bars to be long relative to
their width se that the effects of the sensor apertures on bar length can be considered trivial.
The analysis can then proceed on a one-dimensional basis so far as the apertures are concerned,
It is further assumed that the perception of the displayed image is limited by sensor-generated,
rather than retinal fluctuation, noise.

The most prominent and usually dominant noise generated within the usual FLIR system
is due to the photoconversion of photons to elecirons by the detectors. Other noises such as
inverse frequency-dependent noise and preamp noise which may occur are frequently lumped
an incorporaled in the D* specification. In first-order analysis, it is common 1o consider there
to be only one noise source and that the character of the noise is white. These assumptions are
by no means necessary: multiple noise sources of nonwhite character are readily treated as dis-

cussed in Appendix D but we shall assume only one noise source in the analysis that immedi-
ately follows.

In the synchronous integrator concept of the human eye-brain combination as discussed in
Appendix D, it is assumed that while the image of an aperiodic object is smeared out or blurred
by the finite sensor apertures, the observer will extend his limits of spatial integration as
required so as to recover all of the signal. However, in extending the integration distance to
recover the signal, more background noise is also integrated. Since a sensor aperture is also a
filter, the aperiure may also reduce the noise of the aperture follows a point of noise insertion.
Thus, while an aperture can both increase and decrease if the noise an observer will perceive,
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the increase wilt always be larger than the decrease and the net effect or the SNR,; will always
be a decrease.® A functional block diagram of the sensor apertures corresponding to the system
of Fig. 4-8 is shown in Fig. 4-9. The sensor aptical transfer functions are symbolically denoted
as R,{ ) and the magnitudes of R,() are called the aperture’s modulation transfer function or
MTF.

TV video o
tens  detector lens pickup amp display
Is = Roit I+ Rad Rag2 1 Roc [ Rov ™™ Rop

tn

Fig. 4-% — Functionat diagram for the system of Fig, 4-7 showing
sensor apertures and point of noise insertion

The equations that describe the effects of apertures on the models for bar patlern detec-
tion differ substantially from those used 1o model simple rectangle detection because of the
affects the apertures have on the signal waveform and not because of any substantial difference
in the observer’s detection process (although some differences exist), In the aperiodic case, the
displayed images waveform ig smeared out and may be reduced in amplitude by apertures,
However the area under the outpui waveform is identical to the area under the input waveform.
As noted above, it is assumed that the observer will simply extend his spatial infegration timits
to recover all of the signal, However, in the process, the amount of noise perceived increases
since the limits of signal integration now include more noise from the background. This is dis-
cussed in detail in connection with Fig, -2 of Appendix D, In the periodic case, the image of
a bar patiern is also blurred by apertures but the period of the output waveform is identicat to
the period of the input waveform and it is therefore assumed that the noise integration distance
remains unchanged by aperture effects. The primary effect of apertures on bar pattern detec-
tion is to reduce signal amplifude {mere correctly, the area under the ocutput waveform
decreases as discussed in connection with Fig. D-12 of Appendix D}. To summarize, the effect
of apertures on aperiodic lest obiects is to increase the noise integration distance leaving the
integrated signal unchanged while in the periodic test object case, the effect is to reduce
integrated signal leaving the noise integration distance unchanged.

The periodic bar pattern is the most commonly used test paitern and sensor performance
is generally specified in terms of the highest spatial frequency that an observer can resolve on
the sensor's display as a function of the patiern’s radiant exitance or temperature differential.
For the basic FLIR configuration shown schematically in Fig. 4-8 and functionally as a block
diagram in Fig. 4-9, the SNR ;, may be wrilten as

2T, e af, 17 RAN
N - ’3(}\[} 12

where R (N}, the square wave flux response and 8(N) the noise filtering function are to be
defined. The SNR p, as in the case of the aperiodic object, is computed on the basis of a single

SNR D= SNR 0 (4“34)

11

*Tite net SNR p will always be a decrease except possibly in the sampled data direction where the apesiures are & part
of the pre- and postfiltering operation and thus are both necessary to image reconstruction and Lo the prevention of
SpUTioUS TESpONSe.
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bar; the assumption being that an observer, to resolve the presence of a bar pattern, must
resolve a single bar in the pattern. In the periodic case, all of the apertures shown on the block
diagram of Fig. 4-9 act to reduce the integrated signal under the output waveform. If the indi-
vidual aperture responses are linear, then all of the aperture responses may be lumped as fol-

lows.*
RDS(N) = ROL(N) - Rad(N) ' RDLZ(N) ) RDC(N) ' ROV(N) 'ROD(H), (4'35)

where R, (n)} is the oversensory system MTF. The square wave flux response is determined
from the above equation and
s ROS[(2k—1)N]

e Y TSETE

(4-36)

The noise filtering factor 8(n) includes only those MTFs that follow the point of noise inser-
tion which are

Ry (N) = Ry (N) * R, (N} - R,,(N) - Ryp(N) 4-37)

and B(N) is obtained from the approximation

R an ,(N) aN-
B(N) = (4-38)

Alternatively B(N) can be obtained from the approximation
B(N) = 1/[1 + (N/N,)2 (4-39)

where N, the noise equivalent bandwidth of those apertures which follow the point of noise
insertion, is given by

Ny (N) ‘_"J(; R (N)dN. (4-40)
R (N), B(N), and N, (N) are usually evaluated numerically.

It is observed that a bar pattern is periodic in one direction and aperiodic along the length
of the bar. Usually the length of the bars are sufficiently long so that the noise increase and
filtering effects along the bar can be ignored. If the bar lengths are short, then Eq. (4-34)
would be written as

2
27.Af, | R, (N)

[T, (N)£,(N)B, (N)]V?2

where the bars are assumed to be periodic in x and aperiodic in y and, T ,(N) and £ (N} are the
noise filtering and increase factors respectively. Assuming that these factors can be neglected, Eq.
(4-34) together with Eq. (4-28) may be written as

) 112
2T.¢ R, (N) wn,D,(nmn,wm)2D*(Q, )KMAT
B(N)2 4f

SNR, = SNR,,, (4-41)

SNRp = (4-42)

*The spatial frequency may be expressed in other units such as & ,if care is exercised in scaling the MTFs as previously
discussed. The chance of error is reduced if the overall MTFs and specialized terms are carried forward as dimension-
less units until the end and then converted 10 the dimenrsional units desired.
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The noise equivalent bandwidth of any aperture is defined in general by
N, = fe RN} dN (4-43)

or

N, =2 [ RHkdk,

and the noise equivalent aperture is defined in general by

1

8, N {4-44)
The meaning of &, can be visuallized by reference 1o Fig.4-10. If an image impulse {a point
source} is passed through a Gaussian filter, the output waveform will be as shown in the figure,
The shaded arca bounded by 8, is the distance over which the eye is assumed to integrate
noise. This is less than the distance over which the signal was assumed to be integrated, but
some means had to be found to bound the noise integration limits, However the difference is
not large in effect becanse the shaded area in Fig. 4-9 is 0.92 times the total area integrated
over infinite {imits. The gquanity §, may be thought of as a noise equivalent blur distance.
When a number of apertures are cascaded the {ollowing approximations are sometimes useful.

8l=8L+8L+8L——+82. {4-45)
12 = 12 + 12 + 12 e -——}2 . (4-46)
Nes Net Ne2 Ne3 Nen
Lc:l L9 S R L L L DL} i 1T T U171 € A i LI I ¥ f s ¢ F 8 F T f:
o8f 3
a E E
= - -
- = =
T obpk =
a -y P
: E \ \\ 3
S o4E . i\\\ N 3 E
- 0. - o o "E
: K \\| ;
[10) - A -
o = =
0.2k~ =
3 31
a0 3 tt bk LS LS 3 R
-1.0 -0.5 0.0 0.5 1.0
x/8,

Fig. 4-10 — NMoise integration distance for a point image after the image
has passed through a Gaussian aperture

The aperiodic mode! is seldom used in either analytical modeling or in laboratory or field
testing of TIS. However since it is the appropriate model to use when the task is the detection
of small objects on a uniform background, the aperiodic model will be reviewed. Equation {4-
25) modified to include aperture effects on aperiodic images becomes
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2T.eaf, |7 SNR,,

N [TNMEMN]?

where £(N) is a noise increase factor and I'(N) is a noise filtering factor.

(4-47)

SNR p, =

Precise integral expressions are available in Appendix D for the purpose of calculating the
noise increase and filter factors but for the purpose of clarity and physical insight, we will use
the approximations developed. The approximate noise increase factor is given by

N ]2 1/2

E(N) = N, , (4-48)

where N, is the noise equivalent bandwidth as defined by Eq. (4- 43) and calculated by using the
overall system MTF as given by Eq. (4-35). Alternatively, Eq. (4-48) can be wntten as

/2

£(Ax) = , - (4-49)

Ax

where &, is the overall system noise equivalent aperture as defined by Eq. (4-44) and Ax is the
width af the input test pattern in compatible units. It can be seen that when the width of the test
object is large relative to the noise equivalent aperture (or "blur diameter"), the noise increase
factor is near unity. The noise filtering factor T (N) is given by

2 271/2
AP ] ]
an ef ’
F(N) = Fl N ] 1/2 3y (4‘50)
L+f—1 +2
Nen Nef ]

where N, is the noise equivalent bandwidih for all of the apertures that precede the point of noise
insertion and N, is the same parameter for all of the apertures that follow the point of noise inser-
tion, i.e., for the block diagram of Fig. 4-8, R,, =R,  R,yand R,,= R, R,. - R,, * R,p.

Now, by analogy to Eq. (4-42} we can write the typical SNR ,, equation including apertures for
the aperiodic target case as _

1/2 oo
2Te | 1 w00, (10,0 m ) 2 D*(Q K AT

N [T (N)E(NIT,(NYE, (N2 af )

where we have included the effects of the apertures in both directions. In this formulation we

have assumed that the spatial dependences of the aperture responses are independent and
separable in x and y.

The principal sensor MTFs may include the lens, the instability of sightline, the detector,
the multiplexer, and the display. In good design, the lens will be close to diffraction limited.
The diffraction limit is of course wavelength dependent. However, to gain some appreciation of
the diffraction problem, we have used the simple diffraction equation given by

nuy ‘
Ry, (v) = ~:_— [cos"1 _LE 1 - [v ] ] } (4-52)
0

where v is the spatial frequency in arbitrary units. When v is given in terms of N Ir’nes/pfct.'ht.,
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N — 2000  2000YD,
O xF AR

20009 D
- 20T (4-53)
A
where X i the wavelength in um, b, is the vertical field of view in radians, and Dy is the diameter of
the lens in mm. We plot Eq. (4-53) in Fig. 4-11 for A = 10um and 2 ¢, of 2 ° for various lens
diameters. When v is given in terms of k&, cycles/mrad,
Dy

koo = =" (4-54)

where Dy is in mm and X is in wm. Again, we plot Eq. €4-52} in Fig. 4-12 for X = 4 and 10
wm and the same lens diameter as before. When using &, units, the MTFs are independent of
the felds of view.

’
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Fig. 4-11 — MTF of diffraction-limited circular lens at 10 um with a vertical field of view of 2°.
The MTFs are ploited for various lens diameters,
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Fig. 4-12 — MTF of diffraction limited circutar teus at 4 and 10 pm for various lens diameters
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The effects of sightline instability are well known for television cameras which are
integrating sensors but the effects on FLIR systems are not. In the television case, image blur
due to instability takes piace before readout and therefore each displayed image is blurred and
each point in the picture is blurred by about the same amount. In the case of a FLIR using
electronic multiplex, each picture displayed should be relatively unblurred since the exposure
time over which the motion is integrated is only equal to the detector dwell time rather than
the much longer sensor frame time. Each point in the picture can be somewhat displaced from
its true position, and the displacement of any given point may be different from that of any
other point. When the sightline motion is of the random amplitude variety, each point in the
picture will be displaced from the next by an unpredictable and variable amount. The primary
integration of the motion will take place in the observer’s eye. When the TV camera tube is
used as the multiplexer, the motion is still not completely integrated as in conventional TV case
although some TV camera tube lag effects may come into play. The psychological experimenta-
tion necessary to determine sightline instabiiity effects for FLIR has not been performed.
Therefore, the usual procedure is either to ignore motion entirely, which seems rather optimis-
tic, or, to use the TV-derived motional MTFs, which is probably somewhat pessimistic. For
random sightline motion, the MTF for TV is given by
70 N ]2

ROm(N)’=exp— \/f(‘b

(4-55}

when N is given in lines/pict. ht. and as
Rom(kﬂ) = eXp — [’ﬂ'\/i— GAkglz (4‘56)

when k, is in cycles/mrad and # 4 is in mrad. The quantity € , is the rms amplitude of the sight-
line motion. Equations (4-55) and (4-56) are plotted in Figs. 4-13 and 4-14 respectively. Again,
observe that R, is field-of-view dependent when given in units of N,

1.0 T T ) T T T T T T 1 1 T T T L T

08

0.6

MTF

o4 100 50 25 BA {urad) l—

Q2

l_ll.lll‘fll_lh!IJI]III‘III]_IJ_II!(Illllllljl_lL[

0.0 1 l i l | L 1 i A — | ]_ i | l A
0 100 200 300 400 500 600 700 - 800 900 1000

SPATIAL FREQUENCY (lines/pict. ht.}

Fig. 4-13 — MTFs due (o random sightline motions of amplitude 8, for a vertical fieid-of-view of 2.5°
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MTF

T | i i [ 'S
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SPATIAL FREQUENCY leyctes/mrad)

X Jui]unlhithnf}lullll-l_t_j_]_nl_“Jll_(l.ulhli

=3

Fig. 4-14 — MTFs due to random sightline motions of amplitude &,

The MTF of a detector of size & in one ditection is given by

sin(w8N/2F )
Ry AN} = -57
0 V) TAN/2F, by (@-57)
when N is in lines/pict. hi. Alternatively
sin{wéN/24,)
RouNY = = Ty, “-58)

where # is the instantaneous field-of-view of the detector in the appropriate direction. For &
in cycles/mrad,

sin(100078k/ F))
= 4-59
Roalky 100078k o/ F; (4-59)
or H gk
Roglkg) = ——Slizkﬂ“ (4-60)

when § is the instantancous field-of-view in mrad. The above equations apply to the analeg scan
direction. The case where the signals are sampled is discussed in Appendix G. We plot the
deiector MTF for ¢,/6=360 in Fig. 4-15 and by use of the scale at the top of the graph, the
MTF is shown vs kg for & = (.1 mrad. The various MTFs discussed above plus the MTFs as-
sumed for a TV camera multiplexer and a typical 3" display are shown in Fig. 4-16. The lens
MTF assumes a 200-mm diameter, and the sightline motion was assumed to be 50 wrad rms.
The overall system MTF is shown as Rg,. The MTFs due to the LEDs and reimaging lens used
in the basic FLIR configuration of Fig, 4-§ are assumed to be unity. In Fig. 4-17, we show the
averall system square wave amplitude response R, {N), the sine wave amplitude response
R,(N}, or MTF, and the square wave flux response R, (N). Also shown is the noise-filtering
function, B{N), for periodic patierns.
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Fig. 4-15 — MTF for a detector vs N for a ¢,/0 ratio of 360 and vs k, for
an instantaneous field of view of 0.1 mrad
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Fig. 4-16 — Overall system MTF, R,,(N), and component MTFs including Ry, , (lens), Ry, .(motion),

Ry, (detector), Ry, (camera tube), and R,p (display)
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In low light level television systems, the image blurring takes place in the TV camera
tube’s gain-storage target which follows the point of photoelectron noise generation {at the pho-
tosurfaces) and thus the motion MTF filters the noise and is included in S{N¥). If the blurring
takes place in the observer’s eye, then again the noise is filtered and would be included in
B{N}. This was assumed in calculating 8(N) of Fig. 4-17.

The component MTFs used above for illustrational purposes are by no means all
inclusive, Other MTFs such as the preamp and video-amplifier responses, the MTF of the LED
reimaging system, and even the MTF of the observer's eve may be involved in the overall
imaging process. '

It shouid also be observed that certain MTFs can be partially compensated (Ref, 4-8). If
an aperture has the functional frequency response R, (N}, the ideal corrector would be
R;7UN). Note that the correcior’s response maust be the inverse of both the magnitude and
phase terms of R,(N}. In the example described by the functional biock diagram of Fig. 4-8, it
will be found that an attempt to compensate the lens and detector will be unfruitful because
these apertures preceed the point of noise insertion and both signals and noises wilt be
amplified alike by the compensator, However, it is possible to compensate the reimaging jens,
R 12 and the TV camera, R,., which follows the noise. In this case, it will be found that com-
pensation increases both signal and noise but the signal increases faster. It has been found in
practice that the improvement obtainable can be appreciable for this specific case.

F. NUMERICAL EXAMPLE

In Table 4-2, the parameters of a hypothetical FLIR are summarized. It is assumed that
the basic FLIR configuration of Fig. 4-8 is used. A vertical array of 180 dstectors interlaced 2:1
is used to provide 360 scan lines without overlap. The reference channel bandwidth from Eq.
{4-12) may be written as

ap, = 2fEE 1303648
T 2myme;  20.75:180:0.1:0.1
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Table 4-2 — Hypothetical FLIR Parameters

Field of View Q 36 x 48 mrad
Instantaneous Field of View o, 0.1 x 0.1 mrad
Lens
Diameter D, 200 mm
Focal Length F 500 mm
Focal Ratio f 2.5
Efficiency N, 0.65

Picture Aspect Ratio o 4/3

Frame Rate Fy 30/s

Interlace Ratio , K, 2/1

Detectors
Size 5,8, .05 x .05 mm
Number My 180
Scan Efficiency Nee 0.75
Detectivity D*(2r) 1.3 x 100 cm Hz!/2 W~!
Cold Shieid Efficiency 0.7

Incremental Scene Radiance

Spectral Band Al 80 —-115um
Temperature T 300 K :
AT Proportionality Factor K, 5.55 x 105 w/em2sr-K

by using the parameters of Table 4-2. The NEAT calculated.from Eq. (4-19) is
2 [af,1172 '
0,0y (1) Ky D* Q)
219, 200] 172

— -0.157°
7-0.65:20-0.7(1 x1078x0.75)/2.5.5x107%-1-3 x 10!°

NEAT =

The SNR ; obtainable from the sensory system assuming a unity MTF is calculated from Eq.
(4-33) as follows

172
2L, e Af | 1 _AT
NRp = [———=| =
SNRp « ] N NEAT
1/2
_[2:0.1-7-3.46-1051 " 1 _AT
4/3 N 0.157
- AT
= 12,140 ~+~,
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where a bar pattern image of 7:1 length-to-width aspect is assumed. This eguation ts plotted in
Fig. 4-18 for various values of A7, When the test image is an isolated rectangle and when the
principal noise is white noise developed in the detector’s photoconversion process, then

12,140 AT
NT(N) (VY

where in the above, we have included the effects of the sensor’s finite apertures in the horizon-
tal direction. For periodic bar patterns, the corresponding equation under the same condition is

R, (N)
The above three equations are plotted in Fig. 4-19 by using the MTFs of Section D for AT =
1°. In the above calenlations, it is assumed that the bar patterns are vertically oriented and that
the effects of the apertures in the vertical direction can be negilected. Observe that the effect of

the apertures is to decrease the SNR, obtainable at the higher line numbers and that the effect
of the apertures is much more severe on periodic than aperiodic images.

SNR , =

SNRp = 12,140 AT

oo

100

Fig. 4-18 — SNRy v spatiat frequency for the

assumed sensor with unity MTF n‘::
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SPATIAL FREQUENCY (cycles /mrad)

0.5 1 5 Q
1000¢= T T T T T T 1]
- -
i AT=1° i
L T = 300K __]
00— —
C Aperiodic -
L a
= Periodic 4
a L .
o
=
7
04—
-
1 1 r v e paal N I A | I A
10 100 1000

SPATIAL FREQUENCY f{tines/pict. ht.)

Fig. 4-19 — SNR vs spatial frequency for the assumed sensor
with unity MTF and for the assumed MTF with periodic and
aperiodic test patterns

G. SUMMARY OF THE SIGNIFICANT EQUATIONS

In this section we summarize the more significant equations. The equation numbering
corresponds to the original equation numbers as they appeared earlier in this chapter.

Display Signal-to-Noise Ratio

1/2

SNRD = SNR Vo - (4"8)

2T,AS, %

SNR; = display signal- to-noise ratio

T, = observer’s integration time (s)
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Af, = video bandwidth (Hz)

& = image area in focal plane {m?)
A = total focal plane area (m?
¢ = charge of an electron {cout}

SNR ;; = video signal-to-noise ratio

Channel Signal-to-Noise Ratio

an, (mamiiD*(Q) K, AT

SNR,, = <% VA 4-9)
SNR ., = channel signal-fo-noise ratie
n, = lens transmittance
J = lens focal ratio
n; = no. of TDI detectors
a, = area of 1 detector (cm?)
7, = scan efficiency
D*(Q},) = detector detectivity (cm HzVZW™T)
K, = AT conversion factor (Wem 2sr 7K™
Af. = channel bandwidth (Hz)
AT = incremental temperature{K}
Detector Channel Bandwidth (Reference}
af, = e 412
2y 0,0,

Af., = reference channel bandwidth (Hz)
O, = overscan ratio
fr = frame rate (s
@ = total feld of view (sr)
7. = scan efficiency
= = number of paralle! detectors

w,; = instantaneous field of view (sr)
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Noise Equivalent Temperature Difference (General)

NEAT = 2L o712
™, (mam)V* Ky D* (Q,)
4 [a; 4,17
T an, D2 (ym) P, Ky D*(0,)
_ 4f [Af;,]”z
m™,D;, (mwm ) Ky D* ()
4f [0, Fr 2]

- m™,D, 2nn)?w;m, Ky D*(Q)
Detectivity (BLIP Detectors)

D*(},) =2fn. D* 2x).

D*(Q) = detectivity for view angle {} sr
1. = cold shield efficiency

D* (27) = detectivity for 2asrviewing angle
Noise Equivalent Temperature Difference (BLIP Detectors)

2 (A1
w0, D, Ne (’1[(9]7];)1/2 Ky D* Q)

NEAT =

2 [0, F Q12
70, Dy [2mn, 12 wymem, Ky D*(27)

Channel Signal-to-Noise Ratio

AT

Video Signal-to-Noise Ratio (Broad Area Image)

SNR, =
Poas A7

SNR,, = broad area video SNR
Af, = video bandwidth (Hz)
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Image Dimensions and Spatial Frequency

a = AxAy = gAx?,
N = ¥/Ax
ks = N/2000%, .

€ = image aspect ratio Ay/&x
N = spatial frequency (lines/pict.ht.)
" Ax = minimum image dimension {mm)
Y = image plane height {(mm)
ky = spatial frequency (cycles/mrad)
p. = vertical field of view (rad)

SNR, for General Ideat Sensor (MTF = 1.0)

SNR , =~

-

2T ”2‘_1_ T, (e mIVID* (0 ) Ky AT
o N 452

SNR, = digplay SNR

a = picture aspect ra'_t_io(np,,!w)
@;; = hotizontal field of view (rad)

2Te i 1 7, D, (nmwm )2 D* () Ky AT
SNRg - a -i}' af

SNR, =

2Teas, | 1 ar
« N NEAT

Af, = the reference video bandwidth =7, iﬁ, {Hz).

SNR , for Ideal BLIP Sensot (MTF = 1.0)

SNRD -

N 2.

30

2T« ]m 1 w0, (nnwm) i D* (2n) KyAT

(4-23)
{4-24)

(4-31)

{427}

{4-28)

4-31

(4-29)



NRL REPORT 8311

SNR ; for Periodic Images

T :
SNR,, =lzree Af,,] % RN)

N B(N)Uz

R,(N} = square wave flux response

B(N) = noise filtering function

Square Wave Flux Response— Periodic Images

_§_ bk Ro,[(zk — 1) N}
Ry (M) ) ,2:1 2k - 1)?

Noise Filtering Function for Periodic Images

SNR .

N
Rér(N)dN
B(N) = J °~1’v —_
SNR for Aperiodic Images
172
SNR. = [2T¢,e Af,,,] 1 SNRy |
b N [T (N) E(WN))V2"

SNR,, = SNR,,
I'(N) = noise filtering function

£(N) = noise increase function
Noise Increase Function for Aperiodic Images

E(N) =[1 +

N 2 1(2
N '
N,; = noise equivalent bandwidth for the overall system

Noise Equivalent Bandwidth
W= J. RGN aw.
R,(N) = modulation transfer function
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(38)

(4-47)
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Noise Filtering Function

N2 N2 12
1+ +=
N, en N, ef
F(N} =¥ 2 =2 ﬁ'f. (4"‘5@)
R L P B
Né’ﬂ N, ef
N, = noise equivalent bandwidih for ali apertures
preceding the point of noise insertion
N, = noise equivalent bandwidth for all apertures
following a peint of noise insertion
MTF for a Diffraction Limited Lens
5 212
Ry (v} = m[cus'i-y—-—y-[l —tL} l } {4-52)
k3 141} ¥n Va g
20004, O
=TT {4-53}
b
kgg = "“_a_. §4‘5¢)
A
@, = vertical field of view (rad)
M = wavelength (um), when D,is in mm
MTF for Random Sighiline Motion
Ry, (k) = exp ~ (w20 k7% (4-36)
w4 N z
Ry (N) =exp — {——1 . 4-55
L] p [ \I{f lflv ( }
¢ ;, = rms angular amplitude of motion
MTF of a Detector in Scan Direction
{4-58)

sin{m8N/2w )
RoqglN) = TBN/ 2
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sin(10007 84,/ Fy)
= . (4-59)
Roqlicy 1000wk ,/ F,
sinwék,
=— (4-60)
ROd(kg) abk,
& = detector dimension
# = instantaneous field of view
MTF of a Detector in the Across Scan Direction
L2
sin2(rdN/2¢ )
= RI(N) =——————— (G-2)
MTF a( (WBN/2¢V)2
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Chapter V

LABORATORY PERFORMANCE MODEL
F. A. Roseli

A, INTRODUCTION

In Chapter IV, we discussed the notion of an image SNR and methods of calculating the
image SNR obtainable on a sensor’s display for test images of simple geometry such as rectan-
gles and periodic bar patterns. If the observer’s image SNR requirements were known, then
the probability that an observer will discern a particular image under a given set of operating
conditions can be analytically predicted. The ability to perform such predictions is of consider-
able aid in the process of designing sensory systems and in the evaluation of proposed designs.

The maost commonly used and specified measure of a thermal imaging system’s sensitivity
and resolution has been designated the minimum resolvable temperature or MRT. The use of
this term implies that the test image is a four-bar pattern with the length of each bar in the pat-
tern being seven times its width, The MRT measure is adapted from and is directly analogous
to a similar measure devised by television engineers. In the TV case, threshold spatial resolu-
tion is plotted as a function of the test patterns irradiance level while in the thermal imaging
system (TIS), the threshold incremental temperature difference about a given background tem-
perature, is plotted as a funciion of the bar pattern spatial frequency. Aside from the inter-
change of coordinates, the measures used for TIS and TV systems.are conceptually identical.
The difference in presentation of data is probably due to practical considerations. In the visible
spectrum, bar patterns are easy to make and the test procedure most often used is to simultane-
ously image a number of patterns of different spatial frequency. At a given light level, the
observer is asked to select the pattern of highest spatial frequency that he can just barely
resolve as a bar pattern. In the TIS case, where patterns are difficult to construct, it was more
usual to image a single pattern and then increase or decrease its temperature differential until
the pattern becomes just barely perceptible. However more sophisticated test equipment with
multiple test patterns are now available for testing TIS systems.

A less commonly used measure for TIS systems is the minimum detectable temperature
or MDT. This measure implies that the test image is a square. MDT is plotted as a function of
the square’s dimensions and thus, it is also a measure of sensitivity and resolution as is MRT,
However, MDT is a much less sensitive measure of the effects of the sensor’s aperture
response. Both MRT and MDT are appropriate measures when the final user of the displayed
information is a human observer, since these measures include the ability of the observer to
integrate spatially and temporally, and the threshold SNR which determines MRT and MDT is
that which has been experimentally determined for observers.

In Section B of this chapter the observer threshold SNRs are briefly summarized. The
MRT and MDT equations are derived in terms of these thresholds, and some sample calcula-
tions are performed. In Section C, the observer thresholds and the limitations of the threshold
measurements are briefly discussed. The psychophysical experiments which led to the thres-
hold value are discussed further in Appendix H.
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B. MINIMUM RESOLVABLE TEMPERATURE (MRT}
AND MIMINUM DETECTABLE TEMPERATURE (MDT}

The display SNR ;s obtainable from a sensor when the test images are simpie rectangles
or periodic bar patterns were derived in Chapter IV, In Section C of this chapter, the results of
psychophysical experimentation performed for the purpose of determining the SNR, required
by the observer to discern the simple test images al a given level of probability will be dis-
cussed. By matching the SNR; obtainable from the sensor to that required by the observer, the
probability of discerning the image on the sensor’s display can be determined. In particular,
when the SNR ; required by the observer is set equal to its threshold value for which the pro-
bability of discerning a particular image is 50% and when the SNR , obtainable from the sensor
is egual to this threshold value, a measure of sensor resolution and sensitivity is obtained. In
the case of a TIS or FLIR, the measure is known as the minimum resofvable temperature or MRT
when the input test image is a bar pattern and, the minimum detecrable temperature ot MDT
when the test image is a square.

The MRT measure is by far the most commonly used. ln making the MRT measurement
for a real sensor, an cbserver views the displayed image of a four-bar pattern of 7:1 bar aspect
ratio as the temperature differential between it and a uniform background of a fixed tempera-
ture is varied either continuousiy or randomly, In principle, that temperature at which the pat-
tern is discerned 30% of the time by a number of observers or an ensemble of observations is
known as the MRT for the spatial frequency of the pattern used. In practice, the measurement
is usuaily made by a trained observer who varies the temperature differential until the patiern
can just barely be "resolved.” These two methods of measurement have been shown to be fairly
comparable and to give consistent results for any given observer and also, between frained
observers (Ref. 5-1). The MRT is piotted as a function of spatial frequency.

During the measurement of MRT, the observer s generally free to optimize his viewing
distance and to opiimize the displayed image contrast and light tevel. These conditions are not
always realizable when viewing real scenes of large dynamic range. The MRT should be inter-
preted as the absolute minimum temperature difference observable under optimum viewing
conditions. From ttme-to-time a resolvable temperature or RT concept, which inciudes dynamic
range consiraints, is proposed but standards for this measurement have not been established.

MDT is not often used in either system design, analysis, or specification although it may
be relevant to certain sensory system applications. lis measurement and its condition of meas-
urement are similar to that used to obtain MRT excepl that the test image is a square. Both
MRT and MDT are analytically predictable and if the sysiem paramelers are accurately knowi,
the accuracy of the prediction should be within the accuracy of the measurement.

For a 50% probability of detecting rectangles and bar patterns, and an observer infegration
time of §.1 s, the recommended values of observer thresholds are as follows.

For Rectangles

if the observer is free to vary his display viewing distance at will, as in making an MDT
measurement, the recommended value of the threshold SNR 57 is 2.8.

If the display viewing distance is fixed, the recommended value for SNRpr is 2.8 for
squares if the angular subtense of the displayed image is neither less than about 4° nor greater
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than about 3{' of arc relative to the observer’s eye. If this is not the case, the threshold vaiue
may be obtained from Fig. 5-5.

If the display viewing distance is fixed, the recommended value of threshold SNR pris 2.8
for rectangies so long as the angular subtense of the rectangle is not greater than about 30 of
arc relative to the observer’s eye in both dimensions simultaneously. The displayed rectangular
image can subtend up to 6° or more in one direction and an SNR 57 of 2.8 is still appropriate.
If both dimensions are greater than about 30 of arc, assume that the eye integrates an area
around the perimeter which has an angular subtense of 8' to 10’ of arc* relative to the
observer’s eye.

For Periodic Bar Pat{erns

If the observer is free to vary this display viewing distance at will, as in making an MRT
measurement, the recommended value of the threshold SNR 7 is 2.5. This value generally
holds for the lower line numbers but will give somewhat pessimistic threshold resolution pre-
dictions at the higher spatial frequencies. (See Figs. 5-6 and 5-7).

If the observer viewing distance is fixed, the threshold value of SNR j tends to increase at
the lower spatial frequencies and decrease at the higher spatial frequencies at short viewing dis-
tances and conversely (see Fig. 5-6).

In the aperiodic (rectangular image) case, the' SNR ;, required to achieve either higher or
lower probabilities of detection can be estimated from Table 5-1. The same table can be used
for periodic case by use of the ratio column, and by noting that an SNR p7 of 2.5 is usual for
bar patterns rather than 2.8 as for rectangies.

Table 5-1 — SNR, Required to Achieve a Given
Level of Detection Probability for
Rectangular Images

Pd | SNR, | SNBp [ Pa | snRp, | SNBp
© | SNRpq SNRpy

0.1 140 0.50 0.7 336 | 1.23
02] 1.88 0.67 0.8 3.72 | 145
03] 244 0.80 | 0.9 4.20 | L7t
04| 252 090 {095 | 459 | 1.84
0.5 [ 280 1.00 1099 | 532 | 190 |
06| 3.08 1.11 |{ 0.995| 5.60 | 2.00

*The 8 to 10" of arc does not appear consistent with the 30" dimension but as is discussed in Section V-C the error in
assuming complete spatial integration does not become appreciable until the anguiar subtense of the image becomes
greater than about 3¢ relative to the eye. -
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The MRT is quantitatively determined by setting the SNR p equation equal to its thres-
hotd SNR pr value and solving for AT which now becomes the MRT. When there are several
- significant noise sources it is sometimes necessary to plot the SNRp as shown in Fig. 5-1 for
various values of AT. The threshold value, assumed to be 2.5, is also plotied as the solid hor-
izontal line in the figure. The intersections of the SNR, curves with the SNRp; curve give the
threshold resolution for the given value of AT which ig then atso the MRT. If a higher value
of probability is desired, the value of SNR,y is increased. By use of Table 5-1 we see that a
0.995 probability requires 2 times the SNR, as a probability of 0.5 and thus a horizontal dashed
line is drawn at SNR; =35 in Fig. 5-1 and again the intersectiong give the spatial frequency
required at any given value of A7. When a single noise term suffices, the MRT may be written
in general from Eq. (4-42} as

1954
: NBVHN) 4f
MRT = SNR 57 - | = (5-1
or 2€Te] RSF(N) ﬂﬁgDﬂ(ﬂfﬂpw['ﬂJ‘”z D*(QC)KM
or if the detectors are BLIP
2
a N ‘Blf 2 (N 2
MRT = 3NRpr - . 52
or 2e Te Rsf{N} TN Dﬂ (i‘i.r ft, Wy T]s}}fz e D*(z‘#)KM
000G — T Ty
C .
r L
100 -
Fig. 5-1 — Display SNR, s gpatiat frequency for : :
various values of AT. Also shown are the SNR p a - -
values at threshold and for a 99% probability of o L -
detection. g
o= =
- -
- -
- 4
- - -
Ly \ \ \\\\
: o b d & pipil A
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the models developed herein apply to other aperiqdic and periodic test objects within certain
limits to be discussed. The observer threshold signal-to-noise ratios have been measured
through psychophysical experimentation. A few of these experiments are reviewed in Appen-
dix H.

Generally, the procedure was to generate an image either electronically or by use of a TV
camera tube, add white noise of Gaussian distribution in the video channel, and display the
noisy image on a CRT monitor. For aperiodic objects, the location of the image on the display
and the SNR, of the image was randomly varied. The observer, under a forced choice cri-
terion, was asked to specify the image location whether he could see it or not, The data were
corrected for chance.

For periodic images, the location of the pattern was fixed while the SNR ; was varied.
Two methods of determining threshold resolution were used. In the method of random SNR
variation, the pattern was of fixed spatial frequency. The probability of discerning the bars
within the pattern was then determined as a function of SNR,. In the method of limits, a
number of bar patterns of different spatial frequencies were simultanteously imaged and the
SNR;, was systematically increased or decreased. The SNR , level at which the bar pattern
could be just barely discerned was taken to be the threshold* SNR ;. The threshold SNR pr
determined by using the method of limits was found to be identical to that determined by using
the method of random SNR variation to within the experimental error. The value of the
SNR pr was found to be 2.5,

The corrected probability of detection for rectangular images is plotted vs SNR p in Fig.
5-4. The rectangles in all cases were 4 TV scan lines wide and from 4 to 180 scan lines high.
The angular subtense of the rectangles relative to the observer’s eye varied from 0.13° x 0.13°
to 0.13° x 6.02°. The ability of the eye to integrate over an angle as large as 6° or possibly
more was an unsuspected result. Therefore the experiment was repeated using squares with the
result shown in Fig. 5-5. The uptilt of the threshold SNRpr for the smallest square is atiri-
buted to eye MTF effects since the image is near the size of the eye’s effective blur circle diam-
eter {about 3.2 of arc or 0.053°). When the image becomes larger than 0.27° or 16 min of arc
the apparent SNR pr, which was calculated assuming that the observer spatially integrates all of
the image area, begins to slowly increase but the increase is not large until the displayed image
becomes larger than about 0.5° on a side. This result is attributed to the eye’s acting as a
differentiator at the higher light levels and as a result, the eye only integrates around the perim-
eter of a large image. In the above experiment, the observer was 28" from an 8" high monitor
and as can be seen from Fig. 5-5, the eye’s apparent threshold SNRpr is only approximately
constant for images which are smaller than about 16 x 16 scan lines in size for a conventional
television monitor with 490 active scan lines.

The probability model! used to fit the experimental points of Fig. 5-4 is based on a model
discussed in detail by Legault (Ref. 5-2). In this model it is assumed that the mean number of
photoconverted electrons within the sampling area and period has become sufficiently large so
that the Gaussian or normal probability distribution law given by

Sf2(z2) = [exp (—=2%2)]1/(2w) 112 (5-10)

*By threshold, a 50% probability of detection is implied.
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becomes a goad approximation to the Poisson distribution law, which sctually represeats the
signal and noise processes. In the above, Z is a random variable numerically equal to

Z = SNR, — SNR 7, (5-11)

where SNR ;7 is the threshold display signal-to-noise ratio, which is defined to be that needed
to obtain a detection probabitity of 0.5, The random variable Z is of unit mean and variance,
Other vaiues of probability are obtained from the formuta

Plaw <Z < 29 = (1209 [ exp(—z¥Des, (5-12)
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The threshold value of SNR ,, for bar patterns is seen to be generally less for bar patterns
than for isolated rectangles when the measurement is made at optimum viewing distance. A
value of 2.5 rather than 2.8 would appear appropriate for the range of spatial frequencies from 0
to 500 I/p.h. This difference in threshold may be due in part to the method of measurement.
With bar patterns, the location of the pattern is known, no chance is involved, and the
definition of discerning or detecting a bar pattern is of a very subjective nature.

Both the MRT and MDT are measured under optimum laboratory conditions. In general,
the dynamic temperature range of the test patterns is small and the display gain {contrast) con-
trol can be set at a very high value. When viewing a real scene with a wide dynamic tempera-
ture range the ability to adjust display gain may become limited. As discussed in Appendix H,
retinal fluctuation noise, rather than system generated noise can be the principal noise limiting
threshold resolution.

D. SUMMARY OF SIGNIFICANT EQUATIONS

Minimum Resolvable Temperaure (General)*

1
) 1
NBA(V) 4f
MRT = SNR 5-1
br ZeT Ry N) wn, D, (n;n,w;n)"> D*(QIKy (-1)
MRT = minimum resolvable temperature (° C)

SNR p7 threshold display SNR
o = picture aspect ratio (W/H)
bar length to width ratio

[0
It

T, = eye integration time (s)

N = spatial frequency (lines/pict. ht.)

B(N) = noise filtering function

R A(N) = square wave flux response

¥i = lens focal ratio

Mg = lens transmittance

D, = lens diameter (cm)

ny =  number of detectors in series

n, = number of detectors in parallel

w, = instantaneous field of view (sr)

e = scan efficiency

D*(Q)) =  detectivity for viewing solid angle Q (cm Hz2 w1
Ky = AT conversion factor (W cm~2sr~! K~1)

Spatial Frequency Conversion

N = 2000 ¢, &
b, = vertical field of view (rad)
ky = spatial frequency (cycles/mrad)

*Use when syslem noise can be described by a single noise source assuming MTF equal in x and v directions. If not,
use [T (W) T (N) - £ (N} - £,(M]V2
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which cannot be integrated in closed form but is widely available in standard mathematical
tables, In Table 3-1, the SNR  required to obtain various levels of detection probability are
given based on a value of SNR 57 of 2.8 for a 50% probability of detection.

The value of 2.8 for the threshold SNR py results in part from the assumed value of 0.1 s
for the eve's integration time. I a different value had been assumed vatue had been assumed,
a different value for the threshold whould have been obtained. In other words, the SNRy is a
derived guantity based on a measured threshold video SNR and an assumed ability of the eye
1o integrate perfectly in space and lime.

The threshold SNR py curve for bar pattern images which were generated by a TV camera
are shown in Fig. 5-6 for three viewing distances. As one might intuitively expeet, the lfow-
frequency bar patterns were most easily seen at a large viewing distance while the high-
frequency paiterns were most easily seen as indicated by a lower SNR pr at the shorter distance.
in Fig. 5-7, the SNR 7 required at a 28" viewing distance is compared to that required when
viewing distance was optimized by the observer.
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Minimum Resolvable Temperature (BLIP)*
12

N'28(N) 2

MRT = SNR 7 - | == :
5T e T, Ry (N} mm, D, (nyn, w; 02 q . D*Qu) Ky,

Ne = cold shield efficiency

D*(2m) = detectivity viewing solid angle of 2w sr

Minimum Resolvable Temperature (General *

&

2¢T,Af,,

Y2 NpI ()

NEAT.
R, (N)

Af, = reference video bandwidth
NEAT = noise equivalent temperature difference

Minimum Detectable Temperature

(5-2)

(5-3)

The Egs. (5-1), (5-2), and (5-3) also apply to MDT if NBY2 (N)/R,, (N) is replaced by

N(T (N) £ (N)].* For example, Eq. (5-3) becomes

1/2
a4
MDT = SNR py |75 Afw] N [T (N) & (N)] - NEAT.
T'(N) = noise filtering function
¢ (N) = noise increase function.
REFERENCES

(5-6)

5-1 Rosell, F.A., and Willson, R.H., Chapter 5, Perception of Displayed Information, edited

by L.M. Biberman, Plenum Press, New York, 1973,

5-2 Legault, R. R., Chapter 4, Photoelectronic Imaging Devices, Vol. 1, Plenum Press, New

York, 1971.

*Use when system noise can be described by a single neise source assuming MTF equal in. x and y directions. If not,

use [T, (N) T, (N) - £ (V) - &, (M)]YZ,
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characteristics of its image or because of its location or velocity even though the sensor resolu-
tion is insufficient to perform a classical shape recognition. In field trials, the number of objects
such as vehicles which can be employed when performing recognition trials is usually limited.
After a short period of training, observers are often able to "recognize” without discerning
shape because of certain object peculiarities such as relative size, location of hot spots, and use
of comfort heaters. The recognition criteria in these cases may be more a "telling the difference
between." Thus even "measured” recognition or identification data may not truly reflect the
level of discrimination implied.

In spite of the limitations discussed above, the models developed in Chapters IV and V
are used to predict the range at which real scene objects can be discriminated and over a fairly
wide range of conditions, the predictions will hold if the analyst excercises good judgment in
selecting the discrimination criteria based on either experimentally measured results, by analogy
to these results, or by prior experience.

B. LEVELS OF VISUAL DISCRIMINATION OF DISPLAYED IMAGES

One of the earliest attempts to relate functionally threshold resolution with the visual
discrimination of images of real scenes is attributed to John Johnson Ref. 6-1. The levels of
visual discrimination were arbitrarily divided into four categories: detection, orientation, recog-
nition, and identification, with detection being the lowest and identification being the highest
discrimination level. The basic experimental scheme was to move a real scene object such as a
vehicle out in range until it could be just barely discerned on a sensor’s display at a given
discrimination level. Then the real scene object was replaced by a bar pattern of constrast simi-
lar to that of the scene cbiect. The number of bars in the pattern per minimum object dimen-
sion was then increased until the bars could just barely be individually resolved. In this way the
detectability, recognizability, erc. of the scene object can presumably be correlated with the
sensor’s threshold bar pattern resolution. The basic idea makes sense—the better the sensor’s
resolution, the higher the level of visual discrimination should be. Johnson’s basic notion is
shown schematically in Fig. 6-1. The real scene object is replaced by a bar pattern whose bar
spacing is some function of the minimum dimension of the object and the level of visual
discrimination desired. The definitions of the various levels of discrimination are given in
Table 6-1 in addition to the resolution required in lines or half cycles per minimum object
dimension. In addition to sufficient resolution, Johnson noted that image SNR had to be
sufficient but the definition of image SNR was not clear.

Fig. 6-1 — Schematic representation of the John-
son approach to resolution vs level of visual
discrimination
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Chapter VI
STATIC FIELD PERFORMANCE MODELS
F. A. Roseli

A. INTRODUCTION

The analytical models developed in Chapters IV and V can be used to predict the incre-
mental temperature difference about a given temperature that is required to detect ecither
apetiodic {isolated rectangles} or periodic {bar patteins) images of known geometry. That is all
the models can be expecied to do. However there are continuing efferis to correlate threshold
resotution as measured or predicited with the ability to discriminate images of real scene objects.
The levels of visual discrimination {ypically include simple detection, orientation, recognition,
and identification, but other levels may be appropriate to specific tasks. If we are to predict the
sensor’s static figld performance, we must to correlate sensor resolution with visual discrimina-
tion levels and include environmental factors such as atmospheric transmission, atmospheric
turbulence, scene temperature, and dynamic range. By static field performance it is usually
meant that we desire io estimate the range at which a real object can be discriminated on the
disptay at the desired level assuming that the object is in the sensor’s field of view and that the
observer is looking at the abject. The scene object may be maoving, but by use of the word
static we imply that search is not part of the observer’s tasks.

In attempting to apply the MRT or MDT models to the visual discrimination of displayed
images of real scene objects, the basic premise is that the higher the resolving power of the sen-
sor, the higher will be the level of visual discrimination. It is intuitively obvious that this state-
ment is generally true, but it is not so obvious that the sensor resoluiion as measured in the
threshold sense in the laboraiory under optimum conditions will in fact be realized in a fieid
environment. Recall that the MRT measurements are made under conditions where the display
can be optimized for a test patiern scene of very smali dynamic range. In a real environment,
the sensor resolution can be degraded considerably by dynamic range limitations imposed by
either the sensor, the display, or the observer. The current sensor models in use assume that if
the incremental displayed image signal exceeds the noise due {o background fluctuations or
other system noise by a ceriain amount, the observer will detect it given that he is looking at it
regardless of the contrast of the displayed image. Displayed image contrast and display image
SNR are not reiated quantities, e.g., a large low-contrast image can have the same SNRp as a
small bright one. Also as is discussed in this chapter and -Appendix I, the observer appears to
require more sensor resofution when the resoilution is noise as opposed to spatial frequency
response limited.

In some cases, a level of visual discrimination can be defined easily but ihere can be con-
siderable difficulty in others. An aircraft may be easily detected against a cloudiess sky given
that it is close enough and that the observer is looking at it. The meaning of detection is clear
in this case. The detection of a vehicle against a complex background such as a forest may be
very difficult and in fact, it may be necessary o recognize the vehicle before it can be said to be
detected. Alternatively, a vehicle may be considered recognized at times because of some
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Table 6-1 — Definition of Visual Discrimination Level and
Resolution Required per Minimum Object Dimension

Resolution Required per

Discrimination Level Meaning Minimum Object Dimension
(lines or half cycles)

Detection An object is present 235

Orientation The object is approximately symmetrical 2.8203

ot unsymmetrical and its orientation may
be discerned

Recognition The class to which the object belongs may 8.01’1‘_'?
be discerned (e.g., tank, truck, man)

Identification The target can be described to the limit of 12.8 4%
the observer’s knowledge (e.g., T-34 tank,
friendly jeep)

It has become evident in ficld trials that more levels of visual discrimination than the four
originally proposed by Johnson would be desirable. In particular, the gap between detection
and recognition is considered to be too large. As noted previously, scene objects may often be
“recognized” even when the resolution available is inadequate to perform a classical shape
recognition. The Night Vision Laboratory has proposed one intermediate step between detec-
tion and recognition. This step is called classification, which is defined to be a resolving capa-
bility that is insufficient to recognize a specific type of vehicle but sufficient to differentiate
between say a wheeled and a tracked vehicle. This intermediate level appears desirable, but the
word classification has a specific different meaning in naval ship discrimination and should be
avoided. In Table 6-2 a more detailed discrimination ievel breakdown is proposed which fits a
wider set of field conditions. Observe that the orientation level, which has been little used in
the past, has been dropped. The increase in the number of detection levels has been made to
make note of the fact that many objects are recognized correctly even though the resolution at
the object is far below that required to recognize shape.

Since the early Johnson results, it has been found that the resolution required to visually
discriminate real scene objects is much more variable than Table 6-1 suggests. In particular,
the viewing aspect has a pronounced effect as shown in Appendix I. For example, it was found
to be possible to recognize a destroyer with only 6 lines per minimum dimension on a beam
viewing aspect but 20 lines are required on a bow or stern viewing aspect. Table 6-3 is felt to
be somewhat more representative of the resolution required for targets in various viewing
aspects for the tasks of Table 6-2. Also it is felt that the Table 6-3 applies primarily to fairly
high video SNR conditions. The number of lines required may more than double under low
SNR ;, conditions as will be discussed. '
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Table 6-2 — Levels of Visual Discrimination

Discrimination

Task Level Description Example
Detection 0 A blob has been discerned that A bright spot in a scene may be a
may of may not warrant further tank, a smuctge pot, a iree, an
investigation, Probability of false animat, a campfire, erc. No appreciable
alarm is high. CUES.

I A blob has been discerned that A statipnary bipb on a road has a
has 4 reasonabte probability of reasonable probability of heing a
being the ohject sought, because vehicle but could also be a puddis
of auxiliary but limited cues that orf a tree shadow,
definitety warrant further inves-
tigation if possible. Probabitity
of false alarm is moderate,

2 A blob has been discerned that A biob moving at high speed on the
has a high probability of being horizon sky has a high probabitity
the object sought because of strong at heing an aircraft. A hot moving
cues such as location, motion, radiant object on a road is probably a
signature, and reported iocalion scale. vehicte,

Evidence is sufficient to abandon other
search. Probability of false alarm
is low to moderate.
Type Recognition 3 An object has been discerned with Gifferentiate between a Yracked
sufficient clarity that ks generat and a wheeled vehicle.
class can be differentiated.

Classical Recognition 4 An ohject has been discerned with Passenger car, van, pickup truck,
sufficient clarity that its particular tank, armored persannet carrier,
ciass can be definitely established.

identification 5 An object has been discerned with M-60 tank, F-4 aircraft, a particular

|

sufficient clarity not only to estabiish
the particular class of objact but
atso, the specific type within the
class.

person, g
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Table 6-3 — Resolution Required for Various
Levels of Visual Discrimination

Discrimination Estimated Resoh?tion If\equir.ed per Minimum
Task Level iject Dimension
(lines or half cycles)
Detection 0 1-3
1 2-4
2 2.5
Type Recognition 3 4-10
Classical Recognition 4 4.20
Identification 5 9-30

The spread in values for required resolution in Table 6-3 could perhaps be reduced if
some method of taking aspect ratio into account were developed. One such effort by Rosell
and Willson (Ref. 6.2) is shown in Fig. 6-2. An equivalent bar pattern is created in object
space which has bars of width equal to the minimum dimension of the scene object divided by
kg, the discrimination factor which is the number of lines required per minimum object dimen-
sion for the discrimination level desired. The lengths of the bars in the equivalent bar pattern
are made equal to the maximum dimension of the scene object. Thus, as the aspect ratio €
(max <+ min dimension) of the scene object increases, the bars increase in length by € and the
SNR j increase as € /2

Equlva!em Bar
Pattern /

Fig. 6-2 — The equivaient bar pattern for the identification of a real scene object
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The Naval Air Development Center, Warminster, Pa., has used a pixel approach in deter-
mining resolution reguirements for discrimination of ships. If the sensor resofution of the
scene ahiect is AX as determined from threshold resolution measured in the horizontal diree-
tion for TV or in the scan direction for FLIR, then the number of pixels is equal to the area of
the scene object divided by AX° instead of the k, crileria for the various levels of visual
discrimination. A lable simitar to Table 6-3 is made up by use of a pixel requirement. For
example, for a specific ship viewed broadside, i1 was found thal 36 pixeis were needed for sim-
ple detection, 100 to discern that the object was a ship, 500 to determine superstructure foca-
tion, ere. The pixel approach inctudes cobject viewing aspect ratio considerations since gs the
number of pixels increase the aspect ratio increases.

Objects such as airplanes and tanks are generally more recognizable from the sides than
the frontal aspect and taking viewing aspect into account efther in calculating SNR j or in set-
ting the resolution requirement would appear desirable. However, the amount of correction
required is highly variabie and in many cases, totally unwarranted. In general, it has been cus-
tomary 1o include an aspect ratio in predicting the range at which real objects can be discrim-
inated whether it i3 correct to do so or nol. In the following, the &, criteria of Table 6-1
together with the scene object aspect ratio € will be used in predicting range.

C. RANGE PREDICTION

[f we could correlale the sensory system resolution with fevels of real object discrimina-
tion and if we knew enough about the scene characteristics including the thermal signature of a
scene object and its background, the effects of the atmosphere intervening between the scene
and sensor, the interactions between the scene, sensor, display and observer dynamic ranges,
ete., then it should be possible to predict the range at which a sensor-augmented-observer can
discriminate a real scene object. In the current state-of-the-modeling art, nat slt of the factors
will be well enough known and great range prediciion accuracy cannot be expected. Neverthe-
less, the accuracy can be good enough in many cases to be useful for sysiem design purposes.

In the following, we will show the traditional methods of predicting the range at which an
object can be discriminated at the 50% level of probability. The cumulative probability of
discrimination will be determined by using the NVL resolution dependent method, assuming an
atmospheric transmission of unity, The effect of atmospheric transmission, which 8 both 1o
shorten the ranges at which the 50% probability level of discrimination occurs und to make the
cumutative probability vs range curve steeper, will be shown next. Finally the neise w
resolution-limited effects discussed in Appendix [ will be included. As the level of compiexity
in the range prediciion increases, the confidence in the prediction methods may decrease even
though the trends obtained through use of the maore complex methods are in general conso-
nance with experimentally observed results. Verificalion and or modification as may be
required to bring the new methods into closer agreement with reality should be easily obtain-
able through continued psychophysical experimentaiions.

As conventionally performed the first step in range prediction is to convert the MRT to
take into account the scene objecl aspect ratio (maximum to minimum object dimension’ if use
is to be made of the concept that an objecl is more readily discerned it the aspect ratio iy
greater than unity. The MRT is computed or messured with a bar aspect ratio, €, of 7. For
stmple detection by use of the two line or one cyele per minimum scene object dimension, the
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quantity € will be 2 for an object of 1:1 aspect and 4 for an object of 2:1 apsect. For the latter
case,

MRT' (2:1 object aspect, detection) = MRT /7/¢€ (6-1)
= MRT +/7/4,

where MRT' is ar adiusted MRT for the specific case of detection. On the other hand, if the
visual discrimination level is recognition of an object of 2:1 aspect with an eight line or four
cycle per minimum object dimension criterion, € = 16 and

MRT' (2:1 object aspect, recognition} = MRT /7/16 (6-2)

and the MRT' is seen to be smaller than the measured MRT. Observe that at any given scene
object range, recognition requires a spatial resolution that is four times better than for detection
by using the classical Johnson criteria.

The use of €, the bar aspect ratio, to compute the discernability of bar patterns is war-
ranted on the basis of experimental psychophysical evidence. Its use for the purpose of trying
to quantitatively indicate that a scene object of larger aspect is more recognizable or identifiable
than one of smaller aspect is somewhat questionable. The resolution required for recognition
and identification of several scene objects including a tank, a destroyer, and an aircraft carrier
are shown as a function of viewing aspect angle in Figs. I-12, I-14, and [-15 of Appendix 1. It
was found that a tank that is of about 2:1 aspect requires about 11 to 12 lines for recognition
viewed broadside while 16 lines are required frontally where the aspect is near unity. In this
case, the € criteria which increases SNR, by /2 when the aspect changes from frontal to
broadside appears reasonable even though a /2 increase in SNR p may not result in a V2
improvement in resolution.

As a minimum it can be said that for tanks, the use of € should result in some improve-
ment in prediction accuracy. For the aircraft carrier, the recognition criteria are almost
independent of aspect, which may increase by a factor of 50 from the bow or stern to broadside.
A broadside view would increase the SNR ,, by a factor of /50, or about 7 over the bow or
stern view. Clearly, the € concept is not applicable in this case. For a destroyer where the
frontal view requires nearly four times more resolution than broadside, the € concept would
appear to be somewhat more reasonable. The typical ship, excluding aircraft carriers, is prob-
ably nearly unrecognizable from the bow or stern and rather highly recognizable viewed broad-
side. But whether a ship is 100 or 500 meters long is probably less significant than the detail
which can be seen on the superstructure. The use of a large € in the case of ships does not
seem to be appropriate particularly for the higher levels of visual discrimination. The alterna-
tive to using € is to use the MRT curves as is and to adjust the resolution required as a func-
tion of viewing angle by using experimentally measured curves to the extent that such curves
are available or by using judgment. This is considered to be a better approach but much more
work is needed in this area.

The second step in conventional range analysis is to convert the MRT vs spatial frequency
to MRT (or MRT") ws range curves. This step is required in order to include atmospheric
transmittance effects that are range dependent. To convert spatial frequency to range, it is
necessary to select scene object dimensions, the desired level of visual discrimination, and the
resolution requirement appropriate to the level of visual discrimination. To begin, we assume
an object of minimum dimension X and a bar pattern resolution based on a bar width AX equal
to
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X,

AX =
ky’

(6-3)

where k, represenis the number of lines required per minimum scene object dimension to
obtain the desired discrimination level. The angular subtense, A9, of AX at range R is given by

AG = AX/R, {6-4}
and since &, = 1/2 A8,
R =2AX k, (6-5)

If AXis in meters, and i, 18 in cycles/mrad, R will be in kilometers,

The MRT curve of Fig. 5-2 is converted to a function of range if we assume 1:} scene
object aspect ratio and a recognition level of discrimination. The resulting MRT curves are
ploited in Fig, 6-3 for several values of scene object size using bar widths for 1/3 to 2 m for the
equivalent bar patiern. We assume a scene object to have a temperature differential of 5° about
a 300°F background. If the atmospheric transmittance is unity, the apparent scene object AT
will equal 5° at all ranges. The intersection of the 7, line representing this case with the MRT
curves gives the threshold ranges for each bar width assumed. In the special case of
Ty = Tge = L0, it is found that A8y = AX/R = constant and we piot A8, vs range in Fig. 6-3.
Atmospheric transmission at the long infrared wavelengths can often be approximated by an
exponentiai sg that

AT(R) = AT, exp [-eR], {6-6)

where AT, is the object ltemperaiure at zero range and o is the atmospheric extinction coefficient,
The curve 7, in Fig. 6-3 corresponds to a dry air, cold weather condition for which the atmos-
pheric transmittance is high while curve r,, represents a fairly low transmittance due to moist
warm gir condition. The effect of the atmosphere is to cause the threshold angular resclution
A8 to increase with range as shown in Fig, 6-4 with the largest increase for 7,5

As noted in connection with Table 6-3, the sensor resolution required, as measured in the
threshold sense, to visually discriminate real scene objects appears to increase when the video
SNR is low. Thus the effective sensor resolution is less than the measured threshold resotu-
tion. The ratio of effective to measured threshold angular resolution {A8,/A8.} is shown as a
function video SNR in Fig. 6-5. This particular curve was derived from measurements by
O’Neill using images of ship silhoueties (Refs. 6-6,4,5) as discussed in Appendix L. It should
be emphasized that the curve of Fig. 6-5 is based on very little data derived from an expert-
ment which was not specifically designed to determine a correlation between video SNR and
resolution criteria. However, it is believed that the curve is of the correct form if not of precise
values.

The interpretation of ihe curve is as follows: suppose that the threshold resolution of a
system at a particular range is Ady equal to 100 urad. Further suppose that the video SNR,, s
caleulated for that range from the relation

AT,
NEAT ©

where AT, is the temperature of a specific object at zero range, « is the atmospheric extinction
coefficient, and the calculated value of SNR,, = 1.0. Then, from Fig. 6-5 it is found that

SNR,, = ok (6-7}
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A#8,/A87r = 3.6. Then, the effective sensor resolution so far as visual discrimination of real
scene objects is A#, = 3.6 Af; = 360 urad.

A graphical method of including the above effect in range prediction is shown in Fig. 6-6
where we have plotted Eq. (6-7) with the MRT curves of Fig. 6-3 and the A#,/A@; curve of
Fig. 6-5. The curves are used as follows. For the 7,, atmospheric curve, the threshold range
for a 2-m object with a AT of 5° at zero range is 11 km and the threshold angular resolution is
thus 174 prad. The video SNR,, under these conditions is about 1.1 and A6,/A6, = 3.4 and
A@, = 590 urad which is plotted as one of the points on the dashed curve r,, in Fig. 6-4.
Observe that the correction for SNR , is trivial for ranges shorter than 6 km for the assume
case but the effect is large beyond 8 km. '

D. CUMULATIVE PROBABILITY OF VISUAL DISCRIMINATION VS RANGE

One commonly desired format in plotling predicted range is the cumulative probability
that a scene object will be visually discriminated at a range equal to or less than a gi\'{en range vs
range. To obtain this curve, we use the methods of the previous section to obtain the threshold
angular resolution of the sensor for a specific object. Assume that the -object is a bar of width 1
m with a AT, of 5°. Then if the atmospheric transmittance is unity, the Ta, curve of Fig. 6-3
intersects the MRT curve for a 1-m bar width at about 11 km and the threshold angular resolu-
tion of the sensor is about 90 wrad at that range. Next, A# , the angular subtense of a 1-m bar
width, is plotied as a function or range in Fig. G‘D). The sensor’s threshold angular resolu-
tion, when the atmospheric transmittance is unity, is actually independent of range and thus,
A8y plots as a horizontal line. The A#; and A, curves should and do intersect at range 11
km where the probability of detection is 50%. :

A probability of visual discrimination vs the ratio A8 ,/A# is plotied in Fig. 6-7(c) using
the second column of Table 5-1 with A6 /A8 ;= 1 corresponding to an angular resclution of
90 wrad and A6 ,/A8 ;= 2 corresponding to 180 wrad. It can be seen that if the probability vs
A6 ,/A8 1 curve is centered at 0.50, Af,/Af; = 1 and by following the desired curve up lo Fig.
6-7(b) and down to (c) the first point of the cumulative probability vs range curve becomes 0.5
at 11 km as it must by definition. Other points are found in a similar manner.

Where atmospheric transmittance is a factor, the sensor-augmented observer’s ability to
resolve a scene object at range R becomes a function of range as discussed in connection with
Fig. 6-4 and as shown as curve | in Fig. 6-8. From this curve we can plot the ratio of
A9,/A8 7 as shown in Fig. 6-9(b). With the cumulative probability curve of Fig. 6-9(c) we can
obtain the cumulative probability vs range curve of Fig. 6-9(a). The curve 2 of Fig. 6-8
represents the case where the sensor augmented observer’s ability to resolve the scene object is
limited not only by the atmospheric {ransmittance but also by the falloff in video SNR as dis-
cussed previously. The effect of this further degradation on the cumulative probability vs range
is shown as curve 2 on Fig. 6-9(a). For reference purposes we also show the probability curve
for the case of Fig. 6-7 as curve 3 on Fig. 6-9(a). As can be seen, the effect of the atmospheric
transmittance alone and the atmospheric transmittance plus the video SNR falloff {which is also
due to atmospheric transmittance) is both to progressively shorten the threshold range at the
50% probability level and to cause the probability curves to become steeper. These trends have
been experimentally observed and are in agreement with what one would intuitively expect.
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Chapter VII ‘
THERMAL-IMAGING-SYSTEM (TIS) DYNAMIC FIELD PERFORMANCE
D, Shumaker

A. INTRODUCTION
1. Function of a Dynamic Model

Three major tasks must be accomplished to derive useful information from a thermal-
imaging-system:

® Physical acquisition, which is the positioning of the field of view of the thermal-
imaging-system about the target so that il is imaged on the display.

¢ Visual acquisition of the target on the display. This task contains both a visual search
phase and a visual detection phase.

® Extraction of the required information from the previously detected target.
All of the tasks must often be accomplished in a limited amount of time.

The entire development of the last two chapters has been directed to predicting an
observer’s ability to visually detect, recognize, or identify a scene object given as much time as
necessary to find the object of interest. The foliowing sections are dedicated to considerations
for incorporating this analysis into an overall characterization of thermal-imaging-system use in
performing the above three functions. We will call this total thermai-imaging-system character-
ization a dynamic model, because addition of target acquisition (both physical and visual)
requires considerable emphasis on the passing of time and the changing of geometry.

Dynamic modeling of imaging systems is presently in its infancy. Work on the subject is
being pursued actively and thus the state of the art is evolving rapidly. The following material
is presented in order that the reader may consider the implications of the truly dynamic condi-
tions under which FLIR systems are often operated and the potential impact of these conditions
on syslem analysis.

2. Justification for Constructing a Dynamic Model

Dynamic modeling may represent a considerable increase over static modeling in the com-
plexity of analysis and bulk of computations required to reach meaningful conclusions. How-
ever, this increase is justified by the more thorough consideration of the thermal-imaging-
system afforded. Static analysis cannot completely define all of the important parameters
describing a thermal-imaging-system, since it does not include the important parameters of
search and acquisition.

111




ir. SCHUMAKER

Of the several hundred thousand resolution elements typicatly available in z thermal
image, visual identification of real scene objects may require only 4 to 900 elements on the
object’s image. The function of the remaining 99% of the resolution elements in the thermal
image is target acquisition, that is, making the field of view (FOV} of the system large enough
to ensure that the target is imaged. Since system cost is highly dependent on the product of
resolution and field of view, not considered in static analysis, if a thorough tradeoff of perfer-
mance and cost is to be made, a dynamic analysis is appropriate.

3. Description of the Dynamic Environment

The treatment of dynamic performance is inherently statistical. This chapier wiil discuss
statistical elements that could be used to describe various thermal-imaging-system applications.
The synthesis of a performance model from these clements will vary, dependiag on the particu-
lar applications. The major effort of this chapter is to establish the proper temporal relation-
ships between each of the statistical elements.

The general scenario which is used herein to describe thermal-imaging-system applications
is as follows:

The target position is assumed to be known with some degree of certainty {meters, nauti-
cal miles, etc.}. At the initiation of the mission the observer begins to look for the targel on
the system display while the system field of view itself is moved through some defined area of
search, within which the target is expecied to be located. The area within which the thermal-
imaging-system fieid of view is moved is defined as the search field. The line of sight to the
target may be blocked by terrain, foliage, efc., and the probability of a clear line of sight may
change with time. The observer searches the system display visually. If an object is detected, it
is retained in the field of view as the observer attempts to perform higher order visuul process-
ing of the image.

The above scenario is not all encompassing, but provides a convenient base for describing
many thermal-imaging-system applications. The scenmaric can be conveniently described by
using six probability functions listed below.

# P the probahility that the object is within the search field;

® Pgy, the probability that the object is within the sensor field of view given it is within
the search field;

8 P, ¢ the probability that a clear line of sight exists between the sensor and the object;

& P;,p, the probability that a displayed object falls into the observer’s area of visual '
atiention or "glimpse™;

® P;:, the probability that an object within the observer’s giimpse is detectable, with
AD being an incremental change in Pp,; and

® P;p, the probability that an observer can identify (in the generic sense} g detected
object, with A7 being an incremental change in Py,p analogous to AD.
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The three functions Pg, Proy, and P, are considered in Section B on physical target
acquisition. Section B describes how Py, can be calculated based on system and tactical factors.
Pgr is assurned to be monotonically decreasing.

From the generalized scenario, it can be seen that the sensor field of view samples the
search field. Ppgy, might be thought of in simplest terms as the ratio of the area of the field of
view to the area of the search field, although section B develops a more rigorous formulation
for it and demonstrates the shortcomlngs of the simple area ratio concept.

The probability of having a clear line of sight to the target is assumed herein to be mono-
tonically increasing. The elements that determine P, include cloud cover and terrain and
foliage masking: The effects of these elements on P g are discussed in section B.

The function P;,p, the probability that a displayed target is within the area of the
observer’s glimpse, describes visual search. It has been customary to describe the visual search
process as the visual moving aboutl of an aperture within which a target can be detected and
outside of which a target cannot be detected. It is assumed that the aperture is moved rapidly
and is then stationary for a relatively long period of time called the glimpse duration. Section C
discusses P, ,p for representative applications. The duration of the glimpse is usually the basic
unit for stepping time in dynamic performance modeling.

Ppse is the probability of detecting an object that is being actively looked at by the
observer. Pp,, is related to the static probability of detection developed by the use of alterna-
tive approaches in Chapter VI. The function describes the fraction of the population that can
detect the target. PD/L is assumed to be monotonically increasing. This is because in most
applications range is either constant or decreasing and thus the signal to noise ratio (SNR)
(upon which Py, is dependent) is either constant or increasing.

The function P/, is the probability that an observer can identify a detected target. The
function behaves as does Pp;;. Methods for calculating P, were discussed in Chapter VI as
the static probability of target identification (generically). In this chapter P, is assumed to
change with time, being monoetically increasing. :

4. Coordinate Systems

Many coordinate systems are used in describing overall sensor system performance.
These include:

® Flat earth ground coordinates (X, Y), origin at the object.
e Platform coordinates (8, ¢), Az, El, origin in the platform.
® Display coordinates {x, y), origin at a display’s center.

® Visual coordinates (I, ¥), origin at the center of the fovea.

For general discussions in which we do not specify a coordinate system, we will use (v, ),
B. PHYSICAL TARGET ACQUISITION
Physical acquisition is the act of getting an object displayed. An object may be physically

acquired but not detectable; that is, if an object’s location is displayed, it is physically acquired
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whether it is detectable or not. Analysis of physical acquisition is broken down herein into
three facets. The first facet is determining the probability, Py, that the object is within the
field being searched. The second part is determining the probability, Prpy, that the object is
instantaneously within the field of view of the thermal imaging system. Lastly, the probability,
P s, that a clear line of sight exists between the object and the sensor must be determined.
Each of these facets of the problem is examined below.

1. Probability that the Target is in the Search Field (P}

During the acquisition/detection phase of a thermal-imaging-system application, the sen-
sor field of view may be moved about in an attempt to acquire an object wheose actual pesition
is uncertain. This search may be mechanized as a programmed search, may be {otatly manual,
or may be partially or completely defined by piatform motions, Irrespective of its mechaniza-
tion, the search field is defined as that expanse throughout which the feld of view may be
moved to acquire the desired object. In many cases the limits are imposed by gimbal con-
straints or physical obscurations. In other cases tactics limit the usable area within which a mis-
sion can be prosecuted.

The probability that an object is in the search field {P;} represents the fraction of mis-
sions for which it will be in the search field. The probability is distributed over the ensembte of
mission conditions but not over time within the mission itself. The search feld may change
size during a mission, changing the probability of the target being therein.

If Pr(y, ¥} is the probability distribution function for object position in pertinent coordi-
nates, and the magnitude of the search field dimensions are defined to £ §F ?fz by +S8F,/2 in
the {y, ¥} coordinate system, then the probability that the object is in the search field is sim-
ply:

SF_#2 SF, 12
¥ £
Pop = f-S‘Fyfz f—s:‘-‘w!z prly, ¥ dydi. 7-b

The following are examples of search fietds found in typical scenarios and calculations of
the probability of objects being therein.

a. Air-to-Ground Scenagrio with Handoff from a Radgr to a Thermal-Imaging-System  with
Computer-Aided Tracking

In this type of mission it is assumed that the radar has acquired the desired object. At
handoff {r = ¢} the operator directs the field of view of the thermal-imaging-system to search
about the object position indicated by the radar. The reference frame is the coordinate system
of the aircraft, and the object coordinates are typically in azimuth and slevation.

Systems such as radar are subject to inaccuracies in determining object location due to the
noisy nature of both the elecironic processing and the mechanical tolerances associated with
position-signal generation.

These errors generally take the form of:

¢ cquipment misalignment, such as boresite errors,
® resolver inaccuracies, and
® electronic signal detection uncertainty due to noise in the processed signal.
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It is normally assumed that these errors can be approximated by a binormal distribution with a
first standard deviation of o, in azimuth and o, in elevation. Since the noise in the radar sig-
nal might produce excessive focal-plane jitter if the thermal-imaging-system were simply slaved
to the radar position information, it is customary to introduce the indicated object coordinates
into an onboard computer and use inertial-navigation-system (INS) inputs to generate continu-
ous positional information for the thermal-imaging-system.

Although cumulative errors in navigation inputs after handoff are also present and could
be treated simultaneously, the largest source of uncertainty in the object position for this situa-
tion is the radar positional uncertainty. For many realistic situations using thermal-imaging-
systems, one can expect the cumulative navigational errors from the time of handoff until
thermal-imaging-system engagement to be small compared with radar-to-thermal-imaging-
system handoff errors, and we assume this to be the case here. Airborne radar pointing errors
typically range from less than 5 milliradians to one or more degrees depending on the type and
viniage of the radar and the target conditions.

At handoff it is assumed that the search field is centered on the indicated object position.
The probability that the search field is pointed away from the actual object position by angular
extent (8, @) is

P8, ¢) = Quooy) " exp(~0%20]) exp(—¢*/20)), (7-2)
which due to the symmetry of the function becomes P,(8, ¢). This is illustrated in Fig. 7-1.

77 72z LI T T 777

e A T O T T T T Z,

D Ay 5 7t AT 7 B B 0 B e
AZIMUTE

Fig. 7-t — Radar-to-thermal-imaging-system handoff geometry
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Integrating Pr{(@, ¢} over the search field of the thermal-imaging-system vields the proba-
bitity that the object is in the search field at handoff.

Frequently in aitborne systems using this mechanization no physical search with the field
of view of the thermal-imaging-system is implimented, and the search field becomes the field ot
view itself, In this case Eq. (7-2) becomes

J f exp(—0%26 D exp(—42/20 dode. (-5

PSF"" 7
77{}'96'?5 FOV

If the field of view is set to 20, by 20, centered on the indicated object location, this integra-
tion yields a Pgr of 0.46. Il this field of view is englarged te 4o, by 4, the probabitity
becomes 0.91; and when the field of view is set to 60, by 60, the probability becomes 0.99.
This iltustrates the importance of sizing of the field of view in such cases, since if the ficld of
view is set equal to the radar’s lo accuracy, better than 50% of all missions are consigned to
failure at handoff, because the object will not be in the field of view.

After handoff, the search-field footprint on the ground {the iniersection of the search feld
with the ground plane) shrinks as range closes. However, the object distribution function on
the ground P (X, ¥) is constant with time, as determined from P:(8, &} at the time of
tandoff. Therefore, the probability that the object is in the search field decreases with time,
since it may be determined by integration of Pr{X, ¥) over the shrinking footprint.

To calculate the probability of the object being in the search field after handoll, the
integration can continue to be accompiished in angular coordinates by applying appropriaie
coordinate transforms,

b. Ground-to-Air Scenario in Which Radar Is Used to Locate the Target and the Field of View of
the Thermal-Imaging-System Is Permitted to Ride the Filtered (Low-Pass) Position Output of the
Radar

For this case, the search field becomes the entire radar field of view, and the probability
of the object being in the field approaches unity. However, if the freedom of the field of view
to move is constrained to £@/2 in azimuth and ®/2 in elevation, which is normally the case,
the probability of the object being in the search field is given (assuming & and ® are small} by:

8/ A0/2
Py = f exp(—d?/2a,) exp(~6’/20]) dod ¢, (7-43

2170';;0} f a/2 /2

where o, is the radar lo accuracy in elevation and o, is the radar accuracy in azimuth. This
formulation is also appropriate for radar designation for thermal-imaging-systems in air-to-
surface and air-to-air applications.

¢. Air-to-Ground Scenario in Which the Object Is Found Using a Navigation System to Get the 4ir-
crajt to the Known Coordinate of the Object

In this case it is assumed that the inertial navigation system (INS) of the aircraft is
updated at a time ¢ = 1, and alt navigation errors are set to zero. As the aircraft proceeds to
the latitude and tongitude of the object, the INS is subject to several sources or error, such as
uncompensated wind gusting and INS drift, which accumulate in time to produce uncertainty in
the true position of the aircraft. At handoff {r = ¢,) the search field of the thermal-imaging-
system is centered on the object’s ground coordinates as best known to the aircraft.
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Since the accumulation of errors is random, the uncertainty in the aircraft position, and
therefore the object’s position with respect to the aircraft, may be characterized by the probabil-
ity distribution function (pdf) which is typically assumed to be a bivariate normal distribution in
ground coordinates (X, Y) (Fig. 7-2):

Pr(X, ¥) = Qnoyo ) exp(—X¥20}) exp(~Y¥20}), (7-5)

where o } and o 3, the variances of the object probability distribution functions in ground coor-
dinates, are functions of time;

ogy= Kt —1,), (7-6)
ay= K1 — 1), (7-7

where Ky is the rate of error accumulation in X, Ky is the rate of error accumulation in ¥, and
t, is the time of the last navigation update. Typical values of Ky and Ky are 1 to 5 nautical
miles per hour.

The thermal-imaging-system is continually directed to the object after handoff using com-
puter generated commands derived from the INS and known target coordinates.

The probability that the object will be in the search field at any time is.given by the
integral of the pdf given by Eq. (7-5) over the ground mapping of the search field:

1

—— [f exo((~x¥20}) exp(~ Y20} dxdy. (7-8)
2o oy

Search
Ficld

Pgr=

This is shown schematically in Fig. 7-2.

s
oy — yd 7T
e 77T
= 777
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Fig. 7-2 — Navigation-to-thermal-imaging-system handoff geometry

2. Probability of the Target Being in the TField of View, Given It Is in the Search Field
(Pro))

The probability that an object is in the field of view of the thermal-imaging-system given
that it is in the search field is a function of the object position probability distribution function
due to the uncertainty of the object location within the search field (P}, the distribution func-
tion describing the positioning of the field of view of the thermal-imaging-system within the
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search fleld (Prp, and the size of the field of view of the thermal-imaging-system (FOV).
Since the FOV samples the search field during the mission, Prpy is a probability that is distri-
buted in time. The probability of the object being in the FOV at a particular moment can be
expressed by calculating the probability that the effective area of the FOV envelops the point in
the search field at which the object is positioned, given that the object is in the search field; that
is:

The search field is subdivided into elemental areas (Ay, A¢). H the FOV iz assumed to
be an area ¥FOV high by AFOV wide, the probability that it will envelop the object is the sum
of a series of terms. The first term is the probability that the object falls in {Ay, Ag¢), multi-
plied by the probability that a FOV center falls somewhere in the area of dimension VFOV by
HFOV centered at (Ay, Ag),;, the second ferm is the probability that the object falls in
(Ay, Ag), multiplied by the probability that an FOV ceanter falls somewhere in an area of
dimension VFOV by HFOV centered by (Ay, A¢),, and so on until the search fieid is covered,
This process is illustrated in Fig. 7-3.

The integral representation of this sum is

¥+ FFQV{Y G+ HFGV/2 ) ,
Proy = §£a?!; Prely, W) J;ﬁ vrov s wamm Peely', ') dy'dy'dydys, (7-9)
Fiald

where Pyg(y, @) is the object-position probability distribution function (pdf) normatized to Pep
and Ppe(y, ¢} is the pdf describing the positioning of the FOV. Frequently Py is assumed to
be the ratio of the area of the FOV to the area of the search field. Tacit to thig assumption is
that Pye and Py are uniformly distributed. While in many instances no better assumption may
be possible regarding Ppr and Pgp, the value for Py, may be grossiy incorrect if Pry and Ppp
are either correlated or anticorrelated. Such an example of this problem was given in paragraph
Bib. In this case P is the same as Pgp, maximizing the integral of Eq. (7-9) due to the corre-
lation of the two functions and resulting in a very inaccurate calculation of Py, if it is set to
the ratio of FO¥/area of the search field.

In many air-to-ground, air-to-air, and ground-to-air scenarios, where searching with the
field of view has proven fruitless, the search field is made equal to the FOV which is entered on
the most likely target position. In this case Pgyp = 1.

Peglyyl

/—\ Prr iyt
o
SFy
FOV aY
l v [Jew Pr=TARGET adf
l Pee=FOV pdf
SEARCH FIELD i
——FOV,—>
+ SFy >

Fig. 7-3 — Bearch-field geometry used for the calewlation Psp
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3. Probability of a Clear Line of Sight to the Target (P;5)

The LOS to the target can be obscured for various reasons, including foliage masking,
cloud cover, terrain masking, and occlusion by the horizon. In ground-to-ground applications
and in many low-altitude air-to-ground and ground-to-air scenarios, cloud, foliage, and terrain
masking may obscure the object to the point that detection may not be possible until range is
below that appropriate to object identification.

The geometry of a mission and the local topography and foliage cover dictate at what
point in a mission a terrain-and-foliage-free line of sight is obtained. In most cases, during
range closure, it is expected that a single change of state from masked to unmasked will occur,
Thus a statistica! description of terrain-and-foliage-free line of sight reflects the statistics of mis-
sion profiles and topography. P, oe(r) due to terrain and foliage reflects the fraction of missions
for which the line of sight will be unmasked at range R. P;qs is, therefore, ensembie distri- -
buted. For a specific mission with known masking data, characterization of line-of-sight mask-
ing would simply include a change from a probability of zero to one at the range of unimasking.

Statistics of cloud cover for a few locations have been published including Ref. 7-1 for
Hanover and Ref. 7-2 for Berlin/Tempelhof. The Hanover data exhibit little variation in proba-
bility of cloud-free line-of-sight with elevation angle. This indicates that in this arca cloud
decks dominate obscuration effects rather than partly cloudy conditions. Under these condi-
tions the statistics of cloud-free line of sight refer to the fraction of missions for which no cloud
decks will be between the target and the sensor platform operating at different altitudes. Table
7-1 provides summary material derived from the Ref. 7-1 data giving the probability of cloud-
free line of sight from various altitudes to ground for various seasonal periods. In months
where cloud cover is minimal, variation of P;g¢ with elevation angle increases indicating the
effects of partly cloudly skies. Under these conditions the assumption that Pr,, is distributed
only over an ensemble of missions and not in time is compromised.- That is, during this period,
an aircraft flying at constant altitude may be visible from the ground one moment and not the
next.

C. VISUAL SEARCH
1. Introduction

Visual display search is the most difficult portion of imaging system use to characterize
and is not completely describable at this time, due to a lack of data. The following sections
will, therefore, attempt to break down the display search problem into its contributing com-
ponents, present treatments of those areas that have been analyzed, and discuss potential
approaches in those areas as yet undefined.

2. Characterization of Scene Content

The ability of an observer to search a display scene is dependent on the scene content,
which varies widely from uniform displays of sky or sea to highly complex displays of mixed
landscapes or urban areas. For convenience, scene elements are broken down into competing

target elements or clutter and major interest directing elements. The effect of clutter is to
make more difficult the task of discriminating the target from background and to enlarge the set
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Tatle 7-1 — Probabilities {in percent) of a Cloud-Free
Line-of-Sight from the Specified Aliitude 1o the
Ground at Hanover, W. Germany (Ref. 7-1)

Altitude {Time! Full Apr- ¢ Oct- | Clearest | Cloudiest
{fi) Year | Sept Mar Month Month
984 D 65.9 77.8 54.0 83.4 46.1

N 66.4 78.4 54.4 82.3 44.4

FD | 86.1 78.058 | 54.158 82.7 45.3

3280 D | 51.55 [ 634 | 397 1 701 33.0
N 55.8 70.2 41.45 73.9 323

FD | 537 6675 | 40.6 71.9 327

4920 b 478 58.1 37.5 63.7 316
N 51.35 | 650 377 68.8 28.7

FD | 49.5 615 37.5 66.2 297

350004 D 34.0 42 .4 256 48.1 20.0
N 37.0 46.8 272 51.4 193

FD | 355 44 5 26.4 49.7 255

2 — Daytime (0630-1839}
N — Night {1830-0630)
FD — Full day (24 h)

Ynfinity for all practical purposes.

of possible nontargets that must be interrogated to find the desired one. Numerous researchers
including Erickson {(Ref. 7-3} and Smith {Ref. 7-4) have found that as the ciutter is increased,
search time is increased for any constant signal level.

Less investigated than clutier effects and perhaps more important {0 search time in muany
cases is the effect of scene complexity as dictated by the density and distribution of major
interest-directing features. Figures 7-4 and 7-5 from Yarbus {Ref. 7-5) iltusirate the effect of
comptexity on the visual search pattern. In the pictures relatively high amounts of search time
are dedicated to small areas of the scene, In these scenes an object i a high-interest area is
more likely to be looked at than the same object located in a low-interest area,

Displaved scenes might therefore be broken down orthogonally by levels of clutter and
complexity. The simplest case would be a single obiect on a clear background: such as an air-
craft against a clear sky or a ship on a calm ocean. A boat in a choppy sea, where waves might
represent potential false targets represents the same complexity but increased clutter. A higher
degree of clutier might be found in a desert scene, where isolated sparse foliage is easily con-
fused with a military target.

The addition of the horizon in the scene represents a first level tn increased complexity.
The horizon does not represeni a false target but does greatly influence where the observer
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Fig. 7-4 — A visual search pattern. (Figure 117 from A. L. Fig. 7-5 — A visual search pattern. (Figure 118 from A. L.

Yarbus, Epe Movements and Vision, Plenum Press {with per-

mission).) mission).) '

looks for targets. Air-to-ground scenes with large open areas bounded by roads and tree lines
might be the next more complex type of scene.

Both clutter and complexity vary continuously from zero to some extremely high value
typified by urban/industrial areas and mixed compiex terrains as shown diagrammatically in Fig.
7-6.

A third dimension which influences the visual interrogation of a scene is the conspicuity
of the desired object. The SNR has been used herein to describe the difficulty in detecting an
object and as such represents a convenient description of conspicuity. Studies of the effects of
SNR on search time indicate, as one would expect, that the higher the SNR the faster and more
accurately objects can be located.

Little work has been done to define the effects of clutter, complexity, and SNR on search,
detection, and identification in controlled experiments involving all three variables. As a result,
little data exist upon which to formulate a model of this process. The following is therefore put
forth as one possible means of approaching the problem.
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Fig. 7-6 — Breakdown of scenes by clutter and complexity

3. Definition of a Glimpse

Prior to formulating an equation for visual search time; it is convenient to define a unit of
search in time and space. We will refer to this unit as a glimpse following traditional definition.
The following explores the temporal and spatial characteristics of the glimpse,

Qcculometer studies by Yarbus {(Ref. 7-5) and Williams er af. {Ref. 7-6) indicate that the
gye inspects a scene in a series of glimpses composed of a relatively long stationary period of
JSixation followed by a very short movement or saccade. The eye-brain is effectively blanked
during the saccadic movement, so that the conscious effect is that of visual continuity, Fixa-
tions last for varying iengths of time, as indicated in Fig. 7-7 from Yarbus. The length of the
fixation depends on the context of the visual sceng and the task given the observer. Yarbus
and Williams conclude that the mean fixation period is approximately 1/3 second.

The duration of the saccade is also variable depending on the distance moved between
fixations. Yarbus indicates that the relationship between duration and amplitude of the saccade

15
Te=0.121 537, {7-10)

where Ty is the duration of the saccade in seconds and 8¢ is its amplitude in degrees, The
interfixation distance is itself a function of scene context, observer tasking, and scenc subtense.
Yarbug indicates that the fixation consumes 93% of the glimpse time, leaving only about 5% for
the saccade.

The area of the glimpse, or that visual angle within which a target can be detected, is not
sharply defined. The detection capability of the eye varies over the entire visual field and is a
function of the type of detection problem. The fovea has the best color-detection capabitity,
and the peripheral vision has excellent sensitivity to movement and excellent scotopic sensi-
tivity. The probahility of detecting an object of unknown location in the visuat field can best be
given, therefore, as an integral of detectability over the entire visual field:
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Fig. 7-7 — Distribution of glimpse duration. {(Figure 58 from A. L. Yarbus,
Eye Movements and Vision, Plenum Press (with permission)
Pov=f [ PHT, ¥) DT, ¥) a4, (7-11)
ho
1€

where Ppy is the probability of visually detecting an object, Py is the object’s positional distri-
bution function, and D, is the visual detectability of the object in an incremental area of the
visual field (d4) as a function of location within the visual fieid.

Since the integral is cumbersome to solve during computation of visual performance, and
since Prin visual coordinates is virtually never definable, it has been more convenient to spa-
tially describe the glimpse as an area or visual lobe having constant D, (T, ¥) equivalent to the
total integral of D). Thus, assuming

Pr(I, ¥) = CONST and [ [ Py da =1 (7-12)
g,
we have:
Jf pux, wyat <[ b, w) aa (7-13)
1 Ve
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and

4 =Dy [ f DT, ¥) aa, (7-14)

Visual
Field

where D), is the detectability of the object within the area of the glimpse. For most
applications, I}, is the best set equal to the detectability at the fovea, since most pertinent
experiments in detection have been conducted in this portion of the visual field, When motion
detection or detection under scotopic conditions is required, D, might be set to a vatue of peri-
pheral detectability.

Setting P, equal to the object’s detectability in the fovea and B ,{T', ¥} equal 1o the pro-
duct of the object’s detectability in the fovea and the ratio of detectability in the periphery to
that in the fovea R,,(T, ¥}, we have

dg= { [ Ryplr, ¥ da. (7-15)

Visual
Field

Equation (7-15) gives the commanly assumed definition of the glimpse atea.

Frequently the glimpse area is assumed to be some arbitrary constant such as the foveal
area or a 5° cone. However search time is exceedingly dependent on the glimpse area, so that
some attempt to approximate it as a function of signal level is warranted. For instance, the
assumption that the glimpse area is equai to the fovea, which is approximately a 1° cone, yields
a search time 25 times that required assuming a 5° cone for the same Ievel of assurance. Fora
typical disptay of 14° x 18° (13 by 18 cm viewed at 56 c¢m), random search times {(assuming
replacement) for 90% detection confidence require times as given below:

A N
09=1- {1 - —5] =~ 1 — expl—AGN/Ap), (7-16)
4p
In0.1) = —(AN/A ), (7-17)
or
N = ~{4p/dg) In(0.1), (7-18)

where N is the number of glimpses required and 4, is the area of the display. Equation (7-18)
indicates that Ny, is 739 and N;.is 30. This result equates to a 246-second search interval
for the fovea glimpse and 19 seconds for the 5° glimpse. While a 10-second time raight be tac-
tically acceptable, there are few applications in which a 4+ minute search is acceptable. Actual
experience indicates search time varies from effectively zero {4, > 4p), if the signal is
sufficiently large and the picture simple, to infinity for very low signals and complex scenes.
Thus, assumptions of a glimpse size can lead to staggeringly different calculations of search
time and widely divergent conclusions regarding the tactical usefulness of a thermal-imaging-
systern,

4, Visual-Lobe Models
Several visual-lobe models have been established as a means of calculating the size of the

glimpse for unaided visual search. These models assume that the limitation to detectabitity is
contrast. Although these models have applicability to infrared imaging systems, the basic
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SNR , limitation to visual perception assumed in previous chapters suggests a visual iobe based
on SNR p rather than contrast. Shumaker and Keller (Ref. 7-7) have developed a visual-lobe
model for search in simple unclutterted displays based on the SNR p concept of Worthy and
Sendall (Ref. 7-8) which relates the visual lobe size to the falloff of visual acuity with increas-
ing distance from the fovea. This is a theoretical rather than empirical model consistent with
the integral definition of the glimpse area given in Eq. (7-15). In this model the size of the
visual lobe is a function of system parameters as well as target size. The radius of the visual
lobe in this model is

R =0.14 — 0.63 In(¢) + 3.8[n(0? + R, (7-19)

where R is the radius of the glimpse in degrees, R, is the radius of the fovea or about 1/2°,
and { is a complex function of target and system parameters and SNR ;. Eq. (7-19) is based on
the falloff of visual acuity with increasing peripheral angle. This model applies to aperiodic
detection only. The model is qualitatively consistent with observed changes in the detectability
of targets of unknown display coordinates with SNR ; but has not been verified experimentally.
Fig. 7-8 gives the radius of the glimpse calculated using Eq. (7-19) for three systems. The
graph illustrates why search in uncluttered displays is virtually instantaneous. As the object
SNR j, exceeds threshold (2.8 in this case) the visual lobe grows rapldly to sizes comparable to
that typical of display subtense.

Pearson (Ref. 7-9) developed a visual-lobe model similar to that of Shumaker and Keller
but applicable to periodic object detection instead of aperiodic object detection. In this case ¢ in
Eq. (7-19) is given by

{=1[1-2In(2.8/SNRD /7 R}? f317V2, (7-20)

where fp is the spatial frequency characterizing detection and SNR , sub f is the SNR calcu-
lated at target frequency fp using the Rosell and Willson methodology for characterizing
detection/ideniification,
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This model, like the foregoing aperiodic model, is unproven and is based purely on the
falloff of visual acuity with inereasing peripheral angle. Furthermore both of these models
suffer from the additional problem of being derived from monocular vision data rather than
from normal bingcular vision,

Other visual-lobe models such as that of Lamar {(Ref. 7-10} can be applied to thermal-
imaging-system imagery, but care must be exercised in so doing to account for any potential
differences between contrast-limited and SNR ,, -limited conditions. Under contrast-timited con-
ditions, Lamar found the radius of the glimpse to be related to contrast by the following rela-
tionships.

15.2

Cr, =155+ —ﬁzm for ¢ < 0.8 {on axis} (7-21)
and
Cr =1.758" + 35-29, for o > 08, (7-22)

where 8 is angular subtense of the desired object in minutes, # is angle off the visual axis in
degrees, and (7 is detectable contrast in percent.

The Lamar visual lobe model can be used in high-signal conditions if’ the signal transfer
function of the system is known and display contrast is deducible. Under low-signal conditions
its application may be somewhat compromised by potential differences hetween the Modulation
Transfer Function (MTF)} effects on noise-limited and contrast-limited performance, If
second-order effects of naise filtering by the MTF are ignored and if both contrast-Hmited and
noise-limited performance of the eye are assumed to fall off similarly with peripheral angle,
Lamar's model can be applied to low-signal case. This model, ke that of Shumaker and
Keller, characterizes only aperiodic detection where there is no need for shape information.

5. Probability of Looking at a Displayed Target

Having defined in the previous section a unit of visual search (the glimpse), we can
proceed to calculate the probability Py, p that a displayed object will be enclosed by the glimpse
area during the display search proeess. Frequently P, {probability of being looked at given it
is displayed} is assumed to be simply the ratia of the glimpse size to the display size. Hawever,
this assumption is seldom correct and is only a reasonable estimate under very specialized con-
ditions ‘o be discussed later. A general evaluation of P, is given below. The probability
statement is formulated as follows:

The display of dimensions X, by ¥, is subdivided into elemental areas (AX, A Y. i the
glimpse is assumed to be a square of area D? (recognizing that the assumption of a square is for
simplicity of development only}, the probability that it will envelope an cbject is the sum of a
series of terms. The first term is the probability that the object falls in (A X, AY), multiptied by
the probability that a glimpse falls in a square of dimension D x D centered at {AX, AY), the
second term is the probability that the object falls in (AX, A Y}, multiplied by the probability
that the glimpse center falls somewhere in an area D X D centered at {AX, AY},, and so on
until the display field is covered.
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The process is identical to that used for calculation of Pry,. Its integral representation is
Ypl2 Xp/2 L pytD/2 ax+D/2 . .

Pyp= f, Vpi2 - xp0 Prplx, y) fvaﬂ epp FoW' ¥) dxdydxdy, , (7-23)
where Py, p, is the probability of a displayed object falling within a glimpse, Prp is the target position
probability distribution function (pdf) normalized to the probability of being displayed, and P is the
position pdf for glimpses.

a. Glimpse Distribution

Equation (7-23) describes the calculation of P;;, given a knowlsdge of the glimpse size,
glimpse distribution, and displayed object pdf. Paragraph VII C(4) examined potential calcula-
tions of the glimpse size. The following subparagraphs will elaborate on formulations and
assumptions with regard to determining the distribution of glimpses within {and beyond) the
display. The problem can be broken down into structured and unstructured cases.

b. Unstructured Display Search

As indicated in VIII C(2), prominent scene features affect the order in which an observer
inspects a display, especially if the features impart to the observer a higher or lower expectation
of finding a target in their proximity. When no such structure is present on the display to oth-
erwise direct search, a simpler search pattern should be expected. This pattern could still be
influenced by expectations concerning the location of the desired object. Furthermore, the pat-
tern could be influenced by the subtense and shape of the display and its immediate surround.

Enoch (Ref. 7-11) performed a study of the natural search patterns of observers using cir-
cularily apertured maps as the display to be searched. Equation 7-24 gives a glimpse distribu-

tion formulated for rectanguiar displays from the Enoch data (for 9° and larger displays)
assuming that although structure was present on the display, the structure present was every-

where of equal interest to the observer.
Pr(x, y) = K exp(=2|x{/Xp) exp(=2|y|/ YD), (7-24)

where X, is the display width (angular), Y, is the display height (angular), and Kk =
02.25/(Xp ¥p). This formulation is chosen largely to preserve the analytical integrability for Eq.
(7-23) at the expense of more precise formulations that would not be as easily integrable. The
equation indicates that the angular size of the display actually influences the radial distribution
of glimpses.

If the target position pdf is known, Eq. (7-23) can be evaluated for P, ;/p- Since in air-
borne and surface-to-air applications the target pdf is frequently known, because a radar or
navigation handoff procedure is used to locate target, a good estimate of P;p can be obtained.
If the pdf describing either the distribution of glimpses or targets is unknown, then for unstruc-
tured displays the best estimate of Py, is the ratio of the area of the glimpse to the area of the
display.

¢. Structured Display Search

In most cases any attempt to predict P, ,p as a function of range is subject to considerabie
conjecture about the influence of displayed image structure. Unfortunately it is in these highly
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unceriain conditions that the P, ,p term can be expected to dominate the overall probabitity of
mission success. The figures from Yarbus (Figs. 7-4 and 7-5) seem to indicate that an observer
spends 80 to 90% of his observation time focusing on interest attracting features which may
constitute only a few percent of the area to be searched. Although Eq. (7-23) still predicts the
probability of a displayed object falling within a glimpse in this complex case, the function P is
difficult if not impossible to define. However, Eq. (7-23) does indicate why training is such an
important factor in sensor use, Training and experience eventually lead to high correlation
between the distribution of targets and that of glimpses, since observers evenltually tearn to
look for objects where they have previously found them. This minimizes search time according
to Eq. (7-23).

Fig. 7-8 from Ref, 7-12 shows the probability of target detection as a function of time in
various degrees of background clutter. This is a composite set of curves comprising a large
number of field trials involving vartous target-to-background contrasts. The interesting feature
of the curves is that the time required to find a target is related 1o the final probability of ever
finding it in the time allotted (45 s}. ft is clear that the easiest targets were ot found by a sys-
tematic search with an angular aperture of foveal size. Table 7-2 gives values of Py ,p for vari-
ous values of probability of ever detecting the target (43 s) {which is not the same as the static
probability of detection) as calculated from Fig. 7-9, assuming random sampling with replace-
ment.

Pearson {Ref. 7-9} developed an alternative to formal application of Eq. {7-23), although
it stifl is based on Eq. {7-23), that takes into account experimental work with slightly cluttered
scenas. He breaks up the display into high-interest and low-interest areas and develops a probu-
bitity (P;,p} assuming simultaneous independent searches of the two areas.

There are several ireatments {GRC model (Ref. 7-13) and Marsam I (Ref. 7-14)) of
search in cluttered fields, based on the data of Boynton (Ref. 7-15), which assume that search
s dominated by discrimination of the target from great numbers of similar {alse targets. How-
sver the Bovnton work was done with synthetic scenes and does not allow for the effects of
visual cues, therefore indicating that a truck on a road is as difficult to find as a truck in a field,
Although the degree of similarity between the target and similat nontargets would appear to
heavily affect search time, it would seem that in tactical scenes visual cues muy dominude
search.

Table 7-2 — P;,p as a Function of
Probability of Detection.

Probability of
Detecting in 45 s Prip
(%)
a 0
7.5 0.060058
25 0.036
42 0.008
69 0.031
86 0.021
97 0.198
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Fig. 7.9 . Field of view search composite data

6. Effects of Other Tasking

Prip=( - Fu) Pyp, (dispiay), - (7-25)
wWhere F, is the fraction of the time the Operator spengg monitoring nondispiay functions dyy.
o,

ing the detection phase of the scengri
D, DYNAMIC MODEL FORMULATION

1. Introg uction
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{1) Detection with a Changing Signal-to-Neise Ratio

In Chapter V| two alternative models were developed for detection of patterns; the
aperiodic mode! which applies to the detection of rectangles on a uniform background and, the
periedic model for the detection of bars within a pattern. In Chapter Vi, methods of describing
the visual discrimination of real scene objects in terms of these patterns were discussed. In the
following we will assume that the methods devised are applicable. We will designate Py, as
the probability of detecting an object {(given it is looked at) irrespective of the detection
mechanism or prediction method. Pp,;, depends on some appropriate SNR irrespective of the
detection mechanism. However, when predicting dynamic performance, the interpretation of
Ppyp 18 "the fraction of the observer population that can detect the target with the given signat
fevel." This differs somewhat from the classical interpretation of probability of detection based
on threshold conditions; however, it is believed representative of tactical decision making,

Let us now consider a SNR fevel that is changing in time such that Py, {¢} is monotoni-
cally increasing. At time &, Pp;o{4;) is the fraction of observers that can detect an object with
SNR (1)), At time 19, Pp;y {1y is the fraction of the observers that can detect the object with
SNR(ry. The fraction Py, {t;) contains ali of the observers in the Py, (1} fraction plus
Ppslty) — Ppyls)) observers. The probability that an observer who failed to detect the object
at time ¢ will be able to detect the target at tme 1, I8 given by
EPps ) — Ppyp Ce /(Y — Py (e}, which is the probability that the observer’s thresheld,
which could be anywhere above SNR{r ), is actually between SNR{7|) and SNR{r,,

As time proceeds, a greater and greater fraction of observers can deteet the object. With
gach step in time there is a distinct fraction of individuals added to the population of observers
that can detect the object. Let us for convenience designate AD{:} as that fraction of the
whole population that is added after the /th increase in SNK, and remember that prior to time
t; the group AD(s) could naot detect the object, but that after lime ¢, they can with unity proba-
bility. Note that AD(+,) is that fraction of the population that can detect the object with the
signal at the first level attempted.

(2) Simple Search in a High SNR Environment

Suppose that the scene SNR as displayed is high enough so that there is no problem in
discerning any target in the scene given that it is looked at. If a single fairty large target is
present in the scene which is otherwise uniform, search witl be auickly concluded as indicated
in the preceding section. If, however, the scene is cluttered with objects that are ciose in size
and contrast 1o the target, it may be reasonable to assume that the eye/brain performs a search
which might be described as follows. Assume that the display is covered with a mask that
covers all of its area with the exception of a small aperiure. Finally, let the probability that the
object is within the aperture and, therefore, visible to an observer be £y {the probability that
it is looked at, given it is displayed}. If we search the display by moving about this aperture,
we cafl build up a probability funcition which describes cumulative probability of detection,

At time 1, the first sample of the displayed imagery is made. The probability that the
obiect is within the aperture is P;,p. If the object is within the aperiure, it is readily detected
and the search is finished. However, the probability that the object is not found is
I — Py ;p=Pyp Thus the probability that the mask will have to be moved to attempt detee-
tion again is Py, If detection does not occur, the aperture is raptdly moved to a new location.
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If we assume the second position of the aperture is independent of its first position and if the
aperture is small compared to the display area, then the probability that the object will be within
the aperture on the second sample is also P, ;5. The probability of detecting the object after
two possible (not necessarily required) samples is given by:

Pplt) = Pryp + PrypPrip, (7-26)
which is the probability of detection on the first sample plus the product of the probability of
not detecting on the first sample and the probability of detecting on a second sample,

After three glimpses the probability of detection becomies
Py(t3) = Pryp+ PrypPrip + PripPlip . (7-27)

From reasoning in a similar fashion, the cumulative probability of detection after N sam-
ples is:

N _ '
Pp(ty) = X P pPih. - {(7-28)

i=1

If it had been assumed that the display was searched in a regular nonredundant pattern, a
similar but more rapidly converging series would have resulted.
If we assume that P;,;, may change its value with each new sample, Eq. (7-27) becomes
' Pplsy) = fuo(fl) + Pryp (1) Puyplt) + Pryp(e) Pryp(ty) Prip(ty), (7-29)
where P;;p(1) refers to the probability of the object being located within the aperture on the
ith sample period. In this case Eq. (7-28)} must be generalized to

N -1 _
Ppty) = 2 PL/D(fi) H PL/D("T;') . (7-30)
i=1 j=1

Although the above formulation is comparatively simple and may actually describe certain
visual search conditions, the search process may be much more complex.

(3) Search for an Object That May be Lost from the Display in a High SNR Environ-
ment )

Assume that the object displayed in the previous example (simple search in a high SNR
environment)r is being observed by a TV camera that is pointed at some fixed point on the
ground. The object of interest is located at some random location in the field of view. Assume
further that the camera is steadily approaching the fixed ground point while the observer
searches for the object on the TV display. With a fixed field of view, the "footprint" of the
viewfield on the ground will constantly decrease and the probability, Pryp, that the object will
be in the field will decrease monotonically in turn.

Let us now consider the first sample taken as in the example of VIIDa(2) above. The
probability that the object will be detected on the first sample is

Pplt)) = Proy(1)) Pryplr)), (7-31)
which is the product of the probability that the object is within the camera field of view at time
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¢y and the probability that it is within the sampling aperture, if it is on the display. The proba-
bility that the obiect is not detected on the first sample is

’El)(fl) = Ppo[/(fl) ﬁ]_/,l_){fl} + ﬁpoy(ﬂ), {7-32)

which is the sum of the probability that the obiect was in the field of view but was not sampled,
and the probability that the object was not in the field of view.

The probability of detecting the object on a second {possible) sample is
Proplty)

which is the product of probability that the object was within the field of view on the first sam-
ple but was not sampled and the probability thai the object is still on the display at time 7, and
is sampled plus the probability that the target was not in the fleld of view on the fitst sample
butl is in i on the second sample and is sampled. However, this latter probability is zerp due 1o
ihe monotonicatly decreasing nature of Ppg (). Thus the total probability of detecting the ar-
get on the second sample is

:Ub(fz} = PFOV(*‘]} ta,l;,f.o PL[D{IZ} + FFOV(H) Ppgy(fg} PL;'D{!Z)' (7-3%

pplta} = Prgiley 2ol M Poplt = Pople) Pople) Peoylent.  {7-34)
Frovlty)
The cumulative probability of detecting the farget Ay the second glimpse is:
Pplry = pple) + ppley). (7-38)
Ppltyh = Prgy(t)) Prypley + Ppyplt) Proulty) Pyipley). (7-36)
For the Nth sample this can be given by the series
Ppliy) = i ProuAt) Priple) ﬁﬁm(g). (7-37)

i=1 i=1
Equation (7-37) itlustrates that the function Prgy does not accumulate but just limits the sue-
cess that can be obtained during the sampling process. Pp,. (1) is a function of the initial loca-
tton of the target with respect to the center of the FOV and time. The function is ensemble
distributed. The P;,, term does accumulate as it did in the example of VIIDa(2).

(4) Search for an Increasingly Detectable Object

Let us now combine the examples in VIIDa{1} and in VIiDa(2} to demonsirate search for
an objec! which is more deteciable as time goes by, We will assume that the display is searched
with the aperture of VEDa(2) and that the probability of the object being within the aperture ix
Py p ). However, if the object is within the aperture, it is detectable only by that fraction of
the population, Py, (1}, determined by the SNR{s). (See ViIDa(2).}

The probability of detecting the object on the first sample is
PD(!l) = Ab(ri} .PL/ID{fl} . {?'38}

The probability of detection is the product of the probability that the object is within the sample
aperture and the fraction of the population for which the object is detectable on the first sam-
ple. :
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Between the first and second samples the SNR increases to SNR(75). On the second sam-
ple two potential sets of observers must be considered, those observers AD(¢;) who could have
detected the object on the first sample but did not because the target was not in the aperture
and those observers AD (z,) for which the signal level was too low on the first sample for detec-
tion to occur whether ofr not the object was in the sample aperture.

For the fraction of the population AD (), the probability on the second sample is
pile) = Ppyple) Ppypley) (7-39)

just as indicated in VIIDa(2)}, since for this segment of the population the object was always
"readily detectable "

For the fraction of the population represented by AD(r,) the object could not be detected
on the first sample whether the target was in the sample aperture or not. Therefore, the proba-
bility of detection on the second sample is

palty) = Ppypley). (7-40)

The total probability of detecting the object on the second sample is

polta) = AD(t)) py(ty) + AD(ry) py(ty). (7-41)
pp(t) = AD(t)) Pyp(t) Prp(ty) + AD(t)) Prip(ty). (7-42)

The cumulative probability of detection by the second sample is
Pp(ty) = pplt) + pplty). . (7-43)

Pplty) = AD(t)[Prp(t) + ﬁL/D(tl) PL/D(I;))] + AD(ty) PL/D(IZ)- (7-44)

From inspection it can be seen that with each additional sample a series exactly like that
of VIIDa(2) is begun, prefixed by the AD term appropnate to the SNR on that sample. For
sample 3, pp(t;) is

polt) = AD(t)[Pyyp(e)) Ppryp(t)) Prypltp] + AD () [Pyplty) Pyyp(t]

+ AD(p Py p(ty. (7-45)
The series representation for the cumulative probability of detection is
i=1 k=i

We see in Eq. (7-46) that the AD portion of the probabﬂlty of detection does not accumulate as
does the P;,, portion. Also we see that the two contributors to the probability of detection
cannot be separated into simple multiplicative functions, one describing detectability and one
describing the probability of a successful search. This is an error frequently made in search
models.

' We can rapidly generalize from Eqg. (7-46) the series representation of the search for an
increasing detectable target which may be lost from the field of view (a generalization of exam-
ple VIIDa(3). The equation for this problem is:

Pplty) = ZAD(f) 2 PFoV(t) PL/D(t) HPL/D(t) (7-47)

i=1 i=1 k=i
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(8} Conclusions Regarding Accumulation of Probabilities

In the foregoing examples, in particular example 4, we have described the interaction of
three probability functions which were used to describe visual search and detection. All three
functions behaved differently. All three probability functions change value during the experi-
ments. However, the probability of detecting the object given it is looked at {Pp;,) monotoni-
cally increased, the probability that the object was in the viewfield foolprint {Prp,) monotoni-
cally decreased, and P, p, the probability that the object was in the aperture, was uncon-
strained. However, the significant difference between the three is their statistical interpretation.
Ppy and thus AD describes the statistical behavior of an ensemble of observers. Py, describes
the statistical fluctuation within an ensemble of inifial experimenial conditions; e.g., camera toca-
tion with respect to target location. Py, describes the temporal siatistics of random sampling. In
Section b that follows these three functions (and three others) are related to tacticat perfor-
mance using the statistical behavior of the functions that was explored above.

b. Dynamic Detection

Let us now look at the probability of detecting a target using the general scenario given m
paragraph A3 and the principles developed in this chapter. In addition to the assumptions
already stated regarding the behavior of each of the probability functions, we will assame that
detection occurs in a single glimpse, This assumption is extremely guestionable for it appears
that in many detection problems, actual detection results from the building up of "confidence”
thai a potential target is aclually the target through a series of successive glimpses. However,
single-glimpse detection is widely assumed by the industry and will be assumed herein for its
mathematical simplicity. The probabiiity of deiecting the target at the time {7} of the first
visual sample or glimpse is given by:

Pplt)) = AD(t)) Prose) Poele ) Proyle ) Pripledd, {7-4%)
which is simply the product of all of the statistical elements affecting detection. The probability

that the target will not be detected on the first glimpse by the AD(¢)) fraction of abservers is
function of:

P, os{t)— the probability that the line of sight to the
_ target is blocked;
Pgr(t))— the probability that the target is not in the search field;

Ppoy(1,)— the probability that the field of view of the
thermal imaging system was not directed at the target at time ¢, and

ﬁu[}(f;}— the prohability that if the target was displayed, it
was not within the obsarver’s glimpse {or visual lohe).

Since, if the target is not in the search field at time ¢ it will not subsequently become so, the
Popir)) term does not contribute to future detections. The only way the set of abservers
AB(1,) could fail to detect the target on the first glimpse and detect it tater is if they do not
physically or visually sample the target or the line of sight is blocked.
The combined miss-sampling of the target area consisis of
Pt = Prouli)) + Proylt) Pyypley), {7-49)
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that is, the target was not in the field of view or was in the field of view but was not visually
sampled. Equation (7-49) can be rewritten

}_)5(?1) = (Ppoy(tl) PL/D(ZI))- (7-50)

The probability that the AD (¢} fraction of the population will detect the object on a
second glimpse is given by the sum of two terms. The first term is the probability that the
object was in the search field and had a clear line of sight on the first glimpse, Pgp(t1) Pros(t),
but the object location was not sampled (Proy Pp,p) times the probability that object is still in
the search field Pgr(t,)/Pse(t1), still has a clear line of sight (probability of 1), and the observer
(physically and visually) samples the object area on the second glimpse Pryy (1) P, /p(ty), with
the product of these probabilities being:

Pgp(ty)
Pgr(1y)

The second term is the probability that the object was in the search field on the first glimpse
Pgr(t)) but did not have a clear line of sight P,,s(¢,), achieves a clear line of sight on the
second glimpse, [P;os(t)) — Prolt )1/ Pros(ty), (see VIIDa(l), is still in the search field,
Pgr(13)/ Pgp(1)), and is sampled on the second glimpse, Proy (1)) Py /n(ty}, with the product of
these probabilities being

Psf(’[) PLog(fl) [PFOV(II) P[_/D(fl)] (1) Ppoy(fg) PL/D(IZ) .

[Pros(t;) — Pros(t)} Pgplty)
ﬁLOS([l) PSF(tl)

The probability that the D(¢,) fraction of observers will detect the object on a second glimpse is
the sum of the two terms:

P1(ty) = Pros(ty) Proy(ty) Ppip(t)) Psp(ty) Proy(ty) Prply)
+ {Pros(ty) — Pros(t)] Psp(t) Prow(ty) Prp(ty. (7-51)

For the observers represented by D(t;), detection prior to the second glimpse was not
possible because the SNR was too low. For this set of observers the probability of detecting the
object on the second glimpse is

Psp(t)) Pros(t,

Prolty Prip(ty).

P2t} = Pros(ty) Pop(t)) Proy(ty) Ppyp(ty). (7-52)
The total probability of detecting the object on a second glimpse is
po(t) = AD(t) pi(ty) + AD(1) pylry). (1-53)
The cumulative probabiity of detection by the second glimpse is
Pp(t) = AD(e}ip (r) + p (1] + AD(1y) p,y(¢y). (7-54)

Although more complicated than the simple examples, it can be seen by inspection that the
probabilities of detection form a series similar to that of Eq. 7-47.

The propagation of terms resulting from the passage of time is given for the first five
glimpses in Table 7-3. Table 7-4 provides a reorganization of Table 7-3. The series representa-
tion of the probability of detection as derived from Table 7-4 is

N N
Ppliy) = 3 AD() X Psplt)) Proy(t) Pyyp(t)

i=l =1

izl il ]
Pros(t) — X Pros(td) Prow(ty) Pryn(ty) T1 Proty) PG| (7-55)
k=i LK+
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Table 7-3 — Progression of Glimpses. The / th Element Is to Be Muitiplied

and Pi = PLfD(I) Ppoy{f';}.

Further Element Notation Is L, = Prog(4) and D, = L{z_,).

Observer
Category 1 2 3 4 5
Glimpse
o, aD(1y) AD(15) AD(ty) abity) |abtg)

RN o o 0 )

2 Sp, [Ly-1P L, 0 0 0

3 84y {Ly=LPy-LFyP Ly-1,P, L a 0
4 54Py | Lg-LoFy-LaPsPy LydagPy~LoPyPy i Ly-13Py Ly 0

~LPaPo Py
5 SsPg N Lg-LgPy-lqFyPs Lo-LyPy-Lof Py Lg-LyPy~LoPyPryl Lo-LgPy | Ly
~LyPyPaPy L PyPaPoPy | —LoPyPaPy
Table 7-4 — Reorganized Glimpse Progression. The i th Element Is to Be
Multiptied by S.P, D{1); and S, P,
and L, Is the Same Notation as in Table 7-3.
Oibserver
Category 1 2 3 4 5
Glimpse
No AD(II) A.D(fz) A.D(I3) ﬁD(T4} AD{ 5y

1 s,p |k o 0 o 0

N T A L, 0 0 o

3 S,y 1L 1P1?2 +DoPs+ Dy LPy+ Dy L, 0 1]

4 5Py |LPPpPy DR Py DIPyw Dy (Lo yPa DaPyt Dy [ L3Pyt D, Ly o
5 SsPs |L(P\PyPoBy+ DoF PPy # DaPaP A LyPoPoPy  DaPPy | EaPaPy + Dy Py | Ly Py + Dg | Lg

+D, P, + Dy +D,Fy + Dy +Dg
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Equation (7-55) is complicated due to a desire to make it adaptable to the widest possible range
of applications. However it will simplify considerably under particular mission constraints.

c. Dynamic Identification
To calculate the probability of identifying a target, the following have been assumed:

e A target is identified on a single glimpse, which may be the glimpse on which it was
detected.

® The distribution of identification thresholds among the population is independent of
the distribution of detection thresholds (e.g., a person with a low threshold for detection may
have a high threshold for identification).

® Prior to time 7 = 0 there is no possibility of identifying the target.

With these assumptions a development similar to that used to calculate the dynamic pro-
bability of detection can be used to calculate the dynamic probability of identification.

The probability of identifying the object on the first glimpse is
P;D(f[) = PD(H) AI(T]), (7-56)

which is the product of the probability that the object is detected on the first giimpse and the
fraction of the population that can identify the object with the signal (calculated for the
appropriate identification task) present at time 7. (Note that Al is analogous to AD, ie.,
AI(1) = Pyplt) — Pyplti_)).

For the A7 () fraction of the population the probability that the target is not identified on
the first glimpse is Py(t,), which is the probability that the object had not been detected by or
on, as in this case, the first glimpse. The probability that the A (r,) population will identify the
object on a second glimpse is '

Upip(ty) = ﬁD(ﬁ) Pplty) = pp(ry). ‘ (7-57)

The probability that the AZ{r,) population can identify the object on the second glimpse is
pip(ty) = Pplty), (7-58)
which is the probability that the object has been detected by the second glimpse.

The total probability of identification on the second glimpse is

pipliy) = AT(t) 'piplty) + AI(1y) pp(ty). (7-59)
piplt) = AT(t) ppley) + Aty Pplty. (7-60)
The cumulative probability of identification by the second glimpse is
Piplts) = AT [Pplr) + pp(tD] + AI(r) Pplty). (7-61)
But
Pp(t) + pplty) = Py(ty). (7-62)
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Therefore, Eg. (7-61} can be rewritten

PFD{fz) = A[(Il)[Pg(‘rz}} + ﬁ[(rz) PH({Z)' (?‘f)\}}
P[Q (52} = PD (fz}{&[(f{) + A!(fz)} (?'64}

Thus we find that the probability of identification by the second glimpse 1z simply the product
of the probability of having detected the object by the second glimpse and the fraction of the
poputation for which the object is identifiable by the second glimpse.

Inspection of the third and subsequent glimpses shows that on the Mh glimpse the cumu-
tative probability of identification is

Py = Ppligd Pypley). (7-66)

Egquations (7-55) and (7-66) give formulations for the probability of detection and
identification, respectively, in the dynamic scenario given in Section A. The analysis has been
generalized to accommodate most applications, but there are thermal-imaging-system applica-
tions, such as "snow plow" search, for which this analytical structure is not appropriate. When
Egs. (7-35) and (7-66) do not apply, the appropriate scenario can be synthesized from the six
probability functions described or others, using the approaches developed in this section,

E. EXAMPLE OF A DYNAMIC MODEL

The following dyvnamic problem is analyzed for two systems to illustrate the effects of
mission parameters on sensor system tradeoffs.

The first systern {system A} s a nominal FLIR easily {abricated within current technol-
ogy. The second, higher resolution, FLIR (system B) is obtained using the same focal plane
and processing as the first by increasing the focal tength by a factor of 2.5, In order not to
compromise the sensitivity and resofution of the second FLIR, it Is also assumed that aperture
and stabilization are increased by a factor of 2.5 ever sysiem A. Since the focal plane was Kept
consiant, system B has a FOV smaller than system A by a factor of 2.5, The penalties for high
resolution in this case include increased aperture and siabifization which in turn increase cost,
weight, drag, and compiexily significantty while decreasing reliability and fietd of view.

The scenario for this example is an air-to-surface detection and identification of a farget in
clear weather, with the aircraft flying at 300 kt at a constant aititude of 900 m. The relative
humidity is 80%, and the air temperature is 21°C (70°F). The target area is detecied by radar
initially and is handed off to the thermal-imaging-system al 24 km (80 000 {t) slant range with
computer-aided tracking of the target area after handoff. No search with the field of view is
used. A further assumption is that the system is not DC restored. The radar accuracy assumed
in the problem is;

Azimuth — o, = 20 mrad.
Elevation — o, = 14 mrad.
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The assumptions given above indicate that two of the six probability functions developed
previously are not required in this problem. Since it is specified that the mission is flown at
constant altitude, P;,5 can be removed from Eq. (7-55) and become a constant multiplier of
the results. Furthermore, since no search with the field of view is permitted, the field of view
and the search field are the same and Ppyy is therefore unity. The general probabilistic equa-
tion for detection is:

N N =L _
Pplty) = Progl 2 AD(ty T Pryn(t) Perlt) TI Py p(td |, (7-67)

i=1 i=1 k=i
which is identical to Equation 7-47 for search for an increasingly deteclable target which may be
lost from display due to a shrinking FOV footprint.
The probability of identification is;
-P!D([N) = P!/D(!N) PD(tN)-

The parameters in Table 7-5 define the two systems being analyzed.

(7-68)

Table 7-5 — Two Systems Being Analyzed

Value
Parameter
System A System B
NET (°C) 0.25 0.25
Frame rate (Hz) 15 15
Overscan 2:1 2:1
Aperture (cm) 15 38
Stabilization (mrad rms) 0.1 0.04
Number of detectors 178 178
Field of view (mrad) 87 x 122 35 x 49
Display size (cm CRT) 20 20
Viewing distance (cm) 56 56
Visual-field brightness (cd/m?) 3 3

The value of P;qg can be derived from statistics of cloud cover and terrain masking for
the area but will be assumed to be unity here for simplicity. The functions Pgz(t) and Py, p(2,)
were calculated as indicated in this chapter.

The terms AD and A/ are calculated using the aperiodic and periodic SNR ;, equation of
Chapter VI to calculate Pp;; and P;;p, respectively.

The NET of both systéms is 0.25°C. Compared on this basis one would project equal {Ser-
formance from both systems. System B has a distinctly superior MRT (and MDT): scaled in
frequency by 2.5:1 over system A. Based on MRT, system B is distinctly superior to system A.
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The results of 2 single dynamic mission characterization for systems A and B are given in
Figs. 7-10 and 7-11, respectively. The stalic detection and identification ranges for the systems
at 90% confidence read from the Py, and Py, curves of Fig, 7-10 and 7-11 are:

System &  System B

Detection {km) 13 71
identification (km} 1.2 3

Although the MRT values for the two systems are in a frequency ratio of 2.5:1, static detection
range is in a ratio of only 1.6:1 due to atmospheric effects and the aperiodic nature of detection,
Identification ranges, less affected by atmospheric atienuation, remain in g 2.5:1 ratio.

Dynamic performance is a more complex picture. Comparing the Py, curves, we find that
sysiemt B can be used to deiect the target at fonger range than system A. fowever, systam B
fails to provide detection at alf in better than 50% of all missions because the small field of view
is insufficient to encompass the uncertainty of iarget location when the target becomes detect-
able. System A provides shorter range but does so on betier than 75% of the missions rather
than on 46% as does system B

The cumulative probability of deteclion limils the probability of kientification, so that
although system B car provide identification ranges greater than system A by a factor of 2.5,
50% more wmissions are fruitless with system B than with systemy A. Limitations to the
minimum acceptable ranges combined with these dvnamic perfarmance graphs determine which
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Fig. 7-10 — Dvnamic performance system A
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PROBABILITY OF SUCCESS

RANGE TO THE TARGET (km)

Fig. 7-11 — Dynamic performance system B

system is tactically superior. If no minimum range limitations exist, system A is superior to
system B, since it will provide target identification on 50% more missions than will system B.
In addition, if the line-of-sight were obscured by terrain or foliage until ranges on the order of
1 km as could easily happen in some locations, system A would provide superior performance.
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Appendix A
NOMENCLATURE, UNITS, AND SYMBOLS

Al. Radiometric and Photometric Nomenclature

FLIR technology involves two sets of nomenclature, one for radiometric terms and one
for photometric terms. Unfortunately, workers in various fields have adopted certain terms that
are often foreign to workers in another field. For example, astronomers use star magnitude,
and probably will always do so, therefore someone using astronomical data must convert it to
illuminance, radiance, or some other unit befitting the problem at hand. For performance
modeling and for thermal imaging systems in general, the CIE nomenclature of the Interna-
tional Commission on Illumination is recommended as being the least controversial and the
most widely used in publications on radiometry and photometry. The CIE nomenclature -and
symbols of radiometric and photometric terms are given in Tables A-1 and A-2.

One of the problems encountered in making photometric measurements resuits from the
fact that they are supposed to be representative of what the human eye would observe. Since
everyone’s eye is a little different, a standard response curve called the spectral luminous
efficiency for the CIE Standard Photometric Observer has been established and is shown in Fig.
A-1l. Note that the spectral response of the eve varies with the adaptation and therefore curves
are shown for photopic response or cone vision which occurs when the eye is adapted to "room
light" and scotopic or rod vision which occurs when the eye is dark-adapted. The numerical
values of Fig. A-1 are tabulated in Table A-3 (Ref. A3},

A2. International System of Units

The base units of the International System (SI) are given in Table A-4. Their magnitudes
and names are well known except perhaps the candela. The candela is officially defined as "the
luminous intensity, in the perpendicular direction, of a surface 1/600,000 square meter of a
blackbody at the temperature of freezing platinum under pressure of 101325 newtons per
square meter." Prefixes for the SI units are given at the bottom of the table.

Unfortunately, one frequently encounters photometric units in the literature which do not
appear in Table A-2; for example, nearly all the units given in Table A-5 are fairly common.
For this reason the non-SI photometric units in Table A-2, together with the factors for con-
verting to SI units, are listed in Table A-5.

ipp—
i
|
|

w0t

SCOTOPIC
PHOTOFIC

Fig. A-1 — Spectral luminous efficiency for the CIE
standard photometric observer

RELATIVE EFFICIENCY
3

WAVELENGTH tnmy
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Table A-1 — International Commission on Hlumination Comparison Chart

of Nomenclature Units and Symbols for Radiometry and Photometry

Type of Symbaol . ) 51 Un-i-ls Abbl’t'.‘/i..:ltilj ]
Quaniity Nacte fotes 1,2) Definition (Nt 3) {Note 3}
Radiometry i
— [
Energy Radismt Enerpy ., 0 Energy omitted transfecred ot Joute A
received in the form of radiation.
Power Radiart Flux B, b |, =dC,fdr Watt v
Radiant Fower P
Source Radiaur Intensity . {, =dB,fdSL. Radiapt pawer Watt Wise
(Point) per wriit solid angle . steradian
Source Radiant Exitance M. M M, =d¥,fd4. The fux leaving Wart W
(Asea) a surface per unit area. —
(meter)
Receiver Erradiance E,.E £, = di, fdA. The flux incident Waee Win?
{Power} oit & surface pet unit aresy . - 5
{metet ¥ !
r
Receiver Radiant Exposure He M |H,=d0,jdd = [E,dt, Surface | Jonie ' Fre
{Energy} den:jriy of the radiani energy {metar)?
received.
Universat Radiance Lo & dl@r Watt w;’%m—’ (133
(Soucce. Lo = Er;-f. The radiant Llueter-ja o ;:l:n
transiting, kit ooz § i
ar received) flux per unit projected area per
unit solid angle in a given direc-
tion from 2 source in transit or
4t a receiver.
—
Photomeiry
Epgrgy Quantity of Light (27 ] 0, = [ddt Luman-second ti-s
{1alhot}
Power Luminous Flux b, @ By, = Ky, [ a8, 0 008 | Lumen L T
Saurce Luminous intensity Iy F F, = d%,}d5). The luminous Candela e
. . N - s
{Point) intensity ﬂoffz'nal to the surface _ tlumen s
of 165 {cm}® of a black body =l =
. steralian
at the temperature of freezing
platinum (20472 is candeta.
Source Luminons Exitance M, M My = ddyldd. Luminous flux [umen Tom™
{Area) leaving a surface per unit ares {meter)
Receiver fituminance E,E £, =dby,fdA. The luminous Lux = x
{Power) ﬁu‘x incident on a surface per Iumen
unit area . | R — -
{meter)”
Receiver Light Exposure H, H Hy = a0y jdd = [E,dr. The Lux seconds Txes
{Energy) quantity of light reccived per (Trsim®1
unit arez.
Universal | Luminance Ly L Y Candela _ cdfm?
{Source, L, = —— L The ' 1 ait
transiting, dfldA cos 8 {metery
luminous flux per unit pro- nt

of received)

Note 1. Symbol subsceipts {2 for radinnt energy and v {or photomelry) may be dropped if ne confusion {s likely o arise.

jected ared por enit solid angle
in a given direction from a
spurce, §n transit or arelving at
a surface.

|
|

Other Units T
{Nuote 3y !

Lomen howr (b

:
Camilopower designates o
bantinows intonsity i
expressed Tt cimdebes [

phot {ph 3 10 Ty

1 fmnenffel = 4 foet-
candie {fey

1 footeandie (Y =
1764 Ix

|

!

1 stitb {sby = 107 cdfm’ ,

[ apostith (asp} =
(Hmyedim®

1 limbert (LY = l
{10 miodfu?

1 fuatiyember (FLy =
RERLE e

Note Z. Symbols may be furthier subscripted with the symbols A, ¢, ar a {ie., @,R)} 1o indicate the quantity per unit wavelength, freguency . or wise-
nuwber interval respectively.

Note 3. When the subscripts A, v, or 0 are empfayed, the units given in the table are to he divided by the units for wavelength, fregueney, or wave
number respectively.

Note 4. Ky, is the spectial luminous efficacy for radiation at the wavelength of peak eye response in photopiy vision. s value for photopic vision i
GBO lumens/watt. V(XY is the spectrat luminous cfficlency for photopic vision seated 5o that Tor X,y the wavelength of muximum wsponse,
Pl 1= t. Photopic vision refers to reception by the cone seceptors. Eye adaption requires luminuncy levels uf at beast several candulas/
{metes)l,
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Table A-2 — International Commission on llumination International Lighting Vocabulary
and Other Radiometric and Photometric Quantities

Name Symbol Definition Units
Spectral luminous V(X), photopic Adopted by CIE in 1924 Dimensionless
efficiency vision

V'(A), scotopic | Provisionally adopted by CIE for young | Dimensionless
vision observers in 1951
Luminous efficacy K for complex Ratio of the luminous flux to the cor- lumen/W
of radiation radiation; K(\) responding radiant flux:
formonochro- | K=&,/®, KQ)=d,,/P.x
matic radiation
Luminous efficacy T, N Ratio of the luminous flux emitted to lumen/W
of a source the power consumed
Maximum spectral K, The maximum value of K(A). Its value lumen/W
luminous efficacy is K, = 680 1m/W at about 555 nm for
the CIE standard photometric observer
in photopic vision
Luminous efficiency (*) Ratio of the luminous efficacy for com- -
plex radiation to that for the same
radiant power at the wavelength of
maximum photopic response: F(*) =
[ Dea VA)AN] / [[@erdM] =K/Kp
Emissivity of a € Ratio of the thermal radiant exitance -
thermal radiator to that of a blackbody at the same
temperature: € = [M, ermal/
[Me, biack body ]
Directional emissivity | e(0, ) Ratio of the thermal radiance to that of —
of a thermal radiator a blackbody at the same temperature:
6(3 ’ cI)) = [Le, thermal] / [Le, biack body]
Geometric extent G dG =dA coz 8dQ2 Meter?
Optical extent ndG, where n is refractive index Meter?

Basic radiance or
basic luminance

L,/n? and L,/n2, a constant in a
medium with no losses or scattering
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Tabie A-3 — Relative Spectral Luminous Efficiency
Values of the Human Eye

Wavelength Photopic V() Scotopic V'{})
(nm) L=ant(cdm 2} | (L<3X 105 at fed m™2
380 .00004 0.00059
390 0.00012 0.00221
400 0.0004 0.00929
410 0.0012 0.03484
420 0.0040 0.0966
430 0.0116 0.1998
440 0.0230 0.3281
450 0.0380 0.4550
460 0.0600 0.5672
470 0.0910 06756
480 0.1390 0.7930
490 0.2080 .9043
500 0.3230 09817
510 0.5030 0.9966
520 0.7100 0.9352
530 0.8620 0.8110
540 0.9540 0.6497
550 0.995¢ 0.4808
560 0.9950 0.3288
570 0.9520 0.2076
580 0.8700 0.1212
590 0.7570 0.0655
600 0,6310 0.03325
610 0.5030 0.01593
620 0.3810 0.00737
630 0.2650 0.003335
640 . 01750 0.001497
650 0.1470 0.000677
660 0.0610 0.0003129
670 0.0320 0.0001480
680 0.0170 0.00007 16
690 0.0082 0.00003533
700 0.0041 £.00001780
710 0.0021 0.00000914
720 0.00105 0.00000478
730 0.00052 0.000002546
740 0.00025 0.000001379
750 0.00012 0.000000760
760 0.00006 0.000000425
770 0.00000 0.000000241
g7 R I 0.000000139
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Table A-4 — Systeme International (SI), The International System of Units

Type of Unit | Name of Unit] Symbol Basis for Definition
Length meter m 1,650,763 .73 wavelengths of the orange-red
line of krypton 86
Mass kilogram kg Mass of a platinum-iridium cylinder at the
International Bureau of Weights and
Measures
Time second 5 Duration of 9,192,631,770 cycles of
oscillation of the hyperfine structure transi-
tion in cesium 133
bSI. Current ampere A That current which will produce a force of
asic 2 X 107 newtons per meter of length
units between two long parallel wires 1 meter
apart
Temperature | kelvin K 1/273.16 of the thermodynamic tempera-
ture of the triple point of water
Amount of mole mol Number of atoms in 0.012 kg of carbon 12
substance
L
Luminous candela cd Radiation from 1/60 (cm)? of a blackbody
intensity at the temperature of freezing platinum
(2045 K)
81 .
sunplement Plane Angle radian rad
PPIEMIERtAIY | golig Angle Steradian sr
units
Force newton N 1 newton = force to accelerate
1 kg mass 1 meter/(s)?
Pressure pascal Pa 1 Pa=1 N/m?
Work, energy | joule I 1J=1Nm
Power watt W tW=11ls
Sl Frequenc: hertz Hz 1 Hz =1 cyclefs
derived 1 4 =l
units Voltage volt v 1V=1WA
Resistance ohm Q 1Q2=1V/A
Concentration | moles per mol/(m)?
cubic meter
Light flux lumen Im A light source having an intensity of
1 candela in all directions radiates a flux of
4t lumens

Multiples and Prefixes

Multiple {10-18 1015 10712 10-% 106 10-2 10-2 103 106 107 012
Prefix atto  femto pico nano micro milli centi kile mepa giga tera -
Symbol @ f P n I m c k M G T
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Table A-5 — Some Additional non-SI Photometric Units {(Ref. A-4)

Unit Symbol SI Equivalent Quantity
apostilb [asbi = 7 Hed - m7 juminance
candeia-second | fcd - s] =1 fed - 5] ergolumic intensity”
footcandle ffel = [im - £1t7% = 10.764fim - m™?} | illuminance
footlambert L} = 7 'ed - ft72] | = 3.426kcd - m™%] luminance
lambert IL] = 7 tled -em™2 | =10 7w 'ed - m™?} | luminance
light-wattt hwl = iK' - (tm! | = 680" [tm} luminous flux
phot iph]l = I{lm - em™] = 10%lm - m™?] iltuminance
stilb {sb] = 1led - ecm™?] =10* [ed - m™%] luminance

*The CIE [5] seems niot to have any term for this quantity, nor does there seem to be any in genseral use other than
the term for the units, although "beam-candlepower-second” is also used at times. This term for the quantity is taken
from Jones' “philuometry" proposal.

+The light-watt [{W] is related to the unit of r?asdram flux, the watt {W1, by
8 = J;gﬁ V(A - g,y (A) - dh [1W],

where

V{x) [dimensionless] is the photopic spectrai fuminous efficiency,

X [nm] is the wavelength,

&, , (A} IW - nm™'} is a distribution of spectral radiant flux as a function of wavelength, and

&; [IW] is the luminous flux in light-watis of the radiation described by the spectral distributior: &, NS
The luminous flux, in lumens, in this same beam of radiation is given by

b, = Kl - &, = 680 - ¢ [im].
where

K., = 680[lm - W'} at A = 555 [nm] is the maximum spectral fuminous cfficacy (of radiation).

Note that both the lumen and the light-watt are units of luminous flux, They have the same dimensionality and differ
only by the numerical scale factor {K,,| = 680. There are approximately 680 lumens per light-watt at all wavelengths
in the visible region of the spectrum where 380 € x < 7480 [oml.

REFERENCES

A.1 “International Lighting Vocabulary," Third Edition, Publication CIE No. 17 (E-1.1) 1970
of the International Commission on Illumination, Bureau Central de la CIE, 4 Av. du
Recteur Poincare, 75 Paris 16¢, France. ¢/o L. E. Barbrow, National Bureau of Standards
Washington, D.C. 20234,

A.2 NBS Special Publications 330 and 304A (Revised October 1972).

A3 Kingslake, R. Applied Optics and Optical Engineering Vol 1 "Light; Generation and
Modification” Academic Press, New York, N.Y., 1965.

"Self-Study Manual on Optical Radiation Measurements” Part 1 — Concepts Chapter 1-3,
NBS Technicat Note 910-1, Fred E. Nicodemus, Editor, March 1976,
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D,

Dy, ¥)
Dy
D*(2,)
D*(2m)

D** (2x)

AD

AD(t)

Appendix B
SYMBOLS

Image area {(cm?)

Image plane area {cm?)

Detector area (cm?)

Area of the display

Area of the glimpse

Areas of constant temperature (cm?)

Absolute humidity

Designation for background noise limited detector

Contrast threshold for visual detection, from reference 7.10
Radiation constant, 3.7413 x 10* W cm? um*

Radiation constant, 14 388 um K

Dimension of a square glimpse

Lens diameter {cm?)

Visual target detectability as a function of location in the visual field
Visual target detectability within the glimpse area

Detectivity for a solid viewing angle of £, sr {cm Hz!/2 W)
Detectivity for a solid viewing angle of 2 sr (¢cm Hz!2 W~1)

D*of a perfect detector of unit quantum efficiency viewing 2# sr
of background (cm Hz!/2 w~1)

An incremental change in Py,
The change in P/, between the (i—{) th and j th glimpse
Charge of an electron (coul)

Irradiance (W cm™?
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Af.,
Af,
Af,

ac

i, L)

o

APPENDIX B

Average photosurface irradiance (W ¢m ™)
Photosurface highlight irradiance (W cm ™2
Saturation vapor pressure of water surface {dynes cm )

Lens focal ratio {F,/D,)

The spatial frequency characterizing detection of a specific target
Lens focal length {cm)

Fraction of time an observer spends monitoring nondisplay functions
Frame rate (s}

Detector channel bandwidth {Hz)

Video bandwidth (Hz)

Reference channel bandwidth (Hz)

Video bandwidth (Hz)

n, Af.,. = reference video bandwidth (Hz)

2 or

Grams

Gain of signal processor

Display (or video)} gain

Horizontal field of view {deg, rad, mrad)

Signal current (A)

Average of current due to object and background (A)
rms noise current (A)

The probability that the segment of the population whose threshold for identification
was passed on the | th glimpse will be able to identify the target on the jfth glimpse

Incremental signal current {A)

An incremental change in Py p

Temperature in Kelvins

Constant [2.25/{X, Y} used to calculate distribution of glimpses on a uniform display
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MRT
MRT
MTF
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Display conversion gain

Interlace ratio

AL (radiance) to AT (temperature) conversion factor (W cm=2st™! K1)
Spatial frequency (cycles/mrad)

Number of lines required per minimun object dimension for a given level of visual
discrimination of a displayed image

Spatial cut off frequency for a diffraction limited lens {(cyles/mrad)
kilometers

Phosphor gain (lumens/electron)

Rate of navigational error accumulation in direction X

Rate of navigational error accumulation in direction ¥

Average display luminance (lumens sr~! ecm ™)

Light emitting diode

Lines per picture height

Luminance distribution in the vertical direction (lumens sr~! cm™?
Incremental scene radiance (W sr~! cm™?)

Incremental luminance swing (high) (W sr™! cm™2)

Incremental luminance swing (low) (W sr™! ¢m™2)

Pressure (mbar)

Minimum detectable temperature (K)

Minimum resolvable temperature (°C)

Minimum resolvable temperature for a bar aspect ratio € other than 7
Modulation transfer function

Spectral radiant exitance (W ¢cm™?)

(HO + ﬂb)_/2
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NE()()

NEP*

NEAT

An

An'

Ppt
PD(!;'}

PD{";}

APPENDIX B

Derivatives of the above quantities with respect to space and time
{photoelectrons/cm? - 5)

Number of photoelectrons in image area @ and sampling time T, dus to background

Derivatives of the above guantity with respect to space and time
{photoelectrons/cm? - s}

Number of detectors in series

Number of photoelectrons in image area a and sampling time 7.,
due to object (photoelectrons)

Derivatives of the above quantity with respect to space and time
{photoelectronsfem? - g}

Number of detectors in paraliel
Number of glimpses taken {Chapter 7}
Spatial frequency (lines/pict. ht.)
Noise equivalent bandwidth (i/p.h.)

Noige equivaient bandwidth of specific senser components or groups of componenis
as identified by the appropriate subscript {i/p.h.}

Sampling frequency

Specific noise equivalent power of detector (W/cm Hz/?%)

Noise equivalent temperature difference (°C)

Number of active scan lines

fi, — Hp

Derivatives of the above quantity with respect to space and time {(photoelectrons/em’ -s

Overscan ratio = ratio of detecior dimension in the cross scan direction
to the scan line piich

Vapor pressurc of water {(mm of Hg)

Scan line or detector pitch {cm)

Probability that a target is detectable given it is looked at
Cumulative probability of detection by.the time of the 7th glimpse

Probability of detection og the 7th glimpse
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pdf Probability distribution function
Ppy Probability of visual detection integrated over the visual field
Py Probability distribution function (pdf) describing the positioning of the

field of view within the search field

Prov Probability that the target is in the sensor field of view
P Pdf for glimpse position on the system display
Py(e, ¢) Probability that the search field is centered on a position that is

8, ¢ distant from the actual target location

Pyp Probability that a target is identifiable given it is detected

Py (2, The probability of identification by the i th glimpse

o) The probability of identification on the i th glimpse

pit j) The probability that the segment of the population whose detection threshold was
surpassed on the i th glimpse will detect the target on the jth glimpse

Prp Probability that a displayed target is looked at {in the observers glimpse area)

Pros Probability that the clear-line-of-sight exists between sensor and target

FPgr Probability that the target is in the search field

Prly, ¢} Probability distribution function describing the uncertainty

in the target location in coordinates (y, )
Prp Pdf for target location on the system display

Pre Probability distribution function describing the uncertainty of target
location within the search field {(normalized to Pgz)

{Quantity) One minus (Quantity) or not (Quantity)

R Range (m or km)

R, Radius of the fovea (deg)

R:(v) Frequency response of a filter

R Radius of the glimpse (deg)

Ry Relative humidity

RO Optical transfer function or complex steady state spatial frequency response
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R,06

RN
R, (N)
Rgo(N)

R yg}(r, ‘F}

SF
SF,

SNR
SNR ,

SNRD,
SNR,,
SNR p7
SNR;

SNR
SNR ,,

SNR,,

APPENDIX B

Same as above but added subscript identifies specific or groups of specific sensor
components

Square wave flux response

Spurious response

Square wave amplitude response

Ratio of target detectability at visual coordinate (I, ¥) to that in the fovea
Specific detector spectral responsivity (A/W)

Time (s}

Dimension of the search field in direction y

Dimension of the search ficld in direction 4
Signal-to-noise ratio

Display signal-to-noise ratio

SNR j; calculated using the MTF of the fovea
Detector channel SNR for broad area images
Threshold SNR

SNR of the electron image

Perceived SNR

Video SNR

Video SNR for broad area images

Time {s)

Temperature (K}
Temperature of air (K)
Dwell time (s}

Eve integration time {(s)
Time delay integration
i)ew point temperature

Frame time
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Time of the i th sample, usually time of the /th visual glimpse

A Time of target handoft from a cueing sensor to the thermal-imaging-system
L Dead time
Ts Duration of a visual saccade

Time of the last inertial navigation system update

T, Temperature of water (K)

AT .Incremental temperature (°C)

AT, Incremental temperature at zero range (°C)

AT(R) Incremental Temperature at range R (°C)

A Visual meteorological range (km)

VFOV Vertical field of view (deg, rad, mrad)

w _ Watts

X Effective focal plane width (cm)

X, Size of the scene object in the x direction {cm)

Ax Size of the equivalent bar pattern for bar width in the x direction of the image {(cm)
AX Incremental horizontal element of the display (cm)

Xp | Display width {(cm)

Y Effective height of the image plane (cm)

Yy Display height (cm)

¥, Size of the scene object in the y direction (cm)

Ay Size of the equivalent bar pattern bar width in the y direction of the image (cm)
AY Incremental vertical element of the display (cm)

Z Random wvariable

o Picture aspect ratio, width-to-height = ¢ 4/¢

B Target subtense used in reference 7.16
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APPENDIX B
Extinction coefficient for continental aerosol modet (k')
Noise filtering function {periodic patterns}
Noise filtering function {aperiodic patterns)
Noise equivalent aperture (cm, mrad or pict. hts.}

Noise equivalent aperture of specific sensor or groups of sensor componenis
as identified by the appropriate subscript {em, mrad, or pict. his.}

Amplitude of a visual saccade {deg}

Amplitude of a saccade

Detector dimensions in x and y {cm)

Bar aspect ratio {(length-to-width}

Cold shicld efficiency

Lens transmittance

Scan efficiency

Detector spectral quantum efficiency (electrons/photons}
Instantaneous field of view (rad or mrad)

Visual angle from the fovea to a target in the visual field, used by Lamar {reference 7.1
Speciral wavelength {(um)

Spatial frequency

Complex function of system, eye and target parameters used
in reference 7.7 o calculate glimpse size

Nuoise increase factor
Atmospheric extinction coefficient (km™1)

First standard deviation of pdf for target logation in direction #

First standard deviation of pdf for target location in direction &

Transmittance
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Vertical and horizontal fields of view (deg, rad, mrad)
¢, ¢y (deg, rad, mrad)

Instantaneous solid angle of view (sr)

An incremental element of the search field in direction

An incremental element of the search field in direction y
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Appendix C

THE NIGHT VISION LABORATORY STATIC PERFORMANCE
MODEL BASED ON THE MATCHED FILTER CONCEPT

W.R. Lawson
J.A. Ratches

A. INTRODUCTION

The NVL model for thermal imaging systems is based on a model originally proposed by
Barnard [Ref. C.1] and is conceptually different from the synchronous integrator concept origi-
nally formulated by Otto Schade, Sr. The latter model, as refined by Sendall and Rosell is dis-
cussed in detail in Appendix D. In the synchronous filter concept, it is assumed that the
eye/brain combination will integrate over the entire area of an image even though the image
has been smeared out over a large distance by finite sensor apertures. In the formulation for
signal, the integration limits are plus or minus infinity although as a practical matter the
effective distance is usually much smaller because signal integrated in the low-amplitude tails of
a blurred image in a real imaging system increases only very slowly with increase in integration
distance from the image center or core. It is felt that the eye/brain only integrates in space for
so long as image SNR increases in turn but that this more complex consideration would unduly
complicate the analysis and would result in only minor charges in the final resuit for most cases
of practical interest. In the synchronous integrator concept a perfect integrating filter is
hypothesized and used to bound and compute the noise.

The matched filter concept stems from communications theory [Ref. C.2]. In* a video
channel "a matched fiiter is a delayed (time shifted), time reversed (spatially reversed) version
of the signal. Thus if /{t) is the signal function, the response function of the matched filter is
proportional to i(#;—¢). (In discussing time functions causality becomes a problem; however
the discussion here wili not be complicated by this). The matched filter is the filter which max-
imizes the signali-to-noise ratio (signal being the magnitude of the output from the matched
filter and noise being the standard deviation of the noise fluctuations) at a time ¢, for the case
that the noise is additive {(independent of signal) and white (the power spectrum equals a con-
stant at all frequencies). Note that for the case of a symmetrical signal and for ¢, equal to zero,
the matched filter has precisely the same shape as the signal. (In general, the matched filter is
the mirror image of the signal.)"

So far as is known, neither the synchronous-integrator nor the matched filter concepts
have any proven basis in psychophysical fact. The eye’s ability to spatially integrate over
images which are not too large in two dimensions simultanecusly is beyond question, but the
precise method of image processing that takes place in the eye-brain is probably much more
complex than either model would indicate. Efforts have been made to validate, or, at least
determine the limits to the applicability of the synchronous filter concept. Over a fairly wide

*Ref. C-2
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range of conditions, the experimental results are generally in satisfactory, if not perfect agree-
ment with the model predictions as is shown in part in Appendix D. However, no efforts have
been made to determine whether the matched filter or the synchronous filter approach gives a
better fit to the data, and o provide definitive results, specific experiments of high precision
will be required.

A modet is required in order to take into account the effects of finite sensor aperiures.
The matched filter equations have been formulated in & manner so as to agree with the syn-
chronous filter equations for periodic images and will also agree for aperiodic images when the
image being viewed is rectangular in intensity distribution, ie., constant amplitude. However,
with blurred images, the maiched filter concept wilf result in a somewhat smatier image signat
level prediction for aperiodic images. However, the difference between the signal levels
predicted using either model will be trivial until the image dimensions become of the order of
the dimensions of the overall sensory systems noise equivalent aperture or smaller. In general,
the statistical variance in making threshold resolution measurements will be larger than any
error which may result from using one larger or the other model, and the selection of the
maodel to be used is largely one of personal preference.

B. NEAT, MRT, AND MDT DERIVATIONS

The noise equivalent temperature (NEAT), the minimum resoivable temperature {(MRT},
and the minimum detectable temperature (MDT) will be derived in the following. Complete
and simplified expressions are given for each gquantity; the complete expressions provide a basis
for rigorous analyses, and the simplified expressions provide a means for obtaining reasonabie
estimates through use of hand calculations.

Neither the concepts nor the final relationships contained herein are mew. The NEAT
derivation is similar to an anaiysis in Jamieson {C.3}]. The MRT and MDT derivations are
glightly different from others of which the author is aware. The techniques employed to derive
MRT and MDT are equally applicable to the derivation of subjective resolution relationships for
intensifier and LLLTV viewers,

Terminology

NEAT — Noise equivalent temperature

MRT — Minimum resolvable temperature
MDT — Minimum detectable temperature
¢ — time
i, {t) — an output signat
i{t}  — an input signal
* — convolution
A{f) — ternporal response function
¥i — frequency
I,(f) — Fourier transform of iz}
I{f} - Fourier transform of (¢}
H{f) — transfer function (fourier transform of # {+))
OTF  — optical transfer function
MTE — modulation transfer function
R{s} — auto-correlation function
160




NRL REPORT 8311

S(f) — power spectrum

< > — ensemble average

T — time difference

o — rms value of a random process
r — detector response function

v, (1) — a (voltage) signal

&(A) — watts/micron on the detector

D, *(A)— detector detectivity
D,**(A\)— detector detectivity (no cold shielding)

! —:focal length

7,(A) — optical transmission

T — temperature

L — radiance from source {target)

HFQV — horizontal field of view
VEOV ' — vertical field of view

e — eye integration time

Tovsc — OVerscan ratio

Fr -- frame rate

n, — number of detectors in series

np - number of detectors in parallel

Ncs — cold shield efficiency

) — picture element delay time

Nsc — scan efficiency

éd — coid shicld angle

w — an integral Eq.{C-24)

i{x,y) — spatial signal

A — area (signal)

k — a constant

M — watts/area from display

Ay, — distance between scan lines

v — scan velocity

o — frequency of MRT bar pattern

L — bar length in MRT bar pattern

b — noise function along a line of the display

I — spatial frequency (x or horizontal direction)

i — spatial frequency (y or vertical direction)

k) — g threshold signal-to-noise ratio

q, — an integrat (defined below equation, Eq. (C-45))

Py — an integral (defined below equation, Eq. (C-45))

P, — an integral (defined below equation, Eq. (C-45))

a4 — an integral (defined below equation, Eq. (C-51))

Pxa — an integral (defined below equation, Eq. (C-51))

D va — an integral (defined below equation, Eq. (C-51))
Preliminaries

Throughout this section, elementary concepts and analysis techniques employed in electri-
cal communication theory are used. The necessary relationships are presented below; the
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reader unfamiliar with these relationships could profitably read the first three or four chapters
of Wozencraft and Jacobs [C 4], (it is possible to derive NEAT, MRT, erc., without employing
these concepts.)

An output signal from a linear system {circuit, optical device} is equal to the input signal
convolved with the response function of that system, /e,

() = i} " h{z) = f:, ity (=) dt (C-1}

where £, {1}, (¢}, and A{s) equal the output signal, the input signal, and the system response
function, respectively. The response function #{t) is simply the system output for an input
pulse approximating a Dirac delta function, If both sides of Eq. {C-1) are Fourier transformed,
the expression

LY = LHD (c-

is obtained. Here [,(f),L{f), and H(f) arc the Fourier transforms of § (1),;{#), and A (s},
respectively. The quantity H{f) is referred to as the transfer function of the system. The
one-dimensional (spatiat) version of H{/) {ie., the Fourier transform of the line spread func-
tion) for an optical system corresponds to the system’s optical transfer function (OTF) whose
absolute value equals the modulation transfer function (MTF) of the systems. In Eq. (C-2),
the guantity H{f} is said to "filter” the signal £{f}. Note that if a signal is passed through two
systems in series the outpu! from the first system equals the input to the second; therefore, if
it} is the input signal and #,(s} and A,(¢) are the response functions of the two sysiems, the
culput is given by

-‘I\Q(I) = -ﬂ(f) *h[({) *hg(f)- (C-E}
Correspondingly, the transform of f}, {+) is given by
LA = EDH (O H(). (C-4)

Thus the "two-system" response and transfer functions equal (s} «2,(¢e) and H(fHH,{f),
respectively; e.g., the OTF of a complex optical system equals the product of the component
OTFs {ignoring component interactions).

A wide-sense stationary random process {e.g., noise in most electrooptical viewers) can be
characterized by its autocorrelation function

Rir) = R(tt+r) = <nli}nlt+r)>, (C-5)
where n(7) designates the random process and t represents a time difference. The Fourier
transform of this function, called the power spectrum of the process, is given by

s( = [ Rmei ar, (C-6)
The brackets in Eq. {C-5} indicate an average over an ensemble of » (7} functions. The output

power spectrum of noise processes passed through {filtered by} a linear system is given by

5,00 = SUVH, ‘ (c-n
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where 5, and S are the output and input power spectra, respectively. An extremely important
relationship between the power spectrum and the variance (at a point} of the random process is

2= [ s -8

Since engineers are reluctant to employ negative frequencies and since § (f) is an even function
of frequency, it is common practice to redefine the power spectrum such that '

o=2f T S df, (C-9)

This latter power spectrum is just twice the one used in Eq. (C-8); this power spectrum is used
for the temporal voltage noise and the corresponding (horizontal) spatial noise since it is the
one commonly employed by thermal viewer engineers. In the vertical direction, however, the-
power spectrum in Eq. (C-8) is used.

A matched filter is a filter whose response function is a delayed (shifted), time-reversed
(spatially reversed) version of the signal. Thus, if i(s) is the signal function, the response
function of the matched filter is proportional to i(f—#). - (In discussing time functions,
casuality becomes a problem; however, the discussion here will not be complicated by this.)
The matched filter is the filter which maximizes the signal-to-noise ratio (signal being the mag-
nitude of the output from the matched filter and noise being the standard deviation of the noise
fluctuations) at a time r, for the case that the noise is additive (independent of the signal) and
white (the power spectrum equals a constant at all frequencies). Note that for the case of a
symmetrical signal and for #; equal to zero the matched filter has precisely the same shape as
the signal. (In general, the matched filter is the mirror image of the signal.) Also note that if

10 = e a, (C-10)

then the frequency response of the matched filter is proportional to I*(f), i.e.,
H,(N~[  i(=t)e™mifdr = I*(f). (C-11)

NEAT Derivation

The noise equivalent temperature is defined as that input temperature difference for a
“large” target (a large target being one whose size is large relative to the system response func-
tion) which is required to generate a signal (voltage amplitude) just prior to the display (or after
the detector preamplifier) which is just equal to the rms noise (voltage) at that point, assuming
that the filtering action of the electronics prior to the measurement point corresponds to that of
a "standard” filter. The ambiguities in this NEAT definition provide at least part of the reason
NEAT is viewed with disfavor in some circles; the precise point of measurement and the "stan-
dard" filter are not necessarily identical from one measurement to the next. A second reason
NEAT is viewed with disfavor is that it does not relate directly to the signal-to-noise ratios
which are fundamental for perception of targets on the device display; it is not a display signal-
to-noise ratio and it is a point signal-to-noise rather than one " averaged" over the target,
Nevertheless, NEAT can be a useful indication of system sensitivity, and (although not neces-
sary) it can be used to simplify the MRT and MDT relations; therefore, its derivation follows,
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The detector plus its associated preamplifier is assumed to be a linear system with a
response funciion 7(x,1) *ig ger (1), where {1} is the response function of the detector in
volts per watt and fig; gc7 is the amplifier (and other circuitry) response function. Therefore, if
the signal onto the detector equals Ad{r)/(#) watts per micron, where :{¢} is a normalized time
function, the response of (ie., the signal from) the detector-amplifier system is given by

b (1) = j;m AS) i (1) (0,5 g per (O dA (C-12)

- L: ezﬂifrl(_f} HELECT(f}Lm A(}ﬁr(}“f) d‘\dﬁ

where I{f),Hp zor{f), and r{x,f) are the Fourier transforms of i{#), hgiger(?), and rirn.o),
respectively. Assume that r(x, £} { or r(r,1) } is separabie into a frequency and a wavelength-
dependent part; then

RatWil
C-13)
rALL) = r(Nf) — ) {
where r{x,f,}= function of fand ?i‘((:Tf)} = function of A, Eguation (C-12) giving the signal
¥, can now be simplified to ’
)

k= .f: e MY Heg por ()~ dff A\ r (k. f)dn (C-14)

rixf)

I

rof T serusdan,
where /'(¢) is defined in an obvious manner.

The rms noise vollage correspending to v (r) must now be determined. Let S{f} equal
the power spectrum of the noise from the detector. Then the power spectrum bevond the

preamplifier (ie., system with transfer function Hgpor(f)) equals SCF) HZ por(f) and there-
fore the desired rms noise is given by

o = [ () Hhoer (D dF (C-15)
Combining Eq. {C-14} and {C-15), the signal-to-noise beyond the preamplifier is given by

vy _ 10 fnm Agrix, f,) dx
7 U;” S Higer () dN) 1/‘2]

S/IN = {C-16)

Equation (C-16) yields the NEAT once the various variables are recast into more useful
forms, the §/N is set equal to 1 (note that the NEAT definition can be recast to "that tempera-
ture difference such that §/N = 1", and () is set equal to 1. The quantity /'{¢} can be set
equal to 1 because the signal is measured (determined) at approximately the midpoint of an
extended (large) signal; if /() = 1 at its midpoint then #’{¢) will alsc equal one since the signal
is of much greater duration than the reponse function of the detector-amplifier system.
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D,’s). In gencral, blind application of Eq. (C-21) (as well as the MRT and MDT equations) to
unconventional systems can lead to difficulties and incorrect conclusions; this problem is usu-
ally easily circumvented by simple adjustments to the equation which can be made by anyone
having an understanding of the material presented herein. (More often than not, one only
needs to recognize the fact that the noise variances add directly.)

Prior to summarizing the results, several additional expressions and definitions are useful.
First, D, is given by
Dy
sin@/2
where D, is D, for no cold shielding and 100% quantum efficiency;

Dy = nl? =0l mes DY (2F), (C-23)

n, = quantum efficiency
ncs = the cold shield efficiency
8 = the cold shield angle.

Second, the quantity W is defined by
» q,(A\)  D,(A) oLy
W o f n :r x
o m,(k;) Dp(\,) 8T

where A, is the wavelength for maximum Dfo()t) For hand calculations, Hudson notes that

L2 x cquals 5.2 x 1076 [ 2 7. -
32 BT equals 5.2 x while o _67 di equals 7.4 x 107° [C.6];these quantitites

are obviously useful approximations to W.

dx, (C-24)

To summarize, then, the NEAT using Eq. (A-24) is given by

4FAA £V
NEAT = 0 S : (C-25)
T A% (k) Df'o()\ﬂ) w
where Egs. (C-22), (C-23), and (C-24) provide useful expressions for Af,, D/ {\), and W.
Also, note that 4, can be expressed in terms of focal length and nominal system resolution in
milliradians, ie.,

AJ? = (focal length). (resolution in mrad)/(1000). (C-26)

(If we included atmospheric transmission over the shoert path length in the NEAT laboratory
experiment, then Eq. (C-24) becomes

© 1A m,(\) DL(\) 8L,
W = .
J; Mo (A.n) MNa ()\p) D/:o ()\p) ol

and Eq. {C-25) becomes

I2NEYA

NEAT = 72 . i
T A maA,) ma(N,) Dy (W) W
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MRT and MDT Derivations
Basic Concepis

The minimum resolvable temperature (MRT) of a system is defined as the temperature
difference relative to a background which the bars of a bar pattern must possess in order for a
human observer to detect the individual bats when viewing the pattern through the system.
The minimum detectable temperature (MDT) is the temperature difference a square obiect
must possess in order to be detectable. Obviously, the MRT is a function of the bar pattern
spatial frequency while the MDT i3 a function of the object size.

Historically, the MRT bar pattern has been a 4-bar pattern whose bars had lengths equal
to 7 times their width; also, the patiern has been oriented such that the bars are perpendicular
to the detector scan direction. The derivation presented here assumes that both the pattern and
the orientation correspond to these historical precedenis. The derivation also assumes that
there is no sampling in the direction {horizontal) along which the detectors are scanned. This
latier assumpiion is not valid for all systems; specifically, the signals from the detectars of a
paraliet scanning system are sometimes multiplexed in 3 manner which provides a sampling
effect in the scan direction. This sampling can introduce noise fold-over and signat aliasing
effects; however, if the system is well designed these effects will not be severe and the equa-
tions derived herein can be applied to these sysiems,

The basic hypothesis underlying the theory of MRT and MDT is that visual thresholds
correspond to a critical value of "matched filter”" signal-to-noise ratios; ife., the ratio formed
from the maximum amplitude of the target and the rms value of the noise obtained by passing
the signal (target) and noise which are actuaily observed by an individua! through a fiter
matched to the observed signal. (Note that the signal and noise are not actually physicaily
filttered by a matched filter; it is just hypothesized that the relevant signal-to-noise ratio for per-
ceptual purposes is the signal-lo-noise ratio obtained assuming that the signal and noise are
filtered by the matched filter.} Thus, if the viewed object is characterized by the spatial function
i{x,y), the signal will be proportional to i{x.y) *i{—x, —y) for x and vy equal to zere which
equals

J g, ) @y
where 7(f,, f,) is the transform of /{x,y}. Correspondingly, the noise will be proportionat ta
12
U SUL 1) UL 1) & fl ,

where S(f,, /,) is the power specirum of the observed noise. {Throughout this section, the
quantity i, {x,y} representing the undegraded target will be normalized such that its maximum
value is 1 while the (matched) filter corresponding to this quantity, HP¢f, £}, will be normat-
ized such that f,ﬁi?(i},(}) = }. Thus, for a uniform target,

fo(;xft} = ATH;"{"{_&I{E;')'
where 4 equals the areas of the target.)
Although the determination of MDT is straightforward using the above hypothesis. an
extension is required to delermine MRT, ie., the perception threshold for a periodic pattera.

Specifically, the nature of the matched filter (and the signal) must be estublished for the
{potentially} infinite periodic pattern. The assumption is made that the filter in the periodic
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direction is a rect function whose width is equal to the width of the bar while in the other direc-
tion the filter is simply the device degraded rect function corresponding to the length of the bar.
(Note that a degraded periodic pattern retains its periodicity with unchanged spatial frequency.)
Furthermore, the "signal” is assumed to be the difference between the “signal energy” coming
through the filter centered over the bar and a filter centered over the neighboring trough.
(Note that in some sense this corresponds to taking the signal for an aperiodic pattern as the
difference between the "signal energy” passed through the matched filter centered over the tar-
get and the "energy" passed through a filter centered over the background.) With these
assumptions, calculation of the MRT becomes very straightforward,

In the above, the implication is made that the object and noise observed are the object
and noise existing on the device display. More fundamentally, they are the object and noise
projected on the retina of the eye or, still better, the object and noise interpreted by the
observer, ie., after degradation by the retina and nervous system. Given a transfer function
for the eye, an effective power spectrum for the internal noise in the eye, and a knowledge of
the actual extent of eye signal (and noise) summation, it is possible to extend the calculations
to the retina and beyond. This extension will not be pursued here; rather, the assumption will
be made that the eye transfer function and noise do not significantly alter the signal-to-noise
ratio calculated using the displayed quantitites. (In aciual calculations, however, an eyeball
term is included.)

A few comments concerning the (matched) filter formulation are possibly useful. The
matched filter can be thought of as a window over which the signal and nosie "energies" are
summed to formulate a signal-to-noise ratio. This summation is similar to that performed by
Rose in formulating S/N ratios which correlate with Blackwell’s visual thresholds [C.5]; in
Rose’s case, MTF type degradations were not considered and, consequently, the matched filter
was just the target itself. Thus, a matched filter signal and noise are just slightly sophisticated
versions of a signal and noise summed over the target; the matched filter procedure merely pro-
vides a consistent technique for handling degraded (blurred) targets. An equivalent (but, to
this author’s thinking, more cumbersome) formulation uses the total signal energy as the signal
(i.e., sums all the signal energy) and then sums the noise over a equivalent target area which is
larger than the original target as a result of MTF degradations.

The Derivations

The MRT and MDT equations can now be formulated rather easily, the only complication
being that introduced by sampling.

To perform a reasonably rigorous derivation, a consistent set of units must be used. Let &
be defined such that k A T equals the watts emitted by a display element (spot, erc.) for a large
target with a temperature difference AT. Then, the signal energy per unit area from the display
for a single frame will be equal to

kAT i(x,y)
Ay.v 7

T

M(x, y) = (€-27)

where

Ay, is the distance between scan lines = Ay/moysc.
v is the scan velocity of the display element.

i(x,y)is the spatial distribution function of the degraded target.
169
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The quantity i{x,y} will equal {ignoring sampling effects, a procedure completely legitimate
only if Ay is very small) the convolution of the original target with the system response func-
tion, ie.,

il y) = i (xp) * hp(xy) {(C-28)
or, taking transforms,
L)Y = B, £ Hy(f, £)),

where i is the target distribution and Ay i the system response function. (Note that for con-
stant i{x,y) the formulation above will vield a uniform display brightness; thus, this formula-
tion uses an average display radiance across scan lines.)

The aperiodic matched filter signal, using Eq. {C-27), is given by

MAX

Signal i‘ﬁ—T ioy) * h,,,} (C-29}

A

KAT ¢ ;
Ty § 1. pym, &,

where #, and H, are, respectively, the real space and the frequency space representations of
the matched filter. {Note that "MAX" refers to the maximum value of the convolution gver x
and y.} As indicated previously, H), is simply the normalized version of 7(f,, £} (the degraded
target); therefore, the signal for the aperiodic target is

kA o 5
Ay T S HEL 1) HY &, (C-30)

where Ay is the area and My is the transfer function corresponding to the undegraded target.

(SIGNAL), =

The periodic matched filter signal, using Eq. (C-27) is given by

SIGNAL = MAX | XA L (5 }) = h,,,] - MIN{ ’;‘5 LT h,,,], (C-30)

!
Ay v ¥y

H

where i{x,y} is the degraded bar pattern and 4, is the undegraded rect function horizontally
and the degraded rect function vertically. The quantity /{x,y) is appreximated {horizontally} by
the first harmonic of the square wave; therefore, since the amplitude of this harmonic is 4/7
times the amplitude of the square wave,

+ .5

square wave with _
ilxy) = * hp {xy) {C-3D)

amplitude .5

= MTF(f,) = (5)sin Qa /)i, 0) + 5,

where f, is the frequency of the bar pattern and r'y(y) is the degraded vertical rect function
corresponding to the length of the bar. {The fact that /{x,y} will be negative at some points
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when MTF(f,) equals approximately unity is an unimportant consequence of using the first
harmonic approximation.) Substitution of i(x,y) from Eq. (C-32) into Eq. (C-32) yields
(evaluating the horizontal integrals in real space and the vertical integrals in frequency space):

. 1/2/,)

(SIGNAL), = 2= MTF(/,) % AT [ sinQugx) Qf)ax [ 1 H df,  (C33)

In Eq. (C-33), the factor 2f, in the first integral comes about because the horizontal filter (rect
function) of width 1/(2f,) has an amplitude of 2/, under the normalization convention that
H(f,) =1 for f, = 0. Since the first integral in Eq. (C-33) equals 2/ and since I, equals
L H, H,, where H, is the transfer function of the device in the y direction and L is the length
of the bars, Eq. {(C-33) can be simplified to '

(SIGNAL), = —5— MTF() > aTL [ HP H} df,. (C-34)
L Ayv 11'2 oo y
S I I S | B B UNDEGRADED
- T | | — BAR PATTERN

DEGRADED
****** - - " - - - = BAR PATTERN

MATCHED FILTER
DEGRADED BAR
PATTERN

SIGNAL.—— - —= - — — - — -

-

HORIZONTAL FILTERING

The noise expressions for MRT and MDT must now be determined; this requires estab-

lishing the power spectrum of the noise displayed to the observer. The function describing the
noise on the display is given by

nxy) =% 580 -3k 0Y=F 6 h -0, (C-35)
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where A;{y) is the impulse response of the display in the y direction and 3 (x) is the function
describing the hoizonisl acise function along the ith scan tine. The form of Eg. {C-34) arises
as an obvious result of the sampled nature of the thermal image which consists of independent
scan lines; the convolution is merefy a manifestation of the fact that each line is "spread out” by
the display element. The autocorrelation of the noise is given by

<n{xy) n{x"y} >

i

Y axar gy — 3 407 — ) {C-36)
i)
=¥ ¥ <b{x) b, (x) > by - y) iy’ — »).

P

Assuming that < 4{(x) > equals zero, note that < 5 (x) b,(x) > will equal zero unless ¢ = j
since & and b; are, otherwise, independent random processes. Thus

Rixx'yp) & <nlxpynlx'y) > =3 <bx) bx)> b0 —p)h, 0 — ). (€31

Now < b{x) b,{x") > is independent of / since all lines are (supposedly) the same and, there-
fore,

Rixx'yp) = <bx)b(xY> Y a, &y —p) i (' — x). {C-3%)
Approximating the summation by an integral, we have

RGee'yy) = < bx) b(x) > 3%}7 - p R =) (C-39)

< b(xi;(x ) > L“” helpYh Y + p) dp A R(XY),

where ¥ =y — y' and X = x — x'. {The quantity < {(b(x) b{x"} > is assumed to be a function
only of x — x* which is true if the random process is wide-sense stationary.)

The power spectrum of the noise is just the Fourier transform of R{X, ¥}, ie.,

WX Ly 1 HAS) H; (f,). (C-40)

SUat) = <b b)) > e i

Now b{x} corresponds to the "voltage” noise function which is transformed from a "voltage” to
a one-dimensiona! radiant energy function by the display elements; therefore, the Fourier
transform of < b{(x) #{x") > equals the " voltage" noise power spectrum provided the units are
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properly transformed from "voltage" and "voltage" space to radiant energy and display space.
(This conversion, itemized below, is based upon the implicit assumption that voltage is linearly
related to radiant energy.) As discussed prior to Eg. (C-15), the "voltage” noise power spec-
trum equals '

S Hager ()

or

(constant) :S,S‘((;;)) HéLECT (f)

In the latter expression above, the constant obviously equals S{f,) if the units of this expres-
sion are the same as those of the first expression (i.e.,.(volts) (second)); since the signal is
given in terms of temperature units, the noise must also be and, therefore, the value of the
constant is desired which references the power Spectrum to temperature units, /.e., (tempera-
ture difference) (second). To establish the value of this constant, note that by definition the
square of the NEAT equals the variance of the voltage noise in temperature units. Therefore
we have,

il S
(NEATX? =g = J; (constant) —S—((j%— Hgi ger df = (constant) Af;,

where Af, is defined by Eq. (C-20), and therefore,

(NEAT)
Af,

constant =

(The quantity (NEAT)?/Af, can be expressed in terms of detector sensitivity and device
parameters using Eq. (C-25). Note that although the above discussion uses the true NEA T and
Af,, ie., not the standardized ones, the last equation is valid regardless of which Af, is used
provided the Af, in the denominator is the same as the Af, used to calculate the NEAT)
Consequently | the voltage noise power spectrum referenced to temperature units equals

NEAT? S(f)
Af, S

H%LECT (.

Now, converting from temperature to radiant energy through use of the correspondence (see
reasoning prior to Eq. (C-27),

NEAT <= M%I {energy/cm},
using the relation (valid since f = v.f,)
S(f) S(f)
S(j}‘:) Hiiger () = Vm Hbrger (D),

where S(f,) = S(vf,), erc., and, using the fact that the Fourier transform of < 8(x) b{(x") >
corresponds to the voltage power spectrum, the relation
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BNEAT t  SU)
VZ Af,? vS(f;,\g} HELECT (fr} {C“P(}

is obtained {assuming that the display transfer function equals 1). A careful examination of Eq.
{C-40} shows that the units are energy)’/cm which are those desired of the one-dimensionat
"display® power spectrum. Combining Egs. (C-41) and (C-40} including the display transfer
function, H,(f.J, the desired {two-dimensional) noise power spectrum is given by

KUNEAT? SO
W—é_y—.;zj_}m- S Hieer Hi (f0 4D {(C-42)

J:C: < h{xYblx) > e gy =

(The critical step in the derivation of S{f,.f,) is Eq. {C-39 ) where the sampling characteristic
of the display is in a sense approximated away. Strictly speaking, the sampled noise process
cannot be characterized by a power spectrum.)

Given the power spectrum S{f,, f,), the {matched, filtered) noises required to establish
MRT and MDT are easily determined. As previously indicated, the matched fiter for the MRT
calculation is

Hy () Hy (L) Hp (fy),
where Hy, H,, and Hp are the transfer functions corresponding to the width of the bar, the
length of the bar, and the system impulse function in the y direction, respectively. Therefors,
the MRT noise is given by

{Notse) ,
3 5 S{f} t/2
kATE?Tj wa g(f ) Hivper (fx)Hﬁfrﬂ)HW(f)Hf{f)}HQ(f Jafdf,l o (C-43)

The filter for the MDT is
Hy (£ 1Y Hp (£ 1),

where Hpr and Hj, are the target and device transfer functions, therefore, the MDT noise 15

(Noise),
112

2 : Sth)
K ANEATY - £ U e Hydfaf) (C-44)

Ay S v S

The ratio of the signal given in Eq. {C-34) and the noise given in Eq. {C-43) yields the funda-
mentz} signal-to-noise ratio for periodic patterns for a single frame. The MRT is simply the AT
found by summing the signal and noise over the frames in an eye integration time and sefting
the signal-to-noise ratio equal to a threshold value & Thus, the MRT is given by (from Eqgs.
{C-34) and (C-43).

MRT -
Ay vfiS ts2
8 (NEAT)? = = SU) 2572
5 HE HIHE df.d
MTE(/,) L f_w HEHDdey AyAL,v -J.—morﬂ S F o ) fLecrHiHGHEH RS, if F
5 NEAT _Apyv 1
=5 = e ——d -45)
8 MTF{,) f HE HE df, Frtghf, f -’( ’ (C-45
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where F; is the frame rate of the system and # is the eye integration time. Similarly, the
MDT is given by (using Eqs. (C-30) and (C-44)

172
NEATS Ayv e e SUD) —_
" Sy P HiH{Hpdf.d . (C-46)
ATf H%Hozdzf FrteAf, f_wfo S(fox) ELECT 44g421T4d D xf;;

MDT =

The somewhat formidable Eq. (C-45) can be expressed in a much more useful form
through use of the following definitions and relations:

o AL [ W H &,
S(f)

px B2W J(; S0 Hiiecr HP(S) Hydf,

o, AL [ HPH} H}p)dp,

L= —2—}— (assuming bar length equals 7 times its width)
1
W=
24

Employing these last relations, the MRT reduces to
1/2

Ay
? & NEATl »_ 2 (A7)

M = 02 x
RT 8 MTF(f) g FrigAf, 7fppy

This expression is further simplified by noting that q, and p, will equal approximately 1 for
essentially all applications since the bar length will almost always be large compared to the sys-
tem response function (for any reasonable f,) in the y direction; therefore, the MRT is finally
given by

1/2

2 SNEAT f, Ay, vp,
T £ Yy, vp . (C-48)

T 40472 MTE(,) | Friwd/,p

which is the recommended equation for calculating MRT. (This last approximate expression
can be arrived at by a somewhat simpler argument which is perhaps useful. Calculate the one-
dimensional matched filter signal and noise for a single scan line assuming that the bar length is
greater than the height of a scan line. This calculation, as easily seen from the above analysis,
yieids a signal

MRT

(signal), = £2L MTF(£,) 2. AT energy/eom
Kia
and a noise
/2
: K{(NEAT):? = S() !
(Noise), = | == I\ SCry Hiwer CYHFG) Hy (L) df,
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Since the "matched" filtering in the y direction corresponds to summing the signat and noise
over the length of a bar, since signals add directly and noises add quadradically, and since the
bar extends over (L/Ay) independent lines, the desired MRT signal-to-noise ratio is given by

L KAT yrrsy -2 ar
Ay,- ¥ grz
(S/N}, = . . 7T’
L KWESTY. ¢~ ___
Ay Afv o *

which directly yields the MRT given in Eq. (C-48).

Each individual concerned with MRT has his own favorite form for the MRT equation
derived by using different definitions and differen! approximations than those used above. For
example, a quantity O is used by some individuals where

g =p S5
others approximate the integrals such ag

[ HE By @

by
751
JE+ 5
where
S = j:m Hf df
and

fp= f_m H} dr; ete.

To the author’s knowlegde, however, all the expressions follow directly from Eq. (C-43) using
the appropriate definitions and approximations. {In one instance, an equation is used which is
derived on the assumption that the "matched filter” for the bar pattern is a square whose side is
equal to the width of the bar. Even in this case, the final equation reduces to Eq. (C-48})
except for a different constant,)

The use of Eq. {C-48) requires establishing the vatues of Sand #; again, unforiunately,
universal values for these constants do not exist. The values recorumended at this time are

&= 225, {C-49)
ff = 8.2,

Several approximations and facts are useful for using Eq. {C-48) to make quick ealcula-

tions. First, from Eg. (C-22) (and the material following Bq. (C-22))
¥ 2 4
L =L o=t ax

AS
where Ax is the detector width. Also Ay is given by
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Ay
Ay! = ’
Novsc

where Ay is the detector height and mgysc is the overscan ratio. Finally, p, will equal approxi-
mately 1 for small £, while for any f, a respectable approximation, assuming S(f,)/8(f,)
equals 1, is
- 1

(42 (Aax)? + D2

Px /p. (C-50)

Therefore, a useful form of Eq. {C-48) for hand calculations is

NEATS, | 4 AxAy 1/2 [ ) ~1/4
MRT = 0.66 5 4 4 o(Ax)2+1] , (C-51)
MTF(f,) [‘ﬂ' NovscFrie d

where the last factor can be set equal to a 1 for many values of f,.

The MDT given in Eq. (C-46) can be simplified to

112
SNEAT Ay, v 1
MDT = 0 FR I’E Af .9 W2 Pxa pyAl B (C-52)

through use of the definitions

4= Arf HH3ES
= S{f)

Pxd = 2W J; E"ﬁ H%LECT HdzHﬁ/Hf%d_ﬁ

ox

pi =W [ HYHIHRdf,

where My is the transfer function corresponding to the side of the test square. Approximations
to g4, P4, and p,, can be formulated similar to those used to simplify the MRT; these will not
be pursued here,

VERTICAL MRT

If sampling effects are assumed to be negligible, then a verticai MTF and MRT can be
defined and an expression for them derived. A system’s performance can then be a function of
some combination of horizontal and verticat MRT. As an example, the MRTs in the two
directions can be assumed to form an average MRT whose value is

MRT, = [MRT?(f,) + MRT2(£,)]"2/V/2.

A vertical MRT (f,) similar to the horizontai MRT (f,) can be derived in the same
manner utilized in A. The only difference is that the target bar pattern is now oriented with the
long dimension paraliel to the scan direction. Then returning to Eq. (C-32), we get

{06 9) = MTE(f,) 2 (5) sin Q£ )i () + 3, (C-53)

where i, (x) is the degraded rect function in the x direction. Eq. (C-33) becomes
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k 4 Ifz‘foy X o
(SIGNAL), = 7= MTF(£,) = AT I sin Qe & S cHdr, s

where now I, = L H,;(f,) Hp(f,). Hence, the signal for the case of horizontal bars is

(SIGNAL), = ET MTF%) ATL | HLIYHRS . (C-55)
In deriving the noise power spectrum, we still get the resuit

KINEAT? S{fJ
Ay vAf, S(f,)

since the target plays no roll in the noise at this point. The matched filter for the horizonatal
case is

Hiiger () HIU LD, {C-56)

MBS RS

Hy () Hy (£ Hy (£,

Hence, the noise is

(NOISE) , =

KANEAT)? = S{£) .
Ayras vl ] SOy HuectHH Ll Hiy () HEGD ) af?/i 5D

Taking the ratio of Eqgs. {C-55) to (C-57), integrating over frames, and solving for MRT

yvields
2
Ay % 5
MRT(f,) = mq
MTE()L [ HEHAEGS, (C-58)
NEAT? = S0 w2
Ay Af,v FRIE f—mfo S(f,) HELECT(f”)H"g(f‘f’f})H (f;) HL (fxl HDU )df‘df

Defining the quantities

ex=L [ _HH,

= S(f)
pe = 2L .,rﬁ S H{ygoy HFHPH S,

w [ By,

p, =
where { = 7. and W = L, then Eq. {C-58) becomes
2f, 2f,
n? &  NEAT | Awv 2
MRTU) = = Vv — oo | Fonhrs 7 f,, ooyl (C-59
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As in Appendix A, g, approaches 1, however p, will not asymptote as fast as before because of
the additional electronic filtering H 2, gor. Using this relation, we get

(C-60}

1/2
2 SNEAT £, | Ay vp,
MRT(f,) = T Jo [ Y VPx Py ]

41492 MTF(f,) | FrizAf,
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Appendix D

STATIC PERFORMANCE MODEL BASED ON THE
PERFECT SYNCHRONOUS INTEGRATOR MODEL

R.L. Sendall and F.A. Rosell

The perfect synchronous integrator model was originally developed by Otto Shade, Sr. and
predates the matched filter concept by 15 to 20 years. Its utility is in predicting sensor
resolution-irradiance characteristics with excellent precision. The model presented in this
appendix is the resuilt of a collaboration by R.L. Sendall and F.A. Rosell based on an earlier
TV/IR comparison study (Ref. D.:1} and previous independent efforts. Numerous approxima-
tions have been developed in order to make rapid computations on hand calculators possible
and to give physical insight to the physical processes involved.

D1. THE ELEMENTARY MODEL

Consider a scene consisting of a uniformly radiant object of area "a" uwpon a uniformly
radiant background. This scene is focused onto a photosurface of an imaging sensor and the
sensor output is used to generate a displayed image which is viewed by an observer. The
observer detection theory to be discussed here considers the observer to function as a spatial
and temporal integrator and therefore image signal-to-noise ratios, SNR, will be defined in
terms of area and time integrations. The photosurface of the sensor linearly converts a portion
of the impinging photons to photoelectrons. The photoconverted image signal is therefore
defined as an area and time integration of the photoelectrons derived from the object and is

Signal = An = (A, — n,) aT, (D-1)

where #, and n, are the per unit area and time rates of photoelectron generation due fo object and
background images, respectively, and T, is the time over which photoelectrons are integrated. The
signal generated by this photoconversion process is noisy with the photoelectrons being gen-
erated with a Poisson distribution which results in white noise with an rms value equal o the
square root of the average number of photoelectrons generated. That is

Noise = (n,,)2 = [aT,(n, + n,) /2112 (D-2)
The image SNR at the output of the photosurface therefore becomes
SNR = A#'[aT, (i, + 7,)/21V2 = An'laT,/n, 112 ' (D-3)

The image SNR defined in Eq. (D-3) is essentially that proposed by Barnes and Czerny in
1932, and by de Vries in 1943 but has been formulated to agree with Schade. In the early
efforts, it was postulated that an image, to be detectable must have a SNR exceeding some
threshold value and that this threshold value is a constant. This has been found to be a reason-
able approximation for small images but as Rosell and Willson (D.2) have shown, the apparent
thresholds increase for images which subtend more than about 1/2° in two directions simul-
taneously at the observer’s eye.
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D2, FOURIER ANALYSIS OF IMAGE SIGNALS

If an imaging system were perfect, point source images would appear as poinis on the
display and all images would be displayed with perfect fidelity. In reality, displayed images
differ from the original scene in amplitude, shape, and/or phase due (o finite sensor apertures
which may include optical and electronoptical lenses, phosphor particles, clectron scanning
beams, and the like. Whatever their form, the effect of finite apertures is to biur image detail
in a manner analogous to electrical filters in communications systems. Being analogous, the
mathematical transform methods of Heaveside, LaPlace, and Fourier originally developed for
comumunications systems are directly applicable. Since images are two-dimensional, two-
dimensional transforms may be required. However, many images are primarily one-
dimensionat or functionally independent and separable in two orthogonal dimensions so that
one-dimensional analysis applies., One-dimensional analysis will be employed for the discussion
below for the sake of brevity and clarity.

Following standard television practice, the fundamental measure of spatial frequency will
be N lines or half cycles per picture height. For a repetitive bar pattern of period 24x, as
shown in Fig. D-1, the spatial frequency

N = Y/ax, D43

where Y is the height of the picture. The virtue of N is that it is dimensionless and eliminaies
the need for scale changes when multiple imaging and retmaging processes are involved. The
applicabie Fourier transform pair is

F(N) = f: Fix) exp—{ jm Nx}dx, {D-5)
760 = f7 FOV) exp(mNx) . (D-6)

The response of a one-dimensional linear system to a unit area impulse 5,{x) is known as the
impulse response r {x) or alternatively, as the line spread function for imaging systems. The
Fourier transform of . {x) is R_(N} which, for imaging systems, is known as the Optical
Transfer Function or OTF. In general,

R,(N) = |R,(N}|exp j¢(N). (D-T

The modulus |R,(N)| is the Modulation Transfer Function or MTE, and the argument ${N) is
the Phase Transfer Function or PTF. The conjugate R (N} = R,{(—N) and R (0} = 1.0
Furthermore, R, (N} is always smaller than 1.¢ at alt ¥ > 0 (Ref. D.3).

AY =eAX
Fig. D-1 — Bar pattern geometry

Ll bax
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In optical systems, the transmission losses or gains are always separated from the MTF.
Hence, when a unit area impulse is used as the input, the integral of the output waveform must
equal unity. This places a normalization on the OTF that causes it to have a value of unity at N
= 0. It has become common practice to maintain this normalization when analyzing imaging
systems, i.e., if the image intensity distribution is 7,(x) for a unit area impulse input, then

oe

J rdx =1=R,0 (D-8)
as can be seen by setting N = 0 in Eq. (D-5).
In the space domain, the input to any component aperture in a linear system will be

kf(x), the aperture response will be r,{x), and the output will be kg(x), where g(x) is the
convolution of r,(x) and f(x), ie.,

g(x) = r,(x) +f(x) (D-9)

and kis an arbitrary constant. In the spatial frequency domain,
G(N) = R (N} - F(N), (D-10)
where G(N), R,(N), and F(N) are the Fourier transforms of g{x), r,(x), and f(x), respec-

tively.

D3. THE EFFECT OF APERTURES ON APERIODIC IMAGES

An aperiodic image, as the term is used here, is defined to be an isolated object viewed
against a uniform background of large extent relative to the object. Suppose that an input
image is a rectangular pulse of amplitude k and duration x,. Afier passing through a linear sys-
tem with finite apertures, the output image waveform will be kg(x). This output image will be
of greater duration and its amplitude may be altered. It is customary to assume that the
observer is able to integrate all of the image signal under the waveform of the output image.
This assumption is obviously optimistic, but it is a good approximation for most waveforms.
For images with a strong central core but with a long low-amplitude skirt, it would be expected
that the eye-brain combination will truncate the integration when the signal-to-noise ratio no
longer improves by increasing the integration distance. Using these criteria for limiting the
integration distance would be more accurate, but the calculation would be difficult and time
consuming,

If we accept an infinite integration distance or duration for the signal on the basis that the
signal would not change considerably and even though a different duration is used for the
noise, we have that the signal will be equal to

Signal = kf_: g (x)dx. (D-11)
Observe that |
GV = [ g(x) exp—(jmNx)a, (D-12)
and
G(0) = f_: £ (x)dx. (D-13)
183

{5 s



APPENDIX D

That is, the integral over the output image ares is equal to the value of the Fourier transform
of the output image at zero frequency. From Egq. (D-10), we can infer that G(0} = R, (0).
F{0) and since R,{(0) = 1.0, G{0) = F(0)}. Thus,

Signal = kG (0} = kF(0). {D-14)
By the same argument then,
KFO) =k [ rx)dx (D-15)
or the
Signat = k [ r(xyds, (D-16)

which is equal to kx, when &f(x) is a puise of amplitude & and duration x,. The implication of
the above result is that the area under the output puise is identical to the area under the inpuot
pulse. If the observer is able to integrate all of the image signal under the output waveform, as
we have assumed, then the sensor’s apertures have no effect on signal. Note that to conform
with the elementary imaging model, the value of k for our one-dimensional image of constant
amplitude and of duration x, wilt be An'7, and

Signat = An'7T,x,. {D-17

While an imaging sensor’s aperture may not affect the image signal, we would expect the blur-
ring of an image by sensor apertures to adversely affect the image’s detectability. On the prem-
ise that the important parameter with respect to image detectabilify is its SNR, we are led to
hypothesize that noise discerned must then be increased by the apertures.

Before continuing, it is worthwhile to review the effects of an integrator. A perfect
integrator continuously sums the value of a function for a set period of time or space. For the
theory being presented here, it is assumed that the observer’s eye-brain combination processes
images in this manner with the duration being synchronous with the image anomally being
detected. There are two effects of interest. The low-frequency gain is proportional 1o the
integration duration, and the response to high frequencies, relative to low frequencies,
decreases as the image duration increases. Specifically, the normaiized frequency response of
an integrator is given by

R/ RO} = [sinmex,/2V/ {7vx,/2}, {(D-18)

where » is the dummy frequency variable in lines per unit distance and x, is the duration vari-
able. The low-frequency response R (0} is equal to x,.

If noise is being integrated, then the rms value of the variations, I,, in the output of the
integrator from integration period to integration period, which is the integrator output noise, is
predicted by integrating the product of the spectral density of the noise and the response func-
tion of the integrator, e,

2= [ oA Rw)dy. (D-19)
For white noise, o%(v) = o2, a constant and
I, = x, a0 {N Y2 = ax}?, (D-20)
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since the noise bandwidth of the integrator N, is

sin(mvx,/2) |’
Ney = f [ (mrox.(2)

dy = -L ' (D-21)
X;

When the input signal is of constant amplitude, the signal output of the integrator is propor-
tional to x, and therefore the integrator SNR is proportional to x,” 2

It should be noted that the definition of o (»} as noise spectral density implies an integra-
tion for the duration of one cycle. Therefore our integrator is summing up independent sam-
ples of one cycle duration and as is commonly noted when the signal is coherent and the noise
is random, the SNR improves as the square root of the number of samples summed, /e., the
square root of the integration duration. If the noise is not broadband, then the noise bandwidth
is not determined solely by the integration duration but also by the spectral characteristics of
the noise being integrated. Consider the case of bandlimited white noise which is flat from
approximately DC until rolled off by a filter of frequency response R p(v) and noise bandwidth N,;.
For this case, the integrated noise is

o /

Iy = [J; a*REW)R} (w)dv v
= ox,[(1/N,)? + (1/N,p)? 14
= ox,[x?+ (/N4 _ (D-22)

Considering the total noise bandwidth out of the integrator to be that due to the filter and the
integrator, we have

(Nop) 2= (N,) %+ (N2 (D-23)
and for this case '
Iy = ax[NJ2 (D-24)

The signal should be the result of integrating over the same x; duration as the noise. ‘However,
as was discussed above it is easier to assume that the signal integration over x, is essentially the
total integrated signal and therefore is the same as the integral over the total image and, in
turn, equal to the integral over the total object x,. The image SNR for this case becomes pro-
portional to (x,/x;) (1/N, )12

All photoconversion processes are noisy. The principal noises may be added either prior
to or subsequent to a sensor aperture. To begin, let the noise be added after the image has
passed through an aperture. Suppose the input pulse is rectangular of duration x, as shown in
Fig. D-2(a) and then let noise be added with the result shown in Fig. D-2(b). Assuming a
unity OTF, the noise integration distance will then be x, If, however, the input image is
blurred by apertures as shown in Fig. D-2(c), the eﬂ‘ective noise integration distance will be
increased as shown in Fig. D-2(d). While the exact size of this integration will involve further
assumptions and will be less than that presumed for the signal, it is clear that it can be
increased beyond the size of the input object. It is also apparent that an optimum integration
distance will exist which is less than the duration we assume for the signal but which would not
significantly change the value of the integrated signals and noises. While the optimization of
integrator area to maximize SNR may be important in Some applications, it is ignored here in
favor of a more direct solution.
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If the input image is of unit amplitude and long duration x,, relative to the sensor’s ling
spread function, the sensor apertures should have little effect and the rms noise would simply
be proportional to the square root of x, {or image area in the case of a two-dimensional image}.
As x, is made small, approaching an impuise in dimensions, the noise integration distance
becomes the effective dimensions of the line spread function.

We will first consider the case where the sensor apertures precede the point of noise inser-
tion as shown in Fig. D-3. Assume the input image to be a unit amplitude rectangular pulse of
widih x, and the output pulse is a function g(x} of amplitude g{o). Noise is then linearly
added. The noise to be integrated is broadband and independent of the sensor apertures, but
the integration duration is determined by the obisct size and the sensor apertures. The pre-
ferred image size approximation can be obtained from

xo=Ix} + (UNDAV = [x 2+ 572117 {D-25)
where N, is the sensor’s equivalent bandwidth, i.e.,

N, = fo RXN)dN and 5, = 1/N,. (D-26)

ktIx] kgix}
S 2
9.id
_ o
R,
In

Fig. -3 — Input-culpur retationships for the ¢ase where the point
of noise insertion foliows the apertures
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An alternative approximation that has been investigated is to use rthe equivalent signal
duration, x,, which is defined as the width of a rectangle of height equal 10 the maximum amplitude
of the output signal waveform g{0) and of area equal to the area under the waveform g(x). This
duration x, can be approximated in a manner similar to that used for x; by

x, = [x2 + 8212, (D-27)

where &, /s the equivalent duration as x, approaches zero and can be exactly determined from this
limiting process by having kx, = 1. Then,

g(0)d, = kx, =1,

8,=1/g(o)
- [fw G(N)df\.’l—1 (D-28)
0 ' -
and since as x, — 0, F(N) — 1 for all N, G{(N) — R,(N) and
o0 -
5, = [fo R,,(N)dN] . (D-29)

This particular integration duration (area) is less than or equal to 8, and is of interest not only
because it puts a lower bound on the noise integration distance but because it is determined by
a limiting case of the area under the MTF curve which has been described by Snyder (D-4).
The use of §,, rather than &,, as the noise integration duration in conjunction with the total sig-
nal integration assumption will result in a higher SNR , value but has not proved to be as
accurate experimentally as the &, choice and therefore is only presented as alternate and a limit-
ing case. For images that are much larger than the sensor line spread function, the choice is
immaterial and even for small images, the differences will be comparatively small.

Using the &, assumption, the mean-square-noise for a rectangular image of unit amplitude

M.S. Noise = o2,
= ox2+ (6, )42 (D-30)
In two dimensions,
M.S. Noise = o2x,y;
= o2x + (/NDAY2- [p2 + (/N )T
- o.z[xaz + aelelm . [yoz + Sfyl”z, (D-31)

X, is the input image width,

Yo is the output image height,

N, is the sensor noise equivalent bandwidth in x, and
N,, is the sensor noise equivalent bandwidth in y.

The image signal for the two-dimensional object is Ax,y, = An't, x, y, and ol = ff,,’vt,,. There-
fore, for the case of white noise
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a'foxy,
(gt V2x 2 + (/NP 2 + (1IN, )PV

B ERDES AR‘TH? (D-32)
1+ /x NIV 1L + (U, NYJYE (gt
For the case where the system MTF = 1.0 at all spatial frequencies of interest or where the
input image is of large extent, N,, = N, = o and we have agreement with Eq. {(D-3) of the
elementary model since

SNR ;= [T,x,5,1Y% - An'fln, }1/2, (D-13)
On the other hand, when the object is very small such that x, = y, — 0,
SNRp, = [xﬂyaf(?}gxsﬂ!)”?} “An' T (32, (D-34)

showing that sensor aperiures degrade the SNR ;. These two expressions show that for large
obiects, SNR , is proportional to (x,y,)'/? while for objects which are smaller than the sensors
equivalent aperture (8, = N,'Y), the SNR ; is proportional ta x,¥y,. As a result, it is possible to
introduce a noise increase factor, &, which is a measure of the noise power increase due to
integration over the blurred image. These factors are

g,= 11+ (/x, N3V
£,= I+ (fy, N {D-35)

£, is therefore a factor for comparing the system with finite apertures to a perfect system
and for any given system is a function of the input image size having a minimum vatue of unity
when x, >> &, and a value ¢, = 3,/x, which is greater than unity as x, — 0. The SNR,
for a sensor with an aperture which does not filter the noise bhecomes

{0,017 An'TH?

2112 Vs
‘fx fy Hay

SNR , = (r-36)

We next consider the case where the aperture follows the point of noise insertion as
shown in Fig. D-4{a). In this case, the aperture function, r,(x), can both increase the per-
ceived noise by increasing the noise integration distance and decrease it by virtue of a filtering
action. In the previous case {noise added after the aperture), the noise in the image is white in
character (though spatially band-limited). In the case now under consideration, the displayed
noise will have a finite spectrum due to passing through the aperture.

Conceptually, the processes will be assumed to be of the following nature. The input is
first passed through the aperture so as to increase the noise integration distance, Next, the
noise is bandpass limited and added to the output signal as shown in the functional noise
diagram of Fig. D-4{b).

For this case, the naise to be integrated is band-limited to the transfer function R (N}
and the integration duration is determined by the object size and the sensor aperture. The
noise integration duration as determined by the sensor and object can be approximated by

x; = {xZ+ 8542, {D-37y
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kfEd T ¥ RN -
(a}
I,
(374 —ﬁ RQN
I, —m Ro[N] [ (b}

Fig. D-4 — (a} Aperture following a point of noise insertion and
(b) functional diagram for analysis of (a)

The noise to be integrated has already been band-limited by the sensor to N, = 1/8,,. This
M.S. noise out of the integrator can then be approximated by

2
sinw Nx;,

dN
"ﬂ'in

M.S. Noise = o2x? [ , R

= o262 + xA 12
B ox2+ 82]
[x2+ 2821172

The signal is as was presented previously. Consequently, the two-dimensional SNR, may be
written as

(D-38)

SNR X, ¥, Ar'T,
2T G2+ 82 P G2+ T (28D GET BV (i, TOIP
(x,p,) 12 AR'TI?

EPTYERST
285]”" Gt o)

8% |"”
3 + 11+

252 1/4 Al .,sﬁlm_:_
[ xc:2 Yo
Since this expression is cumbersome, it is convenient, as in the previous case, to compare the
above SNR ;, to the case where the displayed noise is white and to introduce factors to quantify
the differences. Therefore, we define a bandwidth reduction factor T' to quantify the SNR,
improvement occurring due to filtering of white noise by the sensor apertures. These factors
are

Yo

= [(1 +82/xD/(1 + 252/x D12
= [ +82/pD/(1 +282/y D1V - (D-40)
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Using these factors and the noise increase factors of Eq. (D-35) the SNR , becomes
(xﬂyﬂ)ljl A;&'(Te}“z
('gx gyrxry} t/2 (?’Irm}if?

I' is a function of x, and has a maximum value of 1 when x, > > §,. Whenx, << §,,, ['in
the limit becomes +v1/2. Thus T can often be ignored in first-order calculations. Lt should be
noted that while £, the noise increase factor is always 21, T, the noise bandwidth reduction factor
is always €1 but the product T'¢ is always 21. Hence, the effect of an aperiure following a
point of noise insertion is to increase the noise but by an amount that is smaller than if the
aperture preceded the point of noise insertion.

SNRD =

(D-dt)y

2
612 %y

Fig. D-5 — Aperture R, (N} precedes noise sotrce I and aperture B (N} which
follows noise gource 1 and precedes noise source 2

To complete the discussion of aperiodic object discussion, we consider the case of two sys-
tem apertures, one preceding a point of noise insertion followed by a second apertture which is
followed in turn by a second point of noise insertion as shown schematically in Fig. D-5. When
muiltiple noise sources are involved, they are not usually telated to s, alone. Hence, the fol-
towing will be presented in terms of two noise spectral densities o and o, referred Lo the input
8o thal sensor gain parameters can be ignored, If the two apertures of Fig, D-5 did not exist,
the two noise sources would add in guadrature and

o=lo+ e {D-42)

If the constant amplitude input signal with duration x, were used and both noise sources were
white, then the perceived mean square noise would be simply

M.S. Noise = [of + o & T.x,. {D-43)

‘but both apertures increase the noise integration distance. Since the apertures are in series and
are independent, the noise increase facior can be calculated from the combined transfer func-
tion and

7

&,
LY s

X9

I+

ARt
£, = 592” , (D-44)

Xy

where §,; and 8., are the noise equivalent apertures of R, (N} and R AN}, respectively. Since
the first noise source precedes the secomd aperture, it must be cotrected for neise bandwidth
reduction due to the second aperture. T can be determined by considering the image at the
input to Ry, (V) to be of width (84, + x V% and by use of Eq. D-41,
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T, = ({1 + 8%,/(82, + xD/I1 + 282,/ (82, + x D112

- H1 + 5—2'-2— + Ej—?] : ll + 83‘;‘ + 29122{—]‘”2 (D-45)
X, X3 X, Xy
and the noise becomes
M.S. Noise = [0 [T, + o flt,x,p,€ €, (D-46)
and the SNR j is written as
SNR,, = (xo.Vo) UZA&'T;” (D-47)'

£,/ [ofr, T, + q‘%]”z‘

Before proceeding, initial experimental efforts to confirm the theory will be presented.

D4. PSYCHOPHYSICAL EXPERIMENTATION — APERIODIC IMAGES

The theory for the elementary case where the input image is large with respect to the
sensor’s noise equivalent aperture has been experimentally verified and the equations presented
herein are consistent with the elementary theory. The psychophysical experiments reported
herein are concerned with the case where the input image width becomes small with respect to
the sensory systems noise equivalent aperture, 5,. The results obtained are in general conso-
nance with the theory but some differences are noted which are probably due to secondary
observer effects which have not yet been included in the overall model. The primary parameter
tested was the noise increase factor ¢ since the bandwidth increase factor I' has a weak depen-
dence which would be difficult to test at best and has been bounded by the analysis.

The experimental setup for the television camera generated images is shown in Fig. D-6.
The test images consisted of a series of a well spaced, vertically oriented white bars against a
black background. The individual bars were of constant height but of varying widths and their
widths are described in terms of their line number N, equal to Y (the picture height) divided by
Ax (the bar width). These bars were projected onto the faceplate of a high resolution 1.5-in.
vidicon operated at 25 frames/s with 875 scan lines (825 active) interlaced 2:1 and at abroad
area video SNR of 50:1 or more. The display brightness was 1 ft-Lambert and the displayed
picture height was 8 in. located 28 in. from the observer’s eye. Both signals and noises were
passed through identical low pass filters of 12.5 MHz bandwidth which have negligible effect on
the results reported here. White noise of Guassian distribution was linearly added to the signals
prior to display.

The overall sensor MTF was varied by defocusing the lens with the resuits shown in Fig.
D-7. Since neither of these curves approach a Guassian (for which the approximations for the
theory hold), some experimental deviations from the theory could be expected. The noise
equivalent passbands of the lens and camera are indicated in Table D-1. In the measurement,
the camera N, was calculated from a measured MTF curve as was that of the overall sensory
system (N,7). The lens N, was calculated from the relation N,; = [NAN3% / (NL~ N2
to show the degree of defocus necessary. The quantity A8 is the angular subtense of 3,5 rela-
tive to the observer’s eye.
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Fig. D-6 — Experimental sefup for the television camera generafed imagery
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LINES
Fig, -7 — Modulation transfer functions for Cases A and B
Table D-1 — Sensory System Characteristics
Llens Camera System A
C fr
ase Net Nee Ner (mrad)
(Lines/Pt Ht) | (Lines/Pt Ht) | (Lines/Pt Ht)
A 1266 261 256 1.1
123 261 69 4.14
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The line numbers of the bars used are summarized in Table D-2. The angular subtense
of each bar was 20.6 mrad in the vertical and variable in the horizontal (relative to the
observer’s eye). A#, represents the angular subtense which would be observed with a unity
MTF, while A@, represents the noise effective width including the sensor’s noise equivalent
aperture.® When the display luminance is about 1 ft-Lambert, the noise equivalent aperture of
the eye is about 1 mrad (D-5) and therefore should be included as a filter but would have very
little effect on Case B and an almost uniform effect on Case A since it increases every Af
except the largest by less than /2. Observe that in Case B, A8, is very nearly a constant over
the entire range of bar line numbers.

Table D-2 - Bar Number Summary

Bar Case A | Case B Bar CaseA | Case B
]ﬂ;ge Ady Ag, a0, I.nge A, Af, A8,
(L/PH) (mrad) (mrad) | (mrad)’ wmpiny (™3| (mrad) | (mrad)

74 | 386 | 4.02 5.66 900 | 0.32] 1.15 4.15
26t | 1.10] 156 4.28 1090 | 026 114 4.15
357 | 080| 1.37 4.22 1205 | 024 | 114 4.15
494 | 058 1.5 418 1605 | 018} 1.12 4.14
625 | 046| 1.20 4.17 1780 | 0.16 | 1.12 4.14
760 | 038 1.17 4.16

In the experiment all of the bars were simultaneously imaged. The observer’s task was to
select the bar of highest line number which he could just barely discern as the bar image’s SNR
were randomly varied through increase or decrease of noise. For Case A, 6 observers were
used to make 1730 trials while 5 observers made 1400 observations for Case B. To calculate the
threshold SNR p, we note that the photoelectron rate n' is related to the signal current as meas-
ured in the video channel by

n = ifed, (D-48)
where e is the charge of an electron and A is the effective area of the photosurface. - Using this

equation, the elementary Eq. (D-3) may be written as

1/2
Aj

lei,, 112

SNR, = |7.< (D-49)

Next, we note that mean square shot noise has the form I? = 2eiAf,, where Af, is the video
bandwidth. Then the above equation can be written as

1/2
Ai
SNR, = |T,&| —2L _
? AI 1/QAS)
a 2 Ai
_ al A
2TAS 1
1/2
= 2T9Afv% " SNR 0. (D-50)
* a6, =[a0,2+4931 /2
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In the above equation, Aif1, is the peak-to-peak signal to rms noise measured for a broad area
image when the noise is white and SNR ., is therefore the video signal-to-noise ratio. For con-
venience, we will let 4 = «Y?, where a is the picture aspect ratic (H:¥) and Y is the picture
height. We will also describe the bar dimensions in the forms Ax Ay = eAx?, where Ax is the
bar width and ¢ is the ratio of bar length-to-width, Finally, we will note that

a Ax Ay  eAx? €
— = = = , {D-51)
A aY? a¥? aN?
where N = ¥/Ax. Now, Eq. (D-50} may be written as
2
2T, eAf,
SNR, = ——f] -11\? SNR 1. (D52)

The effect of an aperture is to increase the noise. Using the formulation of Eq. {D-37), we
note this fact by modifying the above equation to read

2Teas, 1t
NE (NI

We observe that the aperture alse increases perceived noise along the length of the bar, but this
effect is negligible compared to the increase across the bar widihs, The noise increase factor is
given by

SNRD = { SNR v (D'53)

o

£ (N =11+ (N/N, IV (D-54)

Since ¢ is the primary new parameter in this experiment, its value is presented in Fig. D-8. It
is a significant factor for both cases and in Case A, adding the effect of the eye MTF would
have small effect.
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g
g
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g

BAR LINE NUMBER f{iines/pict. ht.}

Fig. D-§ — Noise increase factor for Cases A and B. Dashed curves for Case A
includes the noise increase due to the eye MTF.

194




NRL REPORT 8311

The results of the experiment are shown in Fig. D-9. According to the theory, the
SNR pr, as calculated using Eq. (D-53) and the measured SNR y, should be a constant over all
line numbers. This is nearly true for Case A except at the lowest line number. For Case B,
the SNRp; appears consistent with that of Case A up to about bar line numbers of 500 to 700
lines/picture height, but linearly increases with bar number thereafter. The increase at very low
line numbers has been previously noted and while the cause is unknown, the result was not
unexpected. The theory appears valid for Case A over a wide range of line numbers but does
not completely account for Case B. One possible explanation is the difference in displayed
image amplitude which is plotted in Fig. D-10 for the two cases. The noise equivalent pulse

81 T T | T I T | T | T | T 1 1 T T T T
n 3
= E
- 6 "E
a E E
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5 E a 3
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ED ;
3 o 3
by OO O o—0O o] E
3 E

0 C L l 1 l - | l 1 l i l 1 l i l i | 1 l L]
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BAR LINE NUMBER (lines/pict, ht.}
Fig. D-9 — Threshold perceived signal-to-noise ratio vs spatial frequency for C Case A and O Case B MTFs
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Fig. D-10 — Relative output image amplitude vs bar line number for Case A and B MTFs
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shapes at ¥ = 2000 is shown in Fig. D-11. In Case B, the image amplitude, and hence the
image contrast is a factor of 3.65 lower. In the sensor system model, we have ignored the pos-
sibility of a photoconversion noise in the observer’s retina which surely must exisi. When
video gain is insufficient, images of small amplitude {or incremental luminance} may become
perception limited by retinal photoconversion noise component and this effect may account for
the departure from theory noted in Case B. In summary, the theory appears to be valid but the
range of validity needsr further investigation and other effecis apparently must be taken indo
account.
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Fig. D-11 — Noise eguivatent outpuf puise amplitude vs distance tfor
Case A and B MTFs at bar line number 2000

D5. THE EFFECT OF APERTURES ON PERIODIC BAR PATTERN PERCEPTION

A periodic bar pattern consists of an alternating series of biack and white burs as shown in
Fig. D-1. In practice, the number of black and white bars used is usually 5 to I1 but the
number should be much larger to approach true periodicity. It is well known that if the input
image to a linear system is periodic, the displayed image wiil also be peripdic. It is postulated
that to perceive the presence of a bar pattern that the observer must make the decision on the
basis of resolving a single bar. Thus the problem becomes one of calculating the perceived
SNR based upon a single bar. Again, it is assumed that the observer functions as a spatial and
temporal integrator and makes a detection decision when the SNR» exceeds a threshold value,
The effect of a sensor aperture is to smear periodic images as in the aperiodic case, but one
noticeable difference is that adjacent bars may become biurred into one another. At very low
spatial frequencies, the effect of an aperture may be only one of slightly rounding the edges of
the input square wave train while at high spatial frequencies, the displayed waveform wilt be
sinusoidal as shown in Fig. D-12.

There are at least two plausible methods of calculating the SNRp. One method s to
assume the image rung from trough-to-trough of the periodic image in which case the width
will vary from 1/N to 2/ N as the spatial frequency of the patiern increases. Altermatively, it can
be considered to be the 50% width which is equal to 1/N. The second method is suggested by
(. Schade and will be used herein but the first method will be discussed for the purpose of giv-
ing perspective.
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Fig. D-12 — Waveform diagram for periodic waves. Dashed line is
input waveform; solid line is output waveform.

In the first case, the signal is the integral from trough-to-trough and will be the Area B in
Fig. D-12. Observe that Area A = Area C, and Area B equals the output peak-to-peak value,
or g(x),_, , times the duration 1/N. That is,
g(x) p—p
v

g(x),_, is ofien referred to as the square wave amplitude response Rgo(N) and is related to the
MTF or R,(N) by

Integrated Signal = Area B = (D-55)

4 & (13

Rsg(N) = — k};} o =1 Rel2k ~ 1IN, (D-56)
which is equal to (4/#)R, (N) when N > N./3. Here, N, is the "cutoff” frequency where
R,(N) becomes zero. The noise integration distance will vary from 1/N at very low spatial
frequencies to 2/N when N 2 N_/3. Actually the very low spatial frequencies are not usually
of much interest, and 2/N is a useful approximation for the integration distance. The above
method is of interest because it is a straightforward extension of the aperiodic theory and it
relates directly to the square wave amplitude response (which is most often measured). The
answers obtained will not be far different than will be obtained using the preferred method
below particularly if the thresholds are measured and specified using the parameters of the
square wave train. ‘

The accepted method considers the signal and noise duration to remain constant and equal
to a bar width, 1/N. The integrated signal then becomes the difference between the flux
integrated over the area of the bar and that obtained by integrating an immediately adjacent
area (background) of equal duration. This assumption leads directly to the concept of the
square wave flux response function R,(N) which represents the peak-to-peak amplitude of an
gquivalent square wave function which would have the same integral difference as the actual
signal. To derive R, (N), each term of the square wave transfer function is integrated for a
duration 1/N. Since the square wave transfer function has only odd harmonics of the input
spatial frequency, each odd harmonic adds twice the integral of 1/2 cycle to the total integral
difference. The value of twice the integral of 1/2 cycle of frequency v in lines is 2/# times the
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peak-to-peak value times the half period (¢} ). As a result, the square wave flux transfer func-
tion can be written as

= Rk — DN
R M=% ol2k — DN (D-57)

k: S (Zk - 1)2
and RN} = (8/=") R,(N) for N > N./3. The above functien can then be used to predict
the integrated signal compared to an equal neighboring area over a duration of /N If the

peak-to-peak signal is Ap', the perceived signal for the one-dimensional case with bars of cen-
stant height is given by

R (V)

i

Signal = An'T,. (D-58)
The noise integration distance used in this method is constant and equal to N % If the noise is
white at the input to the integrator, which is the observer, we can refer to the aperiodic image
discussion of an integrator and write the noise expression as

L
”au Tt?

2
M.S. Noise = L

= -59
5 N {D-59)
Consequently, the SNR p for the simplest one-dimensional case becomes
R, (N) AR'(T)V?
SNR, = —¥ : (D-60}

NUZ F‘T'lr'l
av

Extending this expression to the two-dimensional case with bars of length »,, we find that

ya l}f? A?}PTC}IZ

N oy

SNRp = R, (N) (D-61)

The bars are aperiodic in the y direction and therefore we introduce the noise increase factor £,
as previousty discussed. The bar length », can be written as ¢/N as desribed in connection with
Eg. {D-51) and then

R AN) AR'(eT)}1?
Nf;n (?'34,,)’”2

and as can be seen, SNR ;, is proportional to A~ at low spatial frequencies for bar charts when
€ is a constant.

SNR, = (D-62)

In the aperiodic case, the sensor apertures have no effect on the perceived signat but the
perceived noise does increase due to image blurring and the resuiting increase in the observer’s
integration distance. Also, the apertures can band-limit and, therefore, reduce the effect of the
noise. In the periodic image case, the image size does not increase due to apertures so there is
no noise increase factor £. Instead, the integrated signal is reduced rather than being omain-
tained at a comstant level. While the sensor apertures do not increase noise in the periedic
case, the apertures can band-limit the noise so there will be a facior similar to T,

When white noise is filiered by the sensor apertures as in Fig. D-4, the mean square noise
is

M. Noise = o | R2(2) R} (o/N) dv, (D-63)
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where » is introduced as a dummy spatial frequency variable since the integration is keyed to the
duration which is now N. There is no generality lost in assuming white noise as an input since
an equivalent system model can be constructed for any colored noise by adding dummy transfer
functions to shape the noise spectrum. As before R,(v) is the sensor MTF and R;(v/N)
represents the integrator. When the aperture has very little effect on the noise, R,(N) =1

and f R} () dN = 1/N which agrees with Eq. (D-59). It is convenient to separate R; _
(v/N) into gain and bandwidth terms as was done originally, ie.,

1  sin(my/2N) (D-64')

RIGINY = 3 Z(muaN)
Then,
. 2
. nav, Te o« ) Sil‘l(’ﬂ'v/ZN)
.S, = i Lkt A D-
M.S. Noise N fo R (v) [ (/2N dv (D-65)
and for the general two-dimensional case
R AN) 1/2 Aﬁ'T;"z
SNR, = —L—— < PR 1T Ry (D-66)
N(Fyg.l') J-m R 2(V) Slﬂ(#v/zN dv (nav)
0 © (mu/2N)

in analogy with Eq. (D-62). As in the aperiodic case, it is convenient to introduce a bandwidth
reduction term B(N) which relates the decrease in integrated noise that occurs due to filtering.
For the unfiltered case, the noise bandwidth is N and for the filtered cases it is as given by Eq.
(D-63) and

waz(v) sin{wv/2N) za‘y
o ° (mv/2N)

B(N) = N

(D-67)

whence Eq. (D-66) becomes
RN  An'(eT,)"?
N8I (Ag)'
A Gaussian approximation for 8() is given by
B(N) = 1/I1 + (N/N)'2, (D-69)

and an alternative approximation which is often used (D-6) is based on the notion that the
integrator limits the region of integration to N so that

St
J RN aN
A

In general, B{N) has a stronger effect than I'(N}, the bandwidth reduction factor for the
aperiodic case but even so, the effect is not large except at high line numbers.

SNR ), = (D-68)

B(N) = - (D-70)

D6. PSYCHOPHYSICAL EXPERIMENTATION — PERIODIC IMAGES
The mathematical model developed herein has been extensively used to predict the thres-
hold resolution vs input image irradiance level or input photocurrent characteristic of a wide

variety of imaging sensors. As will be seen, the predicted performance closely correlates with
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that measured. To show the prediction method, we start with Egs. (D-49) and {D-51) of the
aperiodic case which give
142

1 A

N e, 12

T.e

SNR, = (D-71)

Following the discussion of section D5, we modify the above equation for the periodic case as
foliows:

/2
Ry (W) Aj

N o feB N & (M, (N 4,V

If the bars are long with respect to their width, £, and T', can be neglected and by use of the
contrast definition C; = Aifi, = {i, - i }/i,, we may write

142 .
SNR,, = [ E’i] Ry (N} Crig”

T.€

SNR, = (D-72)

T o (D-73)
52w

where note is made of the fact that i, = [{2 - {;)/2]i,, where i, is the input photocurrent due
to the "bright” bars in the bar pattern. Sensor gains and other sources of noise such as preamp
noise can also be included in the above expression {3-73) but with low-light-level television
cameras with very high prestorage gain, the above equation applies to a very good approxima-
tion. '

In a particular LLLTV camera design the square wave flux factor R {¥} and noise
bandwidth reduction terms were estimated t¢ be as shown in Fig. D-13. These were obtained
by measuring the square wave amplitude response, and by mathematically calculating the MTFE,
R, (N}, and B(N). Note that two sets of curves are shown. The TV camera in use employs
horizontal aperture correction which is an electronic boost of midfrequency spatial frequencies.
The boost has a peak response of about 2.5 at 400 lines/picture height and is unity at § and 800
lines. The square wave amplitude response with boost is shown in Fig. D-14. The effect of the
aperture correction is to both improve the sensor MTF and to decrease the noise bandwidth
reduction, ie., the noise increases. The preamp noise which precedes the aperture corrector is
also increased by a considerable amount but when the sensor is operated at maximum gain, i
can still be neglected except at the lowest light levels. In Fig. D-15, we show the SNR p calcula-
tionn normalized to the contrast function noted for the uncompensated case. Also shown is the
threshotd SNR 5 for an input image of unity contrast. The decrease in threshold with increase
in spatial frequency is an experimentally noted effect (D-4). The intersection of the SNR,
with the SNR pr curves give the threshold resolution ws highlight input photocurrent charae-
teristic shown in Fig. D-16 as the dot-dash curve,

The predicted curve with aperture correction is shown as the dashed line and the meas-
ured curve with correction is shown as the solid line and is seen to agree quite closely with the
predicted curve except at the lowest and the highest photocurrents. At low photocurrents, the
departure is due to the neglect of preamp noise while at high photocurrents, the difference is
aitributed to a lack of precision in measuring the sensor’s square wave amplitude response at
the higher line numbers,

200




RELATIVE RESPONSE

SQUARE WAVE AMPLITUDE RESPONSE

NRL REPORT 8311

1.0 v T T T T T LI
- " — E
E- \\ ™~ T~ -~
3 N

.SE R = 1 3
= ~ ~J 3
C \\.: ™~ -
6 = g =
= N N ~. ]
E Ny 3
AE \ ~ E
;.- o~
E By 3
.2 -
3 \% E
OE L : g 1 1 * 4
0 100 200 300 400 500 600 700 800,

SPATIAL FREQUENCY {lines/pict. ht.}

Fig. D-13 :Square wave flux response and noise bandwidth reduction factor for the
(1) Uncompensated and (C) Compensated 25/25/27 mm 1-Zoom EBSICON

T T T T | i T ™3

3 \ 3

o 3
8p A\ =
E b

F =

- et
bF N E
J 3
3 3
ot4 | L ] l i L 13
() 100 200 300 400 500 600 700 80

SPATIAL FREQUENCY {lines/pict. ht.}

Fig. D-14 — Square wave amplitude response for the [-Zoom EBSICON
with horizonial aperture compensation

201

0




APPENDIX D

1000~ LI L B R B T T T 1T 7173
o —
00— 7
L .
g -
g
L -~ —
o
9__ - —
[ 1
il
2
w
10— -
- ]
- -
- .
- -
' i+ o+ o1l VIR S S U
10 100 1000

SPATIAL FREQUENCY liines/pict. ht.}

Fig. D-15 — SNR, w5 spatial frequency for the uncempensated I-Zoom EBSICON.
Also shown iz the observer’s thresheld SNRpp for O = 1.0. Dashed lines are 10
tower in photocurrent than solid curve direcily above,

202




NRL REPORT 8311

1T T LI

LIRS

800~ T T T 1T T T TT11T] - 3

z : o e i ‘ ”,E

2 o0} = =]

E ™ // L .

EJ‘ = : /, / ” N

$ E = o l/ ]

I« 400 — -
3 :'é : - _-/ -1
2E Z - ]
£ 2001 : e - ' ;
: - = Z ' A
3

or_ i b L1yl Lo 11yl Lo 1 ]lnuﬂ_m
1o ld—ia 1512 ]o-jl? 10

HIGHLIGHT PHOTOCURRENT {A)
Fig. D-16 — Threshold resolution vs highlight photocurrent for the I-Zoom EBSICON; {—~~) measured, (--
calculated with aperture correction, and (— * —) calculated without aperture correctron

REFERENCES

D-1 R.L. Sendall and F.A. Rosell, E/O Sensor Performance Analysis and Synthesis (TV/IR
Comparison Study), Air Force Avionics Laboratory Report No. AFAL TR-72-374, April
1973.

D-2 F.A. Roselt and R H. Willson, Psychophysical Experiments and the Display — SNR Con-
cept, Chapt. 5, Perception of Displayed Information, Edited by L. M. Biberman, Plenum
Press (1973): 167-232.

D-3 J.W. Goodman, Introduction to Fourier Optics, Chapt. 1, McGraw Hill {1968).

D-4 H.L. Snyder, Image Quality and Observer Performance, Chapt. 3, Perception of Displayed
Information (Edited by L. M. Biberman), Plenum Press (1973): 87-118.

D-5. O.H. Schade, Sr., Optical and Photoelectric Analog of the Eye, J. Op:. Soc. Am. 46(9):
726. :

D-6. O.H. Schade, Sr., The Resolving Power Functions and Quantum Processes of Television
Cameras, RCA Review 28(3): 460-535.

D-7

—

. F.A, Rosell, E.L. Svensson, and R.H Willson, Performance of the Intensified Electron-

Bombarded Silicon Camera Tube in Low- nght Level Television Systems, Applied Optics,
2, May 1972: 1058-1067.

203



Appendix E
THE COLTMAN AND ANDERSON EXPERIMENT

F.A. Rosell

The Coltman and Anderson experiment (Ref. E-1) is often cited to prove that the eye
uses up to 14 lines in the process of detecting a bar pattern. This conclusion is believed to be
an error in interpretation as will be discussed. It is our view that the eye integrates along the
length of the bar and that only one bar is used by the observer in discerning the bar pattern.
Coltman and Anderson derived Eq. (E-1) below through a thought argument combined with z
psychophysical experiment in order to obtain a necessary constant. Their equation is

Ny =615 \/Af, SNR s (E-1)

where Ny is the threshold resolution in line pairs per picture width, Af « is the video bandwidth in
MHz, and SNR,,,,, is the rms threshold video SNR.

In our formulation,

- vo
SNR,r

where N is the threshold resolution in lines per picture height, T, is the observers integration time,
€ is the picture aspect ratio, Af, is the video bandwidth in Hz, SNR ., is the broad area image peak-
to-peak to rms noise ratio, and SNR pr is the threshold SNR . The purpose of the following
analysis is to determine whether Eq. (E-2) matches that of the Coltman and Anderson equa-
tion, Eq. (E-1). To do this, it is necessary to convert units. Since Coltman and Andersons
bandwidth is in MHz rather than Hertz,

T, € Af,
&

N = (E-2)

Af, = Af, - 105, (E-3)
and they use rms signal to rms noise rather than peak-to-peak signal to rms noise,

SNR ;o = V8 SNR, ... (E-4)
and then spatial frequency is in line pairs per picture width rather than lines per picture height,
S0 that

Ny = “TN (E-5)

Inserting these changes into Eq. (E-2),
SNR,rms

SNR,, (E-6)

Ny = % [8.10° @ Te € AS1V2

With « = 4/3, Te = (.1 5, €= 14, and SNRDT = 3.0,

Ny = 644 \/Af, SNR, (E-7)

which is only 5% different from Coltman and Anderson’s experimentally derived value. The
length-to-width ratio of 14 used is an approximation since the actual value used is unknown.
However, it is not critical as can be inferred from the discussion below,
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Coltman and Anderson did not take the bar aspect ratio into account but only stipulated
that bar length should be large relative to its width.

To show the impact of reducing the number of bars available to the observer, Coltman
and Anderson devised the experiment shown in Fig, E-1. The displayed pattern "was left fixed
and a series of cardboard apertures were emploved to vary the number of lines seen by the
observer." The mask was presumably of square aspect ratio. The results, as shown in Fig. B-1,
"show that the observer probabiy uses no more than seven line pairs in making an
identification. As the number which he is permitted to ses is decreased, the signal required
rises rapidiy being greater by a factor of four when only one line pair is presented.”
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>
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0'000 5 10 i5 20
LINE PAIRS

PFig. E-1 — Video SNX reguired to detect pattern as a function
of the pumber of line pairs visible through mask

Suppose that instead of the maia effect of the cardboard aperiure being one of reducing
the number of barg, that the main effect was really one of reducing the bar length, or aspect
ratio. If this latter interpretation were correct, then the SNR, should decrease with increase in
bar length as

Ny
" 615 AJASf, X €/14

With a mask of square aspect ratio, € = 2 times the number of line pairs seen through the
mask. The €/14 term under the radical in Eq. (B-8) results from an assumption that the SNR ,,
thresholds were measured with bars of 14:1 agpect ratio. Using Eq. {E-7}, we plot the thres-
hold SNR,, in Fig. E-2 as a dashed curve. Also shown on this curve are the experimentalty
measured data points from Fig. B-1. It appears clear that the change in aspect ratio hypothesis
is a reasonable interpretation of the measured results rather than the number of lines that are
visibie through the mask.

SNR (E-8}

For the past two decades or more, threshold resolution measurements have been made by
various television camera manufacturers. The number of bars used in the experiments are not
reported showing a tack of concern for bar number. On the other hand, bar aspect ratio is not
reported either. As is evident from Fig. E-2 , the bar aspect tatio is not particufarly significant
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Fig. E-2 — Video SNR required to detect bar patterns
interpreted as being a function of bar aspect ratio.

if the ratio is above about 10:1. In the particular case of TIS, the bar pattern to be used has
been specified to consist of four bars with each bar being of 7:1 aspect. In general, more bars
would be desired in order to avoid transient end effects but the temperature variant bar patterns
are difficult to construct at best.
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Appendix F
BASIC SNR AND DETECTIVITY RELATIONS

F. A. Rosell
A. INTRODUCTION

In this appendix, a number of basic relations will be derived and discussed. These include
the relation between the display SNR; and the video SNR 5, the channel SNR -, and the
detector’s detectivity, the detectors responsivity and detectivity, and various detector parame-
ters such as cold shielding. This appendix is written in part to increase the reader’s undersiand-
ing of the basic sensor parameters, but ceriain equations such as those relating detector respon-
sivity and detectivity are required when multiple noise sources must be considered.

B. RELATIONSHIP BETWEEN SNR ,, AND SNR ,,;, FOR TIS
In Chapter IV-B, it was stated that Eq. (4-8) which is repeated below

) 1/2
SNR,, = |2Af, n[%l SNR o (F-1)

holds for thermal imaging and television systems if A is interpreted as the total effective image
plane area regardless of the total area of the detectors within that area. To find this result
observe that the signal current from an array of n, n, detectors of size 8, &, will be

i=n'enn,d,8, (F-2)
regardless of the total scan area. By analogy to Eqs. (4-3), (4-7), and (4-8)
[2Af, T, a]}” Ai
[, n, 8,812 [2ei, Af)V?
_ Rag T, o]

B [le ﬂp Sx B_V]1/2

SNR , =

SNRy;. (F-3)

The quantity in the denominator represents the total sensitive area of the detectors. However,
this equation does not take into account the fact that the image plane area A is larger than the
total detector area. The scanning required to image the entire area results in a loss of spatial
integration by a factor of exactly [[n; n, ,8,1/41"/2 because scene photons are "raining" on por-
tions of the image plane where the detectors are not always present at any instant of time. By
including this spatial integration factor in Eq. (F-3), Eq. (F-1) results. If desired the above
result can be interpreted as a loss of temporal integration within the sensor {but not in the eye
which is unaware of the source the displayed imagery).

C. DETECTOR CHANNEL SNR,

The incremental signal current out of any given detector channel (which may contain
n; TDI elements) is equal to
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Ai = Sn8,8,AEm,,, {F-4)

where S /s the specific responsivity® of the detector(s) to the specific irradiance AE falling on the
detector(s}, n; is the number of detectors in the scan direction, 8,8, are the detector dimensions,
and m, is the scan efficiency defined as the ratio (T~ Tr}/T;, where Ty is the frame time and Ty
is the time during each frame that the detectors are not viewing the scene. The rms noise current, [,
is equal 1o

L= (QeAf, i)', (F-5)

where e Is the charge of an electron, Af, is the bandwidth aof each detector channel, and i, For
detectors sensitive to the longer infrared bandwidths, is primarily photoelectron noise and is usually of
neqr constant magnitude. Numerically,

fne=Sud B, Egn, (F-67

where Eg is taken to be the average value of the background irradiance which the detector
views and to which it is sensitive. By use of Eas. (F-4), {F-5), and (F-6},the channel signal-
to-noise ratio for broad area objects which are unattenuated by sensor apertures is given byt

Sn. 3 ALy,
[2eSn,3,8, Egn Af S

SNR co = (F’?)

if we set SNR - = 1 and solve for AE, the value of AF becomes AE,_,;,, the minimum

detectable irradiance which is equal to
2eEqAf, 17
_ZeEsdf. ] , (F-8)

Snl‘sxgy'ﬂsc

When the detector area, channel bandwidth, and scan efficiency are set equal to 1 em?, 1 Hz,
and 1, respectively, AE,, is defined as the detector’s noise equivalent power or NEP*. Thus,

&Emin = [

/2

2¢E
NEP* = | == EI . (F-9)

S

Now, Eq. {(F-7) may be written as
(1,5.8,m,) ?AE
SNR - = ahes {F-10)
€O (af)VNEP*

Detector sensitivity is usually specified in terms of its specific detectivity which is the
inverse of NEP* or

i
=, (F-11)
NEP*
[=-]
fg 5, E, dx
*The specific responsivity is defined as: § = —“Few—————, where §, iz the spectrat responsivity of the detector
£, dx
) IS

{A/W - pm} and F, is the deteclor irradiance (W/cm® — um) due to a specific source such as 4 306 K blackbody.
Detectivity, 1o be defined, is most often given as an integrated value over wavelength far a specific soutce and to be
precise, it should be designated as a specific detectivity when so given.

tAgain, the subscript & used in connection with SNR - is used to indicate a broad area image which is unaffected by
sgnsor apertures as in the case of the SNR py discussed in connection with Bq. {4-8).
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with which, Eq. (F-10) becomes
(n; 8, 8, My )V2 D*AE

SNRCO = [Af;‘]lfz

(F-12)

The incremental irradiance level AE can be related to the incremental scene radiance AL

by the relation

Ty AL
42

where wg is the light gathering efficiency of the objective lens, For a Lambertlan, or diffusely,

emitting scene, we can write

AE = (F-13)

AL = — % [f M (Dd,| A

which relates the incremental scene radiance to the incremental scene temperature differences
AT M, (T) is the spectral radiant exitance of the scene. For a blackbody,

Cl 108

M (T g
(D = Y T

) (F-15)

where C; = 3.7412 - 107 Wu? and C, = 14,388 uK. For AT < 6200 uK, the error will be

less than 10% if we assume that
C, - 10} e—(cz/ar) 14
3 em?-sr- K
For AT < 3100 uK, the error in using Eq. (F-16) will be less than 1%. Integrating M, with
respect to wavelength, we have
302 6(AD? . 6O D4

Cix10% AT + + (F-17)
A_q CZ sz C23 C24 A

M, (T) = (F-16)

—CyAT

Ay
LM (Dax =
1

and by inserting Eq. (F-17) in Eq. (4-28) and by performing the indicated integration we obtain

AL o AT [Cr108 12" IC) +4C3 AT 412G, WD)+ 240,017 + 2401

T, (F-14) -

ar CiAT)*

=K, AT , (F-18)
Calculated values for K, are provided in Table 4-1 of Chapter IV.

By combining Egs. (F-12), (F-13), and (F-18), we have that
g (n, 8, 8, n,)'? D* Ky AT
4/ ILYALL

which is the Eq. (4-9) desired when g, is substituted for 8, 8,.

SNRCO =

+ (F“ ]. 9)
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D. DETECTIVITY

The fundamental measure of infrared detecior sensitivity is detectivity as previeusly dis-
cussed. Dretectivity is actually a signal-to-noise measure rather than a pure sensitivity measure
as in the case of responsivity as discussed in connection with Eg. {F-4). When normalized to
unit area and bandwidth, detectivity is primarily a function of the quantum efficiency of the
detector material, the noise which may be generated either in the primary photon-to-cleciron
conversion process, in the mechanics of the semiconductor process, or in external circuits such
as the preamplifier. In the simplest case, the detector is primarily iimited by fluctuation noise
due to its photoconversion of background photons. When this iz the case, the detector is said
to be background limited and the detectivity is then sometimes wrilten as D%, p.

The spectral detectivity of a BLIP phoroconductive detector is given by

12
o, = A {photoconductive), (F-20)
Zhe | py

where h /s Planck’s constant, ¢ is rhe velocity af light, } s the radiation wavelength, w s the
detector’s spectral quantum efficiency, and p, is the rare at which scene image photons fail o the
detector. For a photovoltaic detector, the detectivity is greater by +/2 so that

/2
Dy = % [2—1{‘:} (photoveltaic). (F-21)
Observe that the guantum efficiency is given by
m =38, _f;jc_ {F-22)
and the photon arrival rate due to background is equal to
A
= Ep, - —. F-23)
pk Bx &C (
By insertion of Eqs. (F-22} and F-23) in Eq. (F-21}, we see that
12
. Sy .
D*, = 2eE,. (photovoltaic}, (F-24)

which is analogous to the inverse of Eq. {F-9).

The radiation fo which a BLIP detector responds may come in part from outside the feld
of view such as from the objective lens housing. These photons from outside the fisld of view
introduce an additive fluctuation noise in the detector but, this noise can be reduced consider-
ably by cold shielding the detector. With optimum cold shielding, the field of view of a detec-
tor will include only the objective lens and the number of background photons detected witt be
proportional to sin’ 8 where ¢ = D,/2F,; the lens diameter, D,, divided by its focal length, F|.
Since the lens focal ratio is F; /D, the number of background photons detected is proportionat
to {1/2£)? and consequently, a detector with a cold shield limiting the field of view to a solid
angle of Qsr will have a detectivity equal to

D*, (@) = 2/D* (2, (F-25)
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where D*, (27) implies the detectivity of a detector viewing a solid angle of background of
2msr. The detectivity of a perfect detector viewing 2w sr of background is defined as D**(2n)
and in this case,

D*(Q = 2fn}/? D**(2m), ‘ (F-26)

where 7, is the detector’s quantum efficiency. If the cold shielding is not optimum, it is common
practice to define a cold shield efficiency m_ which is equal to

£ (F-27)

where (), is the solid angle which the detector would view with perfect cold shielding and Q. is the
actual solid angle being viewed. With Eq. (F-27), Eq. (F-25) becomes

D*, (Q)'=2fn.D* Q). (F-28)

In the case where system-generated noise is a factor, an effective D* which includes the
added noise is sometimes reported. As an example, consider the case where preamp noise is
comparable or larger than the photoelectron noise. Let D*(f) be the detector detectivity as a
function of frequency and note that

a4

= ——— F-29
NEP () ) (F-29) |
where A, is the area of the detector, The noise voltage can be calculated from
a
V, Vay R(f), (F-30)

)

where R(f) is the detector responsivity in volts/watt. Let the preamp noise spectral density be
white and referred to the preamp input (or detector output), the noise voltage is

V2 =Fy V7, (F-31)

where Fy is the preamp noise figure, and V}? is the mean square noise spectral density. The overall
system mean square noise voltage V2 is then :

a R f)
V() = [Dd—‘(f({? + Fy Vf, (F-32)
angd since
VS
NEP, (f) = m, (F-33)
it is found that
' Fy V?
[NEP,(/)]% = —2¢ N7 (F-34)

DO T R
and by use of Eq. (F-19),
1
2 2
+ Fy V§
R (f)

77 (F-35)

[D* (N]*= [

l D*(f)
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The noise terms must of course be appropriately integrated to find D¥,, the effective overali "sys-
tent” detectivity. The above example is primarily for the purpose of iltustrating a method of han-
dling multiple noise sources.

Finally, it is noted that D" is usually quoted in terms of a specific test source background

such as a 300 K background, /e,
Ay

. D", E, (300 K) dx
i
[ E, GooK) ar
!

D*(300 K) = : (F-36)

where £, (300 K) is the detector irradiance due to a 300 K blackbody.
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Appendix G

EFFECTS OF IMAGE SAMPLING
F. 4. Rosell

Commerical television broadcast systems form images by a line raster process and thus fall
in the category of sampled data systems. The effects of sampling in the television process has
been quite thoroughly analyzed and discussed by Schade (Ref. G-1). While the sampling pro-
cess can have a noticeable effect on televised pictures, the effects are not as objectionable as
they are in either FLIRs or some of the newer solid state imagers which may be sampled in two
directions instead of one and because the amount of prefiltering of input spatial frequencies is
generally less for systems using discrete detectors. [t is noted that the so-called bad effects of
sampling, i.e., moiré, spurious responses, and information loss are felt by some to be over-
emphasized in military and industrial applications. However, this view has not been quantita-
tively supported and it can be shown that image quality improvements can be obtained by
proper pre- and postfiltering of the sampled images in many cases. ’

A high sensor MTF is generally desired. Detector MTF can be improved by reducing the
detector dimensions, but if the detectors are made smaller than the interline spacing, for exam-
ple, losses in information and in sensitivity will result. Even further, it is cleatly evident that
continuity in the displayed image requires that the display aperture fill the interline spaces. The
inference which can be drawn is that picture quality and overall resolution may be improved by
purposely degrading certain system component apertures.

It is common experience that the majority of FLIR and television monitors have a pro-
nounced visible line structure. Images with line structure may actually appear to be sharper
while, in fact, more image detail will be perceived when the line structure is removed by aper-
ture overlap. An alternative, most commonly employed method of eliminating line structure is
simply to increase the observer-to-display viewing distance whereupon the blur circle of the eye
smears out the line structure to the point of bare perceptibility.

The ideal sampled data system is shown schematically in Fig. G-1. An ideal low pass filter
prefilters the input image function f1(y) prior to sampling. The high-frequency cutoff should be
numerically equal to the sampling frequency N, and thus the image to be sampled will contain no
frequencies higher than N,. The sampling frequency results in a line spacing Ay, = 1/N,.
Each sample duration should be infinitesimally short so that only the signal amplitude is
preserved. The output of the sampler is then passed through an ideal low pass filter which will
then perfectly construct the function f,(3) to within a constant multiplier.

As we noted, the highest spatial frequency which can be reproduced is equal to half the
sampling frequency. Stated differently the sample frequency must be equal to or greater than
twice the highest spatial frequency of interest and this means that at least two samples per cycle
(or one sample per half-cycle) must be taken. This may be visualized by reference to Fig. G-2.
If every other cycle were eliminated, the output of the sampler would be indistinguishable from
that which one would obtain from a uniform background. A freguency corresponding to half the
sampling frequency is sometimes called the Nyquist frequency limit .
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Fig. G-1 — Block diagram of the ideal sampling and reconstruction process
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Fig. 3-2 — The highest spatiat frequency of interest must be
sampled at least twice per cycle

The ideal sampled data system of Fig. G-1 is typified by the electronically multiplexed sys-
tem of Fig. 4-4. In the basic FLIR configuration of Fig. 4-8, the detectors themselves perform
the sampling process. In Fig. G-3, we show three line array detector configurations. Im all
cases, the detector widths are identical. Also, the Nyquist frequency is the same for all three
because the scan line pitch {or center-to-center detector spacing), P, is the same. However, the
sensitivities which are proportional to the square root of detector area are clearly different and,
the MTFs in the vertical direction are widely different as shown in Fig. G-4. With §, = P/2,
the MTF is 0.90 at the Nyquist limit while with 8§, = Pand 2P, the corresponding MTFs are
0.64 and 0, respectively.

The combination of the lens and the detectors form the prefilter of the sampled data sys-
tem. The &, = F/2 provides the least prefiltering and will be the most subject to spurious
responses and aliasing. Furthermore scene information will be lost since only half of the area
of the vertical field is scanned. The eye can of course perform an image reconstruction process
provided that details such as horizontal edges are not completely lost.

The detector MTFs shown in Fig. G-4 represent the maximum MTF obtainable in the
sampling direction. Actually, the word MTF is not really appropriate afier a sampling process
has taken place since sampling is not a linear operation but we shall ignore this distinction for
the present discussion purposes. By maximum MTF obtainable, it is meant that this "MTE" is
obtained only when the sine wave pattern is aligned for maximum response. At the Nyquist
frequency, this occurs when the positive swing of a half cycle of the pattern falls exactly on one
detector and the negative half cycie falls exactly on the adjacent detector. On the other hand, if
this same pattern is shifted one-quarter cycle or 90°, the measured "MTE" will be zero. In gen-
eral, the "MTF" is given by
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Fig. G-4 — Geometrical MTF of déteqtor elements as a function of spatial frequency normalized
to the Nyquist limit for detectors of size equal to 2P, P, and P/2
MTF = Ry,{N)cos 9. (G-1)

The angle @ will have a maximum value which is different for each spatial frequency. At the
Nyquist limit 0,,, = 90° and at half the Nyquist limit, 8., = 45°. In Fig. G-5, we plot Eq.
(4-58) as modified by Eq. (G-1) as Curve 1 with 8 = 0, as Curve 2 with 8 = 0,,,/2, and as
Curve 4 with 8§ = 8,,,. If any value of § between ¢ = 0 and ¢ = 8,,,/2 is equally probable,
then the apparent "MTF" will be greater than that of Curve 3 half the time and less, the other
half of the time. It has also been suggested that the "average" detector "MTF" in a cross scan
direction be given by . :

“sin? (w N/2Nyg)
(w N/2Nyg)?

which is plotted as Curve 3 and is seen to be only slightly less than that given by Curve 2.
Because of its simplicity, this latter approach is suggested as a reasonable approximation.

MTF = RZ,(N) = (G-2)
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In the particular case where the detector array performs the sampling function, the input
signal f{y) may be considered to be sampled by a function f2(¥), where

f}(}") = f@gf(x) * f;(y}. fG-3)
In the above ro,{x) is the impuise response of the detector and
Fily) = T wely — nay.), (G-4)

n=0

where wq are impulses occurring at y = 0 and Ay, is the sampling period. The Fourier transform
of f£1{y) are unit amplitude impulses in the spatial frequency domain which repeat at spatiat fre-
quencies 2nN,,. The output of the sampter is f{y} = FilpY » £Fofp) and it will be found that
the amplitude spectrum F{N,, will consist of a band about zero frequency and identical bands
about £ 2aN,, as shown in Fig. G-6 (a) and (b). In case (a), it is assumed that the input sig-
nal f1(y) has been bandpass limited to N,, and thus none of the spectra overlap. In case {bj,
there is considerable overlap due to the sidebands which will result in spurious responses andd
aliasing.

The detectors are designated the analyzing aperture by Schade {Ref. G-1 } while the elec-
tron beam of the dispiay along with the phosphor is designated the synthesizing aperture, The
function of the display is of course to reconstruct the image but it also serves a postfittering
function. Consider a CRT display operated in a conventional manner. A Fourier analysis of the
tluminance distribution L, in the vertical direction {actoss the scan} shows that L, contains the d¢
level L and a series of harmonic cosine waves given by

L,= L1 + 22| R (&N }cos(2kw N v )]
k=1,35 —— (G-5)
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{a)

RESPONSE

(b}

RESPUONSE

SPATIAL FREQUENCY

Fig. G-6 — Repetitive amplitude spectra due to sampling, Case (a) — Spectra bandpass limited to the
Nyquist frequency, and Case (b) — Overlapping spectra due to inadequate prefiltering

where |R o (kN,)| represents the "MTF' of the display at integral multiples of the raster frequency
N,. This luminance distribution exists without any added signal and thus is independent of the
sensor MTF. The cosine waves are in place on the center of a raster line when the display’s
aperture has axial symmetry and its response decreases asymptotically to zero. A line structure
in the vertical direction, without signal being present, is undesirable. Perfect continuity, i.e., a
flat field, is restored when none of the carrier wave components are reproduced by the displays
aperture. For this to be true, the display MTF must be equal to zero at line numbers above
2N, A substantially flat field condition is obtained when

Ry, (2N) < 0.005, (G-6)

which as can be seen from Eq. (G-5) gives a ripple amplitude of 1% and a peak-to-peak lumi-
nance amplitude of 2%. Most television monitors show a pronounced line structure. A flat field
condition can still be achieved by moving away from the screen until the lines can no longer be
resolved by the observer’s eve.

Suppose next that we modulate the display with a periodic signa! of frequency N,, in the
vertical direction. The display luminance terms will then be given by

L,=L[t+2 % Ry /(kN, cos QkaN ] (carrier)
+ L,Ror(N, )Ry, (N,) cos (wN,y + ) (signal)

+ L,Ror(N,) ;RM(ZkN, — N,) cos [w(2N, + N,,) + 6], (sum)

+ L, Rys(N,) kERM(sz, —~ N,) cos [#(2N, — N,,) + 6] (difference)
k=1,2,34 ~—~— G-

where L is the average luminance of the test signal waveform, L, is the crest luminance of the signal
waveform, and @ is the displacement between the peak of the L, waveform and the raster lines.
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The first term is the carrier waveform discussed in connection with Eq. {(G-5} while the
second, the signal term, is recognized as nearly equal to the normal term expected without a
raster process, e, the displayed image waveform amplitude is proportional to the amplitude of
the test image times the product of the camera and display MTFs, Note, however, that the out-
put amplitude can be modified by the phase angle between the input waveform and the raster
which is a consequence of the sampling process.

The third and fourth terms are sum and difference modulation products of the carrier fre-
quencies with the test object signal. In communications theory, these sum and difference pro-
ducts are called sidebands while in imaging practice their effects are more often referred to as
aligsing. Patterns generated by the sum and difference frequencies when periodic patierns are
being viewed are cailed moiré patterns. The difference term is more likely to present problems.
Consider the case where N, = 1.5 N, and & = 1. The crest amplitude of spurious response s
then equal to ihe crest amplitude of the original test image amplitude multiptied by the MTF of
the sensor at 1.5 N, and the MTF of the display at 0.5 N,.. It is clearly evident that with perfect
prefiltering, no aliasing results but a perfect postfilter would not attenuate the alias frequency at
all. Postfiliering cannot eliminate the effects of imperfect prefiltering with tespect to the first
difference, low-frequency terms.

The various terms of Eq. (G-7} are depicted in graphical form in Fig. G-7. The sensor
MTF, or Ryp(N)}, is the product of ail the MTFs in the y direction which precede the raster
process including the scanning detectors which are part of the prefiltering process. The display
MTF, or Ry, (N), includes all of the MTFs following the raster process including Rgy, {V} and
Ros2 (N}, _but Rg,,(N) has essentially zero response for the difference frequency D,.

The higher MTF of R, (N) reproduces the carrier, C, with a modulation amplitude of
36% which corresponds to a 72% peak-to-peak luminance variation on a uniform field. The
Rg.>{N) provides a nearly flat field but the MTF is reduced at line numbers less than V. Asa
compromise, a display MTF of 0.025 at 2/, is often selected. This gives a peak-to-peak lumi-
nance variation of 10% and still provides a reasonable MTF at the lower spatiat {requencies.

In Fig. G-8, the MTFs for five sensors are shown together with the display MTF refet-
enced to the first carrier frequency (the display MTT repeats at each carrier frequency}. The
second difference terms (D) can be neglected. The MTF diagram is used to evaluate the
Ror(N)Y - Ry, (N) products which are shown in Fig. G-8. Note that the zero frequency of the
cross products occurs when N,, = 2N, and that the spurious medulation frequencies are higher
than N, for N,, < N,. A spurious response of R,,(N) equat to 15% is considered 1o be an upper
limit for good system design according to Schade. The value is a worst case and occurs occa-
sionally for periodic image inputs of 100% contrast. A maximum spurious response of 15% is
obtained with the R z3{N) curve in combination with the assumed display. The sensors with
higher MTFs would exceed the 15% criterion, and thus it follows that the number of raster
lines should be equal to or greater than

N, Z Nuoa {4-39)

where N, 4 i8 the spatial frequency where the sensor MTF is equal to 0.4. An overall system
response R (N) - Ry AN} = 0.15 is then obtained with a flat-field display having a sine wave
response of 0.38 at the theoretical limit N, = N..
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Appendix H
PSYCHOPHYSICAL EXPERIMENTATION

F.A. Rosell
A. INTRODUCTION

A number of psychophysical experiments performed for the purpose of determining
observer thresholds are summarized in this appendix. The test objects include both rectangles
and bar patterns. The observer effects studied include the limits to the eye’s ability to spatially
integrate, the effects of observer to display viewing distance, and retinal fluctuation noise con-
siderations.

B. THRESHOLD SIGNAL-TO-NOISE RATIOS FOR APERIODIC IMAGES

Aperiodic images are defined here as rectangles imaged against a uniform background. To
perform psychophysical experimentation to determine observer thresholds, use is made of Eq.
4-8, which is repeated below
1/2

2l SNRy,, ‘ {H-1)

SNRD = A

2T, Af g

which holds for band-limited white noise and for the case where the observer is not limited by
image magnification or retinal fluctuation noise. The experimental setup used is shown in Fig.
H-1. in the experiment, a single pulse of rectangular waveshape but variable duration is elec-
tronically generated and mixed with band-limited white noise of Gaussian distribution. The spa-
tial image displayed on the screen is a rectangie which can appear in any of four quadrants (but
always in the same position in the quadrant selected). The observer is asked to specify the qua-
drant in which the image is located as the video signal-to-noise ratio and the image locations are
randomly located. The observer is asked to specify the image location whether he could see it
or not. The probability of detection, determined in this manner, was then corrected for chance.
The observation times were usually 10 seconds. For a complete description and discussion of
this experiment and the other experiments discussed below, the reader is referred to Ref. (5-1).

For the rectangle experiments, it was found to be convenient to define the image size in
terms of the dimensions of a single scan line. Thus, we define the quantities A, and A, as

_ 490Ax 490 Ay
B2 Ay —y
where Ax-Ay equals the image area a, 490 is the number of active lines in a conventional 525 line

television display, and Y is the image plane height. Since the image plane area A can be. written as
a Y?, where o is the width-to-height picture aspect ratio,

A

Av A, = (49020 2, (H-2)
) 7
and Eq. (H-1) may be written as _ R
SNR p, = (1/490) (2A A, T, Af,/a)"? - SNR ;. (H-3)
223
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Television Monitor
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Fig. H-1 — The display signal-to-noise ratio experiment. Display background tuminance was
0.2-03 ar t ft-L. TV camera operated at 30 frames/s with a 525 line raster scan.

This equation is used to calculate the SNR ;, for the rectangular images used in the experimental
pragram reported below. The numerical values used for and « were 0.1 s and 4/3, respeciively.

it is generally true that the probability of detecting a signal in the presance of noise is
related to the signai-to-noise ratio and the purpose of the first experiment was to determine the
form of the probability function when the signal is a visually cbserved image. We hypothesize
that the probability of detection would be a censtant for any given vatue of SNR when the
image SNR is as quantitatively described by Eq. (H-1), as opposed to being described by the
video signal-to-noise ratio assoctated with the image. To test this concept, the probability of
detection, correcied for chance, was measured as a function of the video SNR, or SNR ., with
the results shown in Fig. H-2 for images of size 4 x 4, 4 x 64, 4 x 128, and 4 x 180 scan lines.
It is seen that the larger the image length {and therefore the image area), the smaller the SNR .
required for a given value of detection probability. Thus, & given value of probability cannot be
associated with & given value of SNR - because the SNR , required at the given prohability level
is image area dependent. However, when the probability is plotted vs SNR 5, which includes
image area in its definition, the dependence of detection probability on area disappears as
shown in Fig. H-3 where we have plotted Eq. (H-1) using the probabilities and SNR ;- values of
Fig. H-2. This is interpreted as a confirmation of the original hyvpothesis.

The angular extent of the test images relative to the observer’s eve varied from 0.13° x
(.13° for the smallest rectangle to 0.13° x 6.02° for the largest rectangle. This experiment
infers that the eye can iniegrate over very large angles in space; angles which are much larger
than were previously thought 1o be the case.

The most prebable explanation for this effect is that the eyve, through a differentiating
action, is more sensitive to edges and the test images of large angular exient in one dimension
were nearly all edge, being long thin rectangies. To test this hypotheses, a second experiment
was performed using a rectangle of length 96 scan lines {or angular subtense 3.2°) and of vari-
able widths of 4, 8, 16, and 32 scan lines corresponding to angular subtenses of (.13°, 0.267°,
0.534°, and 1.07° relative to the observer. The corrected probability of detection for this case is
shown for the various rectangles in Fig. H-4 and a plot of the thresholds as a function of image
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CORRECTED PROBABILITY OF DETECTION

size is shown in Fig. H-5. For long narrow rectangles, the same threshold value of SNR,, is _
obtained as was obtained for narrow rectangles of various lengths (Fig. H-4) and we conclude
that for narrow widths (angular subtense of up to 0.5°) that the eye fully integrates the whole
area of the rectangle, but for wider rectangles of angular subtense larger than 0.5°, the eye is
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apparently less efficient in utilizing image area.
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Fig. H-3 — Corrected probability of detection vs SNRp required for rectangular
‘images of size O4 x 4,04 x 64, A4 x 128, and O 4 x 180 scan lines
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To further verify the area effect, square images of size 2x2, 4x4, 8x8, and 16x16 scan
iines were used. The measured threshold SNR ;7 values, calculated on the assumption that the
eye integrates over the total image area, are shown in Fig, H-6, The increase nated for the 2x2
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line image is thought to be due to the aperture response of the eye while the apparent threshold
increases for the 16x16, 32x32, and 64x64 line squares is thought to be due to the edge
differentiation effect.
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Fig. H-6 — Threshold SNR, required to detect square images of various size and angular extent

C. THRESHOLD SIGNAL-TO-NOISE RATIOS FOR PERIODIC BAR PATTERNS

The relationship between the video signal-to-noise ratio and the detectability of bar pat-
terns was investigated and reported by Coltman and Anderson in 1960 (Ref. H-1). A review of
the Coltman and Anderson experiment has historical merit and lends credence to the current
approaches being used. In addition, the Coltman and Anderson experiment is often cited to
prove that the eye uses up to 14 lines in the process of detecting a bar pattern. This result is
believed to be an error in interpretation as was discussed in Appendix E. Rather than integrat-
ing over a number of bars, it is hypothesized that the observer, to detect the presence of a bar
pattern, must detect the presence of a single bar.

Psychophysical threshold SNR experiments using bar pattern test images were performed
using the experimental setup of Fig. H-7. The periodic test images were bar patterns of various
height-to-width ratios and spatial frequencies and were projected on the faceplate of a high-
resolution 1-1/2-inch vidicon operated at highlight video signal-to-noise ratios of 50:1 or better.
Band-limited white noise of Gaussian distribution was mixed with the camera-generated signal.

In the experiment, the observer was required to state whether or not the pattern displayed
was resolvable as the image SNR ;, was randomly varied. Chance was not involved since the pat-

terns were always present on the display. The experimental constants for the various experi-
ments are given in Ref. 5-1. The purpose of the experiment was to determine the effect of bar
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Fig, H-7 — Experimental sefup for the television-camera-generated imagery. TV camera was operafed
at 75 frames/s and 8735 scan lines (825 active) display luminances with 1 fi-L.

height-to-width ratio on the bar pattern detectability, with the results shown in Figs. H-8
through H-10. At a fow spatial frequeny of 104 lines/picture height, the threshold SNRyy is
seen to increase stightly with bar height-to-width ratio (Fig. H-8)}, while ai the highest spatiat
frequency of 396 lines/picture height the SNR; required is very nearly independent of bar
height-to-width ratio, as shown in Fig. H-10. By threshold SNR it is implied that the observer
discerned the pattern 50% of the time when the image SNR was at the threshold value.
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Fig. H-9 — Probability of bar pattern detection vs SNRp for a 200-line bar pattern
of bar height-to-width ratio (O) 5:1, (O) 10:1, and (A) 20:1
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Fig. H-10 — Probability of bar pattern detection vs SNR p for a 396-line bar pattern
of bar height-to-width ratio (@) 5:1, (O) 10:1, and (A) 20:1

The SNR jr values are summaried in Fig. H-11 as a function of spatial frequency and are
seen to decrease slowly with line number for all the patterns.

The angular subtenses of the bars used in the experiment, relative to the observer’s eye,
are given in Table H-1. It is seen that a bar of the 104 line pattern with 20:1 aspect subtended
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Lines/P.H Horizontal 5 10 20
104 0.157 0.785 1.57 3.14
200 0.0818 £.409 0.818 | 1.636
386 £.0413 0.2065 | 0.413 | 0.826
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3.14°. Apparently the observer was not able 1o fully integrate over the entire bar length as evi-
denced by the higher SNR py required. For an isolated bar, the observer was able to spatistly
integrate aver ai least an angle of 6° as was discussed previously., This marks at least one
difference between the detection of isolated bars and bar patterns.

The probability of bar pattern detection is plotted in Fig. H-12 vs SNR, for spatial fre-
quencies equal to 104, 200, 329, 396, 482, and 635 U/p.h. Bar length-to-width was 5:1 in sl
cases. The corresponding threshold SNR pp values are plotted in Fig, H-13. Again the fall off in
SNR 57 with increase in spatial frequency is noted. The effect of observer-to-display viewing
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distance is shown in Figs. H-14 and H-15. In Fig. H-14, the thresholds were measyred for view-
ing distances of 14", 28", and 56" from an 8" high display. As can be seen, low {requency pat-
terns are discerned, with the lowest SNR ; at the largest viewing distances while the higher spa-
tial frequencies are discerned with the lowest SNR ; at shorter viewing distances. In Fig. H-15,
we compare the thresholds measured with a viewing distance of 28" to that measured at an
optimur distance, /.e., the observer was permitted to choose the viewing distance at will duriag

the experiment.

D. RETINAL FLUCTUATION NOISE LIMITATIONS

Bath the MRT and MDT are measured under optimum laboratory conditions. In general,
the dynamic temperature range of the test patterns is small and the display gain {contrast} con-
trol can be set at a very high value. When viewing a real scene with a wide dynamic tempera-
ture range the ability to adjust display gain may become limited. In Case 1 of Fig. H-16, the
incremental luminance swing ALy is not far different from that of AL, The average display lume-
nance L., can be set at some low comfortabie level just high enough to prevent clipping the
scene blacks. If desired, both L, and G,, the display (or videa) gain can be increased to improve
the contrast of the dispiayed images but the exact values, so long as they are high enough is not
critical. In Case 2, we assume that the incremental luminance swing ALy required to imuge
large scene temperature swings has become so large that the observer must both increass L,
and decrease gain to stay within the display’s dynamic range.

1t is postulated that a retinal fluctuation noise exists due to pholoconversion of display
photons to sensor impulses within the observer’s retina. The effect of increasing display lumi-
nance is to increase the retinal ftuctuation noise and the decrease in gain decreases the incre-
mental signat AL, and therefore, AL, may become imperceptible because of the overall
decrease in signal-to-noise ratio,

A number of psychophysical experiments were performed to determine the effect of
display luminance on the detection of square images and the interaction of display luminance
with image detection and video gain. The resuit of one such experiment is shown in Fig. H-17.
As can be seen, an increase in display gain must accompany an increase in display luminance
when operating in the retinal fluctuation noise limited- vegion. - From--the experiments it was
found to be possible to estimate the individual contributions of the system and retinal fluctua-
tion noise to the total noise as shown in Fig. H-18.
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The conclusion drawn from the experimental program is that a retinal. fluctuation noise
exists, and the implication is that the MRT and MDT values obtained will not always be
achieved in imaging real scenes.

The SNR, equatlon mcludmg retinal fluctuation noise, will take the form (Ref H-2)

€L | Ry ((n./K,)[4T"1(4,/4,) G K Al
SNR, = « fN ' kK, 4, el 7 dﬁ Kd',; . (H-4)
3 Jetrd  Ar
“ 4T2 Ad G Ka“’m’;] IB(N) + 4T2 Ad e¢au]
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where the terms are as before except that

e is the quantum efficiency of the observer’s eye,
K, is the conversion constant {photons/lumen},
T is Tstop of the obhserver’s eye,
{4,/45  is the ratic of picture area on retina to that on the display,
G, is video gain,
K, is the phosphor conversion constant {lumens/ampere},
. is the average tuminious flux received from the display {lumens},
Ai is the incremental signal current {A), and
b is rms noise current due to scene background photons.

The ¢,, term above can be converted to current in the video channel by dividing by K, the
display conversion gain, It is therefore clear that we can refer the eve noise term to an equivaient
noise current in the video channel. When the perceived SNR is sensory system noise limited,
Eq. (-4} reduces to

€T,

&

" R, AN) Ad

N BWIR (H-5)

SNR, =

which is seen to be independent of operator-to-display viewing distance {except to the extent
that the eye MTF effects are included in R, {N)}.

When the SNR is primarily retinal fluctuation noise limited, Eq. (H-5) becomes
T | RN [ K )27 HEFLID)AG,
« N (ed o'

where F,/D, = (A,/Ad)"? where F, is the air equivalent focal length of the eye and D, is the
display viewing distance. As can be seen, the SNR, is now inversely proportional to viewing
distance.

{H-6)

3

SNR, =
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In addition to retinal fluctuation noise, there are generally other image defects which may
cause the MRT to be higher than predicted. Some causes are unbalance between adjacent detec-
tor channels due to either image cell detectivity differences or preamp channel gain variations,
and extraneous noise such as switching transients resulting from the sampling processes.
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Appendix 1
OBSERVER RESOLUTION REQUIREMENTS

F. A. Rosell
A. INTRODUCTION

In this appendix, it is shown that the equivalent bar pattern approach which has seen long
use in predicting the range at which scene objects can be visually discriminated on a sensor’s
display has restricted validity. It was formerly assumed that the number of resolution lines
required per minimum object discussion was relatively a constant for a given object. More
recently it has been found that the number is variable with signal level and that the variability
is considerable. It is also shown that the resolution required can be a strong function of scene
object viewing aspect angle.

B. HISTORICAL APPROACHES

One of the earliest attempis to functionally relate threshold resolution with the visual
discrimination of images of real scenes is attributed to John Johnson (Ref. 6.1). The levels of
visual discrimination were arbiirarily divided into four categories: detection, orientation, recog-
nition, and identification, with detection being the lowest and identification being the highest
discrimination level. The basic experimental scheme was to move a real scene object such as a
vehicle out in range until it could be just barely discerned on a sensor’s display at a given
discrimination level. Then the real scene object was replaced by a bar pattern of contrast simi-
lar to that of the scene object. The number of bars in the pattern per minimum object dimen-
sion was then increased until the bars could just barely be individually resolved. In this way the
detectability, recognizability, etc. of the scene obiect can presumably be correlated with the
sensor’s threshold bar pattern resolution. The basic idea makes sense—the better the sensor’s
resolution, the higher the level of visual discrimination should be.

In addition to sufficient resolution, Johnson noted that image SNR had to be sufﬁcxent but
the definition of image SNR was not clear.

By use of the methods of Chapters IV and V, image SNR values can be defined for bar
patterns and other simple geometric shapes. By 1970, it appeared appropriate to test the John-
son criteria further by using improved image SNR concepts. For analysis purposes, an
equivalent bar pattern was defined. This bar pattern concept is essentiaily the same as proposed
by Johnson except that the bar lengths are made equal to the length of the scene object
whereas in the Johnson criteria the lengths are unspecified. The justification for this approach
is that many objects will be more easily detected, recognized, or identified when viewed broad-
side as opposed to head-on, and this notion can be quantitatively noted by including the max-
imum object dimension in the image SNR definition. The Navy, as will be discussed, has used
a pixel approach in an attempt to realize the same objective. To test the Johnson concept by
using the equivalent bar pattern, images of four different vehicles were televised against a uni-
form background. Additive white noise was added to the displayed image and background to
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vary the SNR. The probabilities of correct recognition were measured as the type of vehicle
and the image SNR, was randomly varied. The result is shown in Fig. I-1. The SNR for the
real object was calculated on the basis of the peak-to-peak signal excursion within the vehicle
outling, the area of a bar of width equal to 1/8 the object’s minimum dimension, of length
equal to the object’s longest dimension, and the rms noise. The vehicles were then replaced by
a bar pattern of the appropriate spatial frequency for recognition, and the probability of discern-
ing the bar pattern was determined and piotted in Fig. I-2. The results appear to confirm the
Johnson hypothesis. However, when the same vehicles were imaged against a more complex
background {though not so complex as to obscure the vehicle outline), the SNR p needed at a
given probability and, the spread in the data increased as shown in Fig. I-3. The increase in
SNRp required could alternatively be treated as a need for an increase in resoiution. Note also,
that it is difficult to define the signal excursion and average contrast for reat scene objects.
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Fig. I-1 — Probability of recognition vs SNR; for 2 O 1ank,
$ radar haif track, O van track, and @ derrick bulldozer.
Background was uniform.

In the concepts discussed above, resolution is not defined by the number of scan lines or
detectors but rather, by the threshold resolution as defined by an MRT curve. For an ideat sen-
sor, which is defined as one with a unity MTF, the SNR ; can be written as

1/2
T, ¢ 1 Ai
NI {I-1)

where the terms are as defined in Chapter IV and [, is the rms noise.

SNRB =

Two SNR p curves for an ideal sensor are plotted in Fig. I-4. Also shown is the observer’s
threshold SNR 5 which is very nearly a constant at optimum viewing distance. The intersec-
tion of the SNR, and SNR 7 curves gives the threshold resolution for the sensor aided
observer. Note that doubling the SNR ;, by increasing the incremental signal current from level
1 to level 2, doubles the threshold resolution from N, to N,
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The work of Johnson and the previously described work of Rosell did not broadly range
over the methods of limiting image quality, e, aperture effects {MTF limitations) versus noise
limitations. Discrepancies were nated between crisp image guality of broadcast images aperiure
limited to 340 TV lines per piciure height, and the poor image quality limited to 340 TV lines
per picture height by noise in low-light-ievel imagery.

In an effort to understand the difference in image gquality, when both images yielded the
identical values of limiting resolution, ©'Neill and Rosell in independent experiments, showed
that neither approach is vaiid Refs {6-4 and 6-5)}. EHven further, it was shown that the original
Iohnson criteria and the equivalent bar pattern approaches are also untenable because the
number of lines required per minimum ohiect dimensions is a variable depending on some
function of the video signal-to-noise ratio. This result should have been forseen. Iis reason-
ablenessg can be inferred from the following simple illustration. The maximum resolution of a
standard television broadcast camera is bandwidth or aperture limited, to approximately 340
lines per picture height. Picture quality can be very hign indeed, with good gray shade rendi-
tion, and the picture may be near noise-free. Caontrast this with the piciure obtainable from a
low-light-level television sensor which is irradiance level limited to 340 lines per picture height.
The picture observed is very noisy, and only a few shades of gray can be differentiated.
Ciearly, the picture obtained from the aperture limited broadcast camera is substantially supe-
riot to that obtained from the noise limited LLLTV sensor. Thus, the thresheold resolution
abservable is nol necessarily a reliable guide to a sensory systems performance.

Raosell’s cxperiments were conducted to determine the resolution required to identify
televised human faces under two extremes, the case where scene light level is more than
adequate as in sunlight and where the scene light level is very low as at night. Under high light
level conditions the sensor reselution is primarily aperture respense limited while under low
light leve! conditions the sensor resolution was primarily noise limited. It was found that when
the resolution was primarily aperture response limited, 5.8 lines per face width were needed for
a 50% probability of correct identification while when the resolution was primarily noise limited
12.4 Ynes were required for the same probability. About 1.8 to 2.0 times more resolution,
measured in the threshold sense was required for 100% identification probability in both cases
ie., aboul 11 lines per face widih in the aperture limited case and 23 lines per face width in the
noise limited case.

O'Neili performed extensive experiments by using televised ship silhougtie images. The
televised tmages were photographed and later sorted according to the level of visual discrimina-
tion each photograph provided. Seven discrimination tasks are defined as shown in Table {-f.
In Naval Air Development Center models, pixels are used to describe resolution requirements.
The number of pixels required to perform a given task is found by creating two eguivalent bac
patterns; one with horizontal and the other with vertical bars. The product of horizontal and
vertical resclutions represents the number of pixels. For exampile, if 3-foot resolution is
needed to achieve a given level of discrimination and the ship is 3§ x 300 feet in size, the
number of pixels is 10 x 100 or 1,000. However, pixels are converted to equivalent bar pattern
resolution at the ship for discussion purposes.

To continue, O'Neill's results were evaluated in terms of the resolution required in the

vertical or ship height direction with the results shown in Table 1-1. The ship was 46 £t high
and 520 ft long. The data in Table I-1 are the results obtained when the light level was very
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Table I-1 — Resolution Required for the Various Levels of Ship Classification

Pixels Resolution No. of Lines
Discrimination Task . at Ship per Ship
Required (height)
' (feet) {(meters)
0 Detect object on horizon sky 36 [25.78) 7.86 1.78
1 Recognize as vessel 100 [ 1547 4.72 2.97
2 Recognize ship structure 500 | 69 | 210 6.65
3 Recognize ship type 1,000 | 4.89] 149 9.4
4 Classify king posts 2,000 | 346 1.05 13.3
5 Discern radar detail 4300 | 236 0.72 19.5
6 Detect 40 mm gun barrel 12,000 | 141} 043 326
)

high so thal the sensor was primarily aperture response rather than noise limited. For initial
analytical purposes, it is assumed that the resolution required by the observer at the ship is a
constant independent of light level. (O’Neill provides data showing the range at which the
observer visually discriminated the targets at various light levels which we can use to calculate
the angular subtense of the assumed required resolution. Then, knowing the camera field of
view (2.1° in the vertical}, we can calculate the apparent TV camera angular resolution as the
ratio of the resolution required {(from Table I-1) for any given visual discrimination-level to the
threshold detection range which is shown in Table I-2. Also shown are the spatial frequencies
corresponding to a bar pattern with bar of angular extent equal to the apparent angular resolu-
tion. We plot these spatial frequencies on Fig. I-7 along with the threshold TV camera resolu-
tion measured using bar patterns. As can be seen the apparent resolution is much less than the
threshold camera resolution at the lower light levels. It should be noted that the TV camera
had to be quite highly aperture corrected in order to achieve the measured curve shown. It is
possible that aperture correction is not very effective in improving the visual discrimination of
real scene objects (as opposed to bar patterns). In Fig. [-8, we plot the ratio of apparent to
measured threshold resolution.

In the above discussion it was assumed that the resolution required for a given visual
discrimination level is a constant independent of light level which leads to the conclusion that
the apparent resolution is less than measured. Alternatively it could be assumed that more
lines are required per ship height at the 50% probability level to discriminate an object at low’
light level (noise limited) conditions.

As the level of visual discrimination increases at a given light level, the resolution meas-
ured in feet or meters at the scene object must decrease as can be seen from column 2 of Table
[-2. Observe that at 107° ft.c, the apparent angular resolution corresponding to the assumed
resolution required divided by the range, is approximaiely the same for all the discrimination
levels. As the light level increases to 3 x 1076 ft.c, the apparent angular resolution required for
any given discrimination level decreases but again, the apparent angular resolution required is
approximately a constant independent of the discrimination level. This same result is observed
as the light level increases to 10 ft c. In Fig. I-9, the apparent angular resolution required is
plotted as a function of the visual discrimination levels to emphasize these results.
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Tabie -2 — Apparent Threshold TV Resolution ys Visual Discrimination
Level at Various Photosurface Light Levels

L 2. 3 4 s
Visual Assuraed”  ppreqnolg Apparent
- oripinati Resolution Angulay ~ Apparent TV
Discrimination ) Range ; Resolation
Level at Ship {km) Resolution _
{meters) (urad) (Lines/

Picture height)

Photosurface IMluminance = 10-6 ft.candles

0 7.86 45.0 175 197
H 471 235 201 172
2 2.10 14.0 151 229
2 1.45 6.3 219 157

Avg= 189

Photosutface filuminance = 3 X 1076 fi-candles

0 7.86 78.0 160 342
i 4.72 44.0 107 322
2 2.10 26.5 20 433
3 1.49 20.0 15 462
4 1.85 8.2 128 269
5 0.71 54 132 262
6 0.43 3.0 143 241

Avg=333

Photosurface Dluminance = 1073 ft-candles

{ 7.86 120.0 63.5 526
1 472 68.0 683 498
2 2.10 3.0 3.9 539
3 1.49 20.0 4.5 463
4 1.05 13.0 80.7 423
5 0.71 o4 75.7 455
6 0.43 5.6 76.7 449

Avg =479

TFram Table 1-1
"% times column 2 diviged by cotumn 3

244




RATIO OF APPARENT TO MEASURED

ANGULAR RESOLUTION REQUIRED

NRL REPORT 8311

PHOTOSURFACE ILLUMINANCE (ft-c, 2854 K}
Fig. -7 — Threshold resolution vs photosurface illuminance. (—) measured using bar patterns
and (---) inferred from real object discrimination measurements assuming a reselution require-
ment which is independent of light level
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The tentative conclusion is that as the signal levels decrease, the number of lines requirad
per minimum object dimension to perform a specified visual discrimination task must increase
but the relative increase is nearly the same for all the discrimination levels.

A third set of data i{s shown in Fig. I-10 which represenis data measured at the Night
Vision Laboratory by R. Flaherty which again shows that the number of resolvable lines per tar-
get height required to recognize a real scene object increases with deereasing light tevel. The
recognition task in this experiment consisted of discriminating front and side views of a lank,
an APC, and a truck {9 signatures in all).

The above data conclusively show that an equivalent bar pattern approach cannot emplay
a fixed line number criterion for any given level of visual discrimination but will vary depend-
ing on the degree to which the sensor’s resolution is noise or aperture response limited.

To make use of the O'Neill data, the broad area video SNR ;, was estimated by using the
relation

S4E, e e,
[2eSAE,, Af.je, €112
where for the case under consideration S is the photosurface response to 2854K light, A is the

effective photasurface area, E, is the highlight and E,, is the average photosurface irradiance, g8, is
the scan-efficiency, e is the charge of an electron, and Af, is the video bandwidth defined by.

{1-2)

SNRVQ =

N N
Af,= ey (-3
2 [f N eveh
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Fig. I-10 — Lines required per object height for 50% probability
of correct object recognition vs scene luminance level

LINES REQUIRED PER OBJECT HEIGHT FOR £0%
PROBABILITY OF CORRECT OBJECT RECOGNITION

where « is the picture aspect ratio (H/ V'), N, is the noise equivalent bandwidth, N, is the number of
active scan lines, and (; is the frame time. In the above, we have assumed that the sensor is pho-
toelectron noise limited. The ratio of apparent to measured angular resolution is plotted vs the
SNR ;¢ calculated using Eqs. (I-2) and (I-3) and the available data in Fig. I-1. It can be seen
that with broad area video signal-to-noise ratios below about 3 to 5, substantial increases in the
number of lines per minimum scene object dimension may be required for any visual discrimi-
nation task.

It is seen that the equivalent bar pattern approach as used in the past is not valid, How-
ever there is no proven alternative at present. One possible near term solution is to adjust the
number of lines required per minimum object dimension at the 50% probability level on the
basis of the broad area SNR in accord with the curve of Fig. I-11. It should be emphasized that
the curve of Fig. I-11 is based on very little data derived from an experiment which was not
specifically designed to determine a correlation between video SNR and resolution criteria.
However, it is believed that the curve is of the correct form if not of precise values. A method
of using the data will be developed and discussed in Chapter 6 including methods of estimating
higher levels of probability. '

C. SCENE OBJECT VIEWING ASPECT VS RESOLUTION REQUIRED

The results of an NVL aspect angle experiment are partially shown in Figs. I-12 through
[-15. These experiments were performed using scale models viewed through an image
intensifier. The resolution of the intensifier was varied through light level control and was
measured by viewing a repetitive square wave pattern of 7:1 aspect and contrast equal to that of
the object to be recognized or identified. The resolution was set to zero at the beginning of
each set of trials and increased until the object was correctly recognized at the 80% probability
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level. As noted in the previous section, the number of lines needed per minimum object
dimension may be light level dependent but this aspect of the problem was nat investigated in
the experiment.
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Fig. 1-11 — Ratiz of effective to measured anguiac resohution re-
quired 1o visually discriminate the ship silhouette as a function of the
broad area video SNR
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Fig. I-12 — Number of lines on half eycies per mintmum dimension required for
recoguition and identification of a tank as a function of viewing aspect angle
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Fig. [-13 — Number of lines or half cycles per minimum dimension required for
recognition and identification of a MIG 21 as a function of viewing aspect angle
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Fig. I-14 — Number of lines on half cycles required the minimum dimension
required for recognition and identification of an aircraft carrier as a function of
viewing aspect angle

249




APPENDIX [

DESTROYER

90°

Fig. 1-15 — Number of lines on half cycles required per minimum dimension
reguired for recognition and identificationof adestrover as a function of viewing

aspect angle

Table I-3 — Number of Lines or Half Cycles Required per

Minimum Object Dimension for Recognition -~
T T Lme«; or. o
Object L:;}gth-to-w.i dthf  Half C___}f_clesf_ Mm{mump

pect Ratio Object Dimension
Battleship 16/1 5.6
Destroyer 1271 9.0
Aircraft Carrler 15/1 2.0
P.T. Boat 12/1 6.0
Passenger Ship 12/1 6.0
Fighter 6/1 6.0
Jet Transport 91 5.0
Tank 2i1 7.0
Armoared Personnel Carrier 2/t 1.0
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As can be seen in Fig. I-12, the number of lines needed for recognition of a tank is about
7 in the side aspect and 8 head-on while identification requires about 13 on the side and 20
head-on. The resuits for the MIG 21 are similar to the aircraft carrier except for nose on
recognition. The destroyer is characterized by a generally greater discrimination difficulty. In
Table 1-3, the resolution required for side aspect recognition, as measured in the same manner .
as for the above results, is given.

No single, unique number can be associated with any given level of visual discrimination.
The analyst must therefore exercise judgment. It is clear that generally higher levels of visual
discrimination will require generally higher levels of sensor resolution but that overlap in reso-
lution requirement between levels will exist, For example 21 lines are required to recognize a
destroyer in the frontal aspect while only 8 lines are needed to identify an aircraft carrier in the
beam aspect.
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