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A STUDY OF CHANNEL-ACCESS SCHEMES FOR
INTEGRATED VOICE/DATA RADIO NETWORKS

1. INTRODUCTION

Channel-access methods for integrated voice/data radio networks should reflect the different
requirements on delay and error rate that are associated with voice and data traffic, as well as the
impact each type of traffic has on the other. A variety of approaches are available for channel access
in data networks. Depending on the nature of the traffic, either contention-based or contention-free
schemes or their hybrids can be used. Many comparative discussions of channel-access protocols are
found in the literature (e.g., Refs. 1 and 2) and we do not discuss their merits here. However, the
problem of channel access in integrated radio networks has not received much attention.

In this report we introduce and analyze a family of new protocols for integrated voice/data
communication that are primarily well suited to satellite networks or to high-rate terrestrial wireless
networks. These protocols are modifications of the Interleaved-Frame Flush Out (IFFO) protocols for
data traffic, which were introduced by Wieselthier and Ephremides [3, 4] a decade ago. After a brief
discussion of the major issues associated with channel access in integrated radio networks, we review
the IFFO protocols and the mathematical model used to describe them. These protocols are
characterized by a frame length that adapts to bursty channel traffic, resulting in very high efficiency.

We then consider variations of the IFFO protocols (still considering only data traffic) in which
the frame length is kept constant. These are known as the Interleaved-Frame Fixed-Length (IFFL)
and Non-Interleaved-Frame Fixed-Length (NIFFL) schemes. The property of constant frame length is
desirable for voice traffic, which is generally characterized by the need for near-real-time delivery
but, more importantly, for constant delay. By using this framework, we then extend the NIFFL
share the channel between voice and data traffic; the new protocols are called the Voice/Data NIFFL
(VD-NIFFL) protocols.

Markov chain models have been constructed for these protocols. An exact analysis of one
version of VD-NIFFL is presented that uses a pure reservation scheme for data traffic. We exploit
special features of the system to reduce complexity, thereby making numerical solution possible.
Analytical models are developed for the evaluation of data-packet delay under both fixed- and
movable-boundary versions of VD-NIFFL, as well as for the fraction of voice calls that are blocked.
Extensive performance results are presented.

2. BOUNDARY SCHEMES FOR VOICE/DATA MULTIPLEXING

The goal of voice/data integration is to share network resources efficiently between these two
classes of traffic while satisfying the performance requirements of both. Voice traffic is characterized
by the need for delivery as a continuous stream in near-real time. More importantly, the delay must

Manuscript approved”Augusl 20, 1991,



WIESELTHIER AND EPHREMIDES

be nearly constant throughout the duration of each talkspurt. It is assumed that buffering of voice is
not permitted.* Calls are blocked if channel resources are not immediately available; acceptance of a2
voice call requires a continuous commitment of channel resources (e.g., a time slot in every frame or
a fixed portion of the bandwidth for frequency division systems} for the entire duration of the call. In
contrast, data packets are characterized by a need for very low packet-error probability but do not
require real-time delivery. Delay requirements for data depend on the narure of the traffic and may

be different for different classes of traffic in the network. Buffering of data packets is permitted.

The need to support the requirements of voice traffic results in the need for contention-free
channel access once a call has been set up. Reservation schemes, which can maintain throughput
levels near channel capacity, are the logical choice for voice calls. Many reservation schemes are
proposed in the literature; most of them are modifications of the demand-assighment scheme
originally proposed by Roberts [5].

Movable-Boundary Schemes

Most studies of voice/data integration have addressed this problem from the perspective of
multiplexing at a single node. Our discussion focuses on the “*movable-boundary’’ scheme, which has
emerged as the prime hybrid system of integrated switching (see e.g., Ref, 6). As we demonstrate in
this report, it is straightforward to extend the boundary concept from the realm of multiplexing to that
of channel access.

The boundary scheme is based on a time-division multiple-access (TDMA) frame structure
(Fig. 1). The fixed-length TDMA frame is partitioned into two compariments; voice is circuit-
switched in one and data is packet-switched in the other, The boundary between the two
compartments can be either fixed or movable. Under the fixed-boundary scheme, each commodity
{voice or data) remains confined to its alfocated compartment at all times. Data traffic can be
transmitted only in those slots that are a priori allocated to data, and simiiarly voice traffic is
restricted to those slots that are allocated to voice. Under this scheme, we may have the undesirabie
situation in which slots in the voice compartment remain idle while data packets are required to
remain in queue. To alleviate this inefficiency, the movable-boundary scheme has been proposed. in
this scheme data traffic is allowed to use any idle slots of the voice compartment, resulting in higher
bandwidih utilization; however, voice traffic is not allowed to use unused data slots.

Frame k Frame k+1 Frame k+2
Boundary Boundary Boundary

I{Lmihntluuj_ﬂiudgi;u;titi! _
: Time

Voice Data Voice Data

Fig. 1 — Movable-boundary channet

The acceptance of a voice call by the communication system implies a long-term commitment of
a channel (in this case a periodically recurring TDMA siot) to support the call for its entire duration.

T ¢ ponarally accumad that a vnire rall connar e indorscstad Anea it g aocionmesd o shaneal Tliata
23 k2 SWACAELILY AOCUITAAL UIGL d YU Wwidl WOdUvL U uu.\dluyu.’u v It iD EDD}E&!&M A SWwlMRLIWwis i

traffic requires only a short-term commitment, i.c., one packet at a time.T Since each data packet

*Even if voice buffering is permitted, the requirements for contituity and constant delay do not change.
tAlthough data messages can consist of tore than one packet. each packet of a muitipacker message can be treated separately by the

petwork since there is no need for aniformisy of delay.
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occupies only one slot at a time, data traffic does not interfere with voice traffic, even under the
movable-boundary scheme. The voice slot that was borrowed for data reverts to its original status as
a voice slot immediately when needed for this purpose. In contrast, if a voice call were permitted to
use a slot from the data compartment, this slot would be unavailable to data traffic for the entire
duration of the calli.

Movable-boundary schemes invite the use of dynamic optimization techniques that adapt to
channel traffic. Based on traffic, the position of the boundary can be chosen to optimize system
performance. However, in this report we limit our discussion of optimization to the simpler case in
which a static or open-loop control is implemented.

Channel Access Considerations

Clearly, similarities exist between the channel-access problem and the multiplexing problem.
However, there are also some important differences. In the multiplexing problem the goal is the
optimal sharing of a contention-free channel that has already been established between the source and
destination. A single node makes the decisions of which voice and data streams to multiplex into a
single waveformn. The link throughput can be maintained at its maximum value as long as the node
has something to transmit over it. For example, some studies of multiplexing schemes have taken
advantage of the silent periods that are inherently a part of voice traffic by permitting data traffic to
use such gaps (see e.g., Ref. 7).

In the channel-access problem, the goal is the optimal use of a channel by a distributed
population of users who can interfere with each other’s transmissions. The channel-access problem is
considerably more complicated than the multiplexing problem because not all transmissions are
successful and because distributed operation is often necessary to obtain robust and efficient
performance. Although it would be straightforward for any particular node to use the silent periods
in its own voice stream for data transmission, it would be difficult to share these time slots with
another node because of the randomness in the voice process and because of the delay involved in
sensing speech gaps at another node, particularly when the propagation delay is large. Thus we do
not consider the possible exploitation of silent periods in this report.

3. EARLIER STUDIES OF CHANNEL ACCESS IN INTEGRATED NETWORKS

The problem of channel access in integrated radio networks has not received much attention in
the literature. Recently, Suda et al. [8] and Wu and Li [9] studied protocols for access to satellite
channels. These schemes are characterized by a fixed-length frame structure that contains reservation
channels and information channels (some of which are allocated for voice and the remainder for data).
Voice is handled on a reservation basis in both of these studies. Once a reservation for a voice call is
made successfully, one slot per frame is allocated to the call until its completion. There are a number

of differences in the two models, however, particularly in the channel-access mechanism for data.

Nevertheless, these schemes bear a strong similarity to the ideas developed in Ref. 3 for the IFFO

protocols, whlch inspired the introduction of the new protocols that form the main contribution of this
report.

It is also worthwhile to mention Soroushnejad and Geraniotis’s studies of a movabie-boundary
scheme that exploits code-division multiple-access (CDMA) techniques [10 and 11]. However, we do
not consider CDMA approaches in this report.
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4. TFFG PROTOCOLS FOR DATA-ONLY OPERATION

In this section we describe the communication system for data-only operation. We present
first-order Markov chain models to characterize the IFFO protocols, and we describe the procedure
used to obtain equilibrium performance results. It is then straightforward to extend the model io
integrated networks, which are discussed inn Section 7. 'We consider A ground-based users {terminals)
that communicate among themselves via a transponder that broadcasts all messages it receives to ail
members of the user population.

Data traffic consists of fixed-length packets, each of which requires ome time “‘slot’” for
transmission. We define R to be the round-trip propagation delay, measured in terms of slot dura-
itons. Let us first consider the case of a geosynchronous (siationary) saieiiite, for which the round-
trip propagation delay is approximately 0.27 second; e.g., for a data rate of 58,000 bits/s and a
packet length of 1125 bits, we get a value of R = 12 (this is the value that was used in Ref. 3).
Because currently available data rates can be up to three orders of magnitude greater, the study of
considerabiy larger values of R and/or packet length is also now appropriate. For example, for a data
rate of 5 Mbits/s and the same packet length, we now have R = 1200 for geosynchronous satetlites.
In fact, we may have R >> 1 even in terrestrial systems. PFor example, a communication range of
100 km results in a one-way propagation delay of 0.333 ms, and hence a round-trip propagation delay
aof 0.667 ms. For a data rate of 50 Mbits/s and a packet length of 5000 bits (hence 10,000 packets
per second), we get R = 15, (However, it will be necessary to incorporate guard titmes to maintain
constant delay throughout the network by compensating for different propagation path lengths.) In
this report, we concentrate primarily on the case of R > 1, and we present performance results for
three values of R, namely 6, 12, and i20. In Section 12 we address the case of R < 1, which is
more representative of many terrestrial military applications. Such systems are generally character-
ized by low data rates (e.g., 2400 b/s), and thus typicaily require packet durations of tens to hundreds
of ms.

It is assumed that each user has an infinite buffer in which to store the arriving packets, which
are assumed to form a Bernoulli process with rate X in every slot. The total arrival rate is, therefore,
MM packets per slot, which is equal to the throughput rate under stable operation since no packets are
rejected. >

Markov Chain Medel for the IFFO Protocols

The basic structure for the IFFO protocols (Fig. 2) is a reservation structure in which the
snemmmnmesiad alots Anr da 11aad fran froavtomeiofioanm AR 0 frietsssdises laoss Tha firar clat ~f aanh framao
LELIL OS] VU OIULD WAl U USLAT U $I&adiS123i00411 1M1 O SALLULEILINFIL LAQLD. LIl LIL0e OiIWe Al &Evii Izikiilivy
which consists of M “minislots’” that are exclusively allocated to the M terminals in (contention-free)
TDMA fashion, is known as the status slof. It is used by each of the terminals to reserve a

transmission slot for each of the packets that were generated in the previous frame.*

It is assumed that all reservation minipackets are received successfully by all terminats following
the round-trip propagation detay of R stois. We define:

R, = total number of reserved stots in frame &;
N; = total number of contention (unreserved) slofs in frame k;

Ly = total length (in slots) of frame £.

*Clearly, the number of terminals that can be accommodated by this protocel is limited by the number of minislots that can be established in
on¢ siot duration. These minipackets could be gquite short because the only information they would have to deliver is the number of packets
that arrived af the terminal during tie previous frame. Alernatively, we may view the system as one with a large number of users but &
retatively srnall number of concentrators, each of which forwards the reservations and packets of several users.

4
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EXPANDED VIEW OF STATUS SLOT SHOWING
DIVISION INTO M TDMA MINISLOTS

I( Ly = R SLOTS = FRAME LENGTH
= PROPAGATION DELAY

[ [T T[T ]]]

STATUS{ R, RESERVED |N, CONTENTION SLOTS
SLoT SLOTS

CASE 1: WITH CONTENTION SLOTS, i.e., Ry <R-2

ja— L, = R, +1SLOTS = FRAME LENGTH

I T il edT

STATUS
5L0T R, RESERVED SLOTS

CASE 2: WITH NO CONTENTION SLOTS, i.e., R, =R-1

Fig. 2 — Frame structure for IFFO protocols

Thus the status slot is followed by R, reserved slots. It is required that each frame have a length of
at least R slots to ensure that the reservation information generated at the beginning of the frame is
received before the end of the first slot of the next frame. If R, < R — 1, the remaining N;
= R -~ 1 — R, slots in the frame are used for transmission on a contention basis, as in the slotted-
ALOHA protocol [1, 2, and 12]. If R, > R — 1, additional slots are added to accommodate all of
the reservations. Therefore,

N, = max(R — 1 — Ry, 0), (1)
and

Ly =max(R, + 1, R) =1+ R, + N, (2)

Since the frame length expands to accommodate all packets for which reservations have been

raratusd and cinea thara 1c nne celat nf Avarhasd nar frame reaoardlace nf frama loanath  thran
Ly oaa, LT LR HE als pres LGOS W

QiU Jllive diviv 13 T L Liadliv e h“'dt

o rallfad
LIQLING Iwiiguil, BILLUUELLLY

rates arbitrarily close to one packet per slot can be realized. However, packet delay increases rapidly
as throughput approaches one.

The quantity of interest that needs to be tracked is R, which evolves as a first-order Markov
chain. Reference 3 provides a complete discussion of the dynamics. Here we summarize the
derivation and show the resulting transition probabilities.

Figure 3 illustrates the operation of the IFFO protocols. Each packet arriving in frame k is
known as a k-packet. Reservation minipackets for all k-packets are transmitted in the first slot of
frame k + 1. Although reservations are transmitted for all k-packets, some of these reservations may
not be needed because of the possibility of successful transmission in contention slots. It is easy to
cancel the unneeded reservations because knowledge of the outcome of all contention transmissions in
frame & will be available to all users no later than the beginning of frame k + 2.

Lh
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P e LG § BX-&Z - Ak _ Sk
S, SUCCESSFUL & RESERVED SLOTS
CONTENTION @ INFRAMEK +2
TRANSMISSIONS g \

l._
A ——
By My By s Ny 41 Reagz Nesz
w"-—.__r'
Ay ARRIVALS IN FRAME k FRAME k + 1 FRAMEk + 2

Fig. 3 — Operation of the IFFO protocols, showing
transmission procedure for frame-k arvivals

By observing the ‘*downlink”® channel traffic, the terminals can count the number of packets
successfully transmitted by each terminal in the contention slots of frame k. Knowiedge of this
information {(which is possessed by all terminals because of the broadcast nature of the channel, and
which arrives before the corresponding reservation mindpackets) can then be used to cancel unneeded
reservations. No central controller is needed. We only need an agreed-upon protocol for scheduling
fransmissions, given that each user knows the communication needs of every other user. As long as
every terminal knows the allocation rule being followed, the protocol will be uniquely defined.* Let

A, = total number of packet arrivals in frame &k, summed over all terminals;
S, = number of successful contention transmissions in frame k.

Then,
Reia = A4 — & | 3)
Note that Ry, ;. is totally independent of 4; ,{, Ly 4y, and Ry 4. It depends only on R, and on
what happens during frame k. Thus we cap split the process {R;] into two interleaved Markov
chains, which are denoted {R,;] and {Ry;,(}. The reserved slot process in even-numbered frames is
independent of the reserved slot process in odd-numbered frames. These processes have identical
statistics and can be analyzed separately.

IFFO Pretocol Versions

There are several versions of the IFFO protocols, each of which is characterized by a different
transmission procedure in the unreserved slots:

1. Pure Reservation IFFQ (PR-IFFO). The unreserved slots are not used for contention; they
simply remain idle and wasted. All packets that arrive in frame k are transmitted in the

reserved slots of frame &k + 2.

2. Fixed Comtention IFFO (F-IFFO). The transmission policy depends on the slot number in
which packets arrive.

e A packet arriving in slot a1, for n € (R + 1, R — 1), will be transmitted inslotm + i,
i.e., in each contention slot, each terminal will transmit the packet that may have

*Aliernatively, an intelligent sateilite or central controfler condd process the reservations snd recognize successful contention transmissions,
and then broadeast a transmission schedule to the users during the status slot instead of simply repeating the reservations. Doing so would
eliminate the possibility of collisions that may resuit from inconsistencies in the database of reservations, which may be caused by errors on

the downlink,
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arrived in the previous slot. Each colliding packet will be retransmitted in a reserved
slot in frame k& + 2.

e All packets arriving during the first R; slots of frame % will not be allowed to contend
because of the high risk of collision, and will be assigned reserved slots for transmission
during frame & + 2.

e All packets arriving during siot R (i.e., the last slot in the frame) will be assigned
reserved slots in frame & + 2.

3. Controlled Contention IFFO (C-IFF(O): In this version, the transmission procedure is
state-dependent. In each contention slot of frame k, a nonempty terminal transmits a
packet with a probability that is a function of the number of packets present at that
terminal, the slot number, and R,. This transmission probability, which depends only on
local information and thus permits totally distributed operation, is chosen to maximize
throughput. References 3 and 4 provide a complete description and approximate analysis
of this protocol, including a discussion of optimization issues.

It is apparent from their definitions that F-IFFO and C-IFFO provide better performance than
PR-IFFO, since the hybrid schemes use slots that would have otherwise been left idle for transmission
on a contention basis. Performance results [3, 4] demonstrate that the improvement is substantial at
low to moderate throughput rates. However, at high throughput rates few packets are able to take
advantage of the contention mode of operation, and PR-IFFO provides a close upper bound on
expected delay that can be achievable under the hybrid schemes. This upper bound becomes increas-
ingly tight as throughput increases. It is also significant to note that the performance of F-IFFO,
which uses a very simple transmission policy in contention slots, performs almost as well as a version
of C-IFFO, under which the transmission probabilities have been optimized. References 3 and 4 also
show and that F-IFFO performs better than several other hybrid protocols over a wide range of
throughput rates.

Although improved performance can be expected under the hybrid versions of the new schemes
for integrated voice/data operation as well, we limit our discussion in the body of this report pri-
marily to the pure-reservation versions of the new schemes. This permits us to emphasize those
features of the analysis that relate to integrated voice/data operation, without introducing the addi-
tional complexity associated with the hybrid schemes. In Appendix A we discuss the fixed-contention
versions of IFFQ and the new schemes.

Transition Probability Matrix for PR-IFFO

For PR-IFFO, since R; ., = A, * it is easy to see that the elements of the transition probability

matrix for R, can be written ast
[“ﬁRj Ml — MR-, 0<i=R-~-1

A P = 7 =j) = + MG+1—
. R R- —_— .
P = r( k+2 Jl k i) [M(l . 1)] )\f(l - )\) +D j, i ( )

IA

=R -1

Here we assume symmetric traffic, i.e., each user generates a data packet with probability X in every
slot. A similar expression for F-IFFO is provided in Appendix A.

*Recall that the data users are assumed to have infinite buffers; thus all arrivals are accepted into the system,
tComputational issues associated with the evaluation of these quantities are discussed in Appendix B.
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Obtaining Equilibrium Results for IFFO Protocols

The equilibrium probability mass function (pmf) for the number of reserved slots per frame R

is needed to evaluate the expected time spent in the system per packet. References 4 and 13 provide
expressions for expected packet delay.

An equilibrium praf for R, does, in fact, exist under the IFFO protocols, as long as the input
rate is iess than one packet per slot. In this case, R;, which is irreducibie and aperiodic, is easily
shown to be ergodic by Foster's theorem {141

Note that the chain that describes R; has an unbounded (hence, infinite) number of states. To
obtain a numerical solution, we truncate the probability vector and transition probability matrix 1o
some finite dimension N. The value of N can be chosen sufficiently large that the effect of truncation
error i3 small.

Method Used to Determine the Equilibrium pmf w: The equilibrium pmf = (2 row vector) must
satisfy the matrix equation:

T = 7P, ~(5)

where P is the transition probability matrix with clements py; a Pr{R, ;2 = jIR, = i). Instead of
sotving the N equations in N unknowns, it is computationally preferable to use the iterative procedure
of relaxation, i.c.,

m = lim o(O)P" LY

n— o

where #{0) is an arbitrary initial pmf, and the iteration is stopped when there is suffictently small
change in each of the elements of w. Computational issses associated with this operation are

discussed in Appendix B. ational 15sues associated
5. INTERLEAVED-FRAME FIXED-LENGTH (IFFL) SCHEMES

The IFFO protocols are characterized by a frame length that adapts to channel traffic. This
adaptive feature guarantees that all k-packets are successfully transmitted not later than the end of
frame k& + 2; this is the flush-out feature of these schemes that, indeed, motivated them and that
results in very high throughput and excellent delay performance. In this section we comsider a
variation of these protocols under which the frame length is kept fixed at L; = L slots, where
L = R. In certain applications {e.g., voice/data integration) it is desirable to keep a constant frame
length, although doing so reduces the achievable throughput of the protocol.

We call these schemes the Interleaved-Frame Fixed-Length (IFFL) schemes. Operation is the
same as that of IFFO, except that when R, is greater than L, packets that cannot be accommodated in
the current frame are delayed until frame k + 2, as shown in Fig. 4, at which point they are again
subject to further delays if there is again a large backlog. The number of such *‘excess packets™ in
frame k is '

R, = maxi(R, — L + 1), 0}. D

Cin-:r}v these nrotocols vielata the flg

Flrltd & IpaNeSie RAINAILIAASID Y avadLe e =433

IFFO protocols. We consider PR-IFFL and F-IFFL versions of these schemes, whose definitions
follow from those given earlier for the IFFO schemes. System evolution is again characterized by the
first-order Markov chain R,. However, note that a slight reinterpretation of R, is needed. It was

~ont pondition  and therefore do not helone tn tha ~lace nf
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Fig. 4 — Operation of IFFL

previously defined as the number of reserved slots in frame k. Because the excess packets are
delayed until frame k + 2, R, must now be interpreted as the number of packets for which
reservations are needed at the beginning of frame & (including the excess packets, which have to be

e D LU 1.1 750 Ry
ucidycd). ve lldve

Riig = Ay — 8 + R (8)

where §; = 0 for PR-IFFL. By straightforward modification of the expressions for PR-IFFO, the
elements of the transition probability matrix for PR-IFFL can now be written as

[""f’} M (1 —NME=T 0O<i<L—1
py & PriRea=jlRe=0=19 r g O il -1 ML-(j~i+L-1) @
Lb‘"i%—l))‘ (1—X) , iz=zL-1,

where (':) = 0 for n < 0. Appendix A provides similar expressions for F-IFFL.

6. NON-INTERLEAVED-FRAME FIXED-LENGTH (NIFFL) SCHEMES

Under the IFFO and IFFL schemes, the system state in even-numbered frames is independent of
that in odd-numbered frames. Thus it is possible for the even-numberced slots to build up large back-
logs (high values of R;) while the odd-numbered slots are lightly loaded. Since the IFFO schemes
flush out all k-packets by the end of frame k + 2, no inefficiency arises from this behavior. How-
ever, under IFFL, when R, > L — 1, the R, excess packets will be postponed to frame & + 2. If
any unreserved slots are present in frame & +1, it would be advantageous to transmit some or all of
these excess packets in those slots; there is no need to postpone them until frame k +2 since reserva-
tions for them have already been received.

To address this situation we consider a variation of the IFFL protocols that we call the Non-
Interleaved-Frame Fixed-Length (NIFFL) protocols. We show that the PR-NIFFL version is again
characterized by an underlying first-order Markov chain, and thus can be evaluated by using
techniques similar to those used for the IFFO and IFFL schemes. However, the description of
F-NIFFL (the hybrid version, which uses the unreserved slots for contention transmission) requires a
second-order Markov chain. This makes performance evaluation considerably more difficult, as is
discussed in Appendix A. Figure 5 illustrates system evolution for the NIFFL protocols. We note
that R, ,, can be decomposed as follows:

Ris2 = R, + REL (10)



WIESELTHIER AND EPHREMIDES

sd

\ Rl

——{ sigtg—— | siots——‘:jets—"'
gk A - Sk

k? =

vn e Tm—i—iy

Fig. 5 — Operation of NIFFL

The quantity B{*], is the number of k-packets that are included in R, ,», i.e., all arrivals in frame &,
except those that were transmitted successfully in the contention siots of frame &. Thus we have

R, = 4 — 5. (11y

The quantity RESD is the contribution to Ry ., from the R, ., packets in queue at the beginning of

frame £ + 1, i.e., it is the number of excess packets that are carried over from frame ¥ + 1. Thus
we have

REH) = Riyy = max {tﬁm - @- a} . (12)
The Markov chain now is the pair (R, ., R,), and thus we need
— lﬁ 0. 77T — == n — 2 D . s — I
Pijmjm = Prifesy; =m, By =jifen =5 R =ik {13y

A brute-force system description would require a state probability vector Pr(R; ., R;) of dimension
NZ%, where N is the truncation value discussed earlier. We can write

PR, R 4 a0 @ = ave], (14)

where g is the row vector whose entries are ) -
gy & PrRisi =), R =) (15)

Thus a transition probability matrix of size N> x N? wouid be needed. The dimensions of the
problem can be reduced somewhat by making the observation that Ry ., includes all of the excess
packets contained in R,, Thus, given R, ., the exact value of R; is needed only if it is less than
L-1. We define an aggregate state R, = L —! that actually contains all states for which
R, = L ~1. Now the state (R, ,;, Ry) can be described by a vector of dimension NL rather than N,
The state (R ., Ry} still requires a vector of dimension N2, however. The resulting transition
probability matrix is of dimension NL X N?. This is still of undesirably large size.

Appendix A describes how the structural properties of F-NIFFL can be explotied to decompose
the problem into a number of smaller problems, without requiring any approximations. In particular,
our approach requires N matrices of dimension L X N. Although the resulting probiem is stiit rather

Il
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complicated and computationally intensive, it is considerably smaller than before. Here we
demonstrate how the properties of the PR-NIFFL protocol can be exploited to permit its exact
evaluation by using a first-order Markov chain, thereby simplifying the model greatly without
requiring the use of approximations.

Under PR-NIFFL, R{), = A, because S, = O (since there are no contention transmissions in a
pure reservation system). Thus

Riig = A + Reqy (16)

Since the frame length is constant, 4, does not depend on R;. It is binomially distributed with
parameter A over ML trials. Thus the system description for PR-NIFFL can be reduced to a first-
order Markov chain as follows:

[A’ﬂ M (L—NME= O<i<L—1

L, A =7 =) =
Pij = PrRuss =J|Rysr =1) [ ML ) yjoitL—l,y ML= —i+L—-1)
LU—H—L—U" VN !

r 1
L.

v

(7
Note that this expression is identical to that for PR-IFFL, except that R, is replaced here by R, .

7. NIFFL PROTOCOLS FOR INTEGRATED VOICE/DATA SYSTEMS

The communication systems that gave rise to the models discussed thus far can be modified
slightly to handle voice traffic in addition to data packets. This is an important extension in commun-
ication system design and represents our main objective here. A customary model for voice assumes
that voice calls are generated by idle users according to a Bernoulli process, and that they are
geometrically distributed in length; thus the probability that a call is completed in any particular frame
is also a Bernoulli process. The time constants associated with voice traffic are considerably larger
than those associated with data traffic; voice calls tvpically last from tens to hundreds of frames.
This difference in time durations has played a key role in the development of approximate system
models for this protocol {15, 16, and 17]. In this report we consider only the exact model, since
extensive performance results based on it are now available. The voice-call process is discussed in
detail in Section 8, where we discuss the conditions that lead to a first-order Markov chain description
of the system.

To accommedate the needs of both voice and data traffic, we consider channel-access protocols
under which a reservation scheme is used for voice traffic and NIFFL is used for data. We call these
the Voice/Data NIFFL (VD-NIFFL) protocols.

Under these schemes, once a voice call is accepted by the system, it is guaranteed access to one
the real-time requirements of voice traffic. It is appropriate for both satellite and ground-radio
environments, and for any values of R greater than or less than 1. The standard idea of a
“*boundary’’ mechanism is used to partition each frame between voice and data operation (Fig. 6).

*Here we implicitly assume that the slot length has been selected in conjunction with the frame length {which is greater than or equal to the
nropagation delay) so that the voice burst rate results in the reguired svmbol rate nesded for real-time voice fransmission For axamnls  in
propag. ¥) it s the required symbol rate needed for real-time voice transmission. For example, in

applications where R < < I, any frame length will guarantee that reservations are received prior to the beginning of the next frame.

11
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Fig. 6 — Frame structure for VD-NIFFL protocols
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data traffic are handled in entirely different ways by the network. Voice calis are accepied by the
system as long as the total number of calis in progress simultancously does not exceed some specified
value V,,,,, which must be less than £. If a slot is not available for a new call, the call is assumed to
be lost; voice calls are not buffered. Under the movable-boundary implementation, the slots not used
by voice calls {including empty slots in the voice portion of the frame) are used for data traffic, which
is transmitted by using one of the NIFFL protocols. Since the decision to accept new voice calls
depends only on whether or not the threshold V., is exceeded, voice traffic is umaffected by data
traffic; however, the operation of the data protocol is dependent on voice traffic because data traffic is
permitted to use unneeded slots in the voice portion. Thus this problem is similar to variable-
service-rate queueing systems in which the service rate depends on another process.

Under a fixed-boundary impiementation of the VD-NIFFL protocols, a fixed number of slots is
available for data traffic in every frame. In this case the data-packet process is independent of the
voice-call process, and the overall integrated system functions as two totally independent subsystems,
one for voice and the other for data. Our primary interest is in the movable-boundary implementation
because of its ability to provide improved performance and because its analysis is considerably more
challenging. However, we do indicate how the model can be simplified for the fixed-boundary case.

Cur model can be extended to consider systems in which the decision to accept new voice calls
also depends on the system backlog (i.e., the value of K;). However, the analysis of such systems is
considerably more difficult and is not addressed here. Mnuitiplexing (although not channel access)
sysiems incorporating this feature were studied by Viniotis and Ephremides [18, 19].

As shown in Fig. 6, the first stot of every frame is once again the status slot, during which each

#ou nl trancmite ife ragaruatinne fnar ‘I'\-'}f‘l}}'ﬁ thint -!}rr;%}arl in tha nrax!u'sx!o frama ITTndar a mavaida.
©TMInal ransmnsg s reservaiione oy PRSIl ALIIVRAL L MIC PIVTIUUD ILMEIUC,. Ciivel & dnv T eenae

boundary implementation, the next ¥, siots are reserved for voice traffic, where V, is the number of
voice calls in progress at the beginning of slot k. The remainder of the frame consists of D data
siots, wnere ]

Dy = L ~-1-V,. {18)

(Under a fixed-boundary implementation, D, = L — 1 — V,,,,, independent of ¥,.) As with the
protocols designed purely for data, R; is the number of data packets for which reservations are
needed at the beginning of frame k. Whenever R, < Dy, N{ slots are available for contention
transmission, where

N = max{D;, — R;, ) = max{L — 1 —v — R, O) )]

for each particular value of ¥, = v. Whenever R, > D, the excess packets are deiayed until frame
k +2. Operation of the data portion of VD-NIFFL can thus be viewed as that of NIFFL with a
variable number of siots (I3} available for data traffic, where Dy depends on V. In contrast, under
data-only operation of NIFFL exactly L — 1 slots are available for data in each frame,

12
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8. AN EXACT MARKOV CHAIN MODEL FOR VD-NIFFL

The VD-NIFFL protocol can be characterized by the Markov chain (R,¥,), which has
transition probabilities Pr(Ry +1,Vi+1 | Rz, Vx). The development of a Markov chain model for the
VD-NIFFL protocols has taken into account the dependence of data traffic on voice, whereas voice is
independent of data. A brute-force approach would consider a probability vector containing all
possible pairs of V; and R,. The maximum value of ¥} would be the threshold value V,.;,; R, would
have a maximum value of N —1 as in the evaluation of the data-only NIFFL protocols. Thus a
transition probability matrix of dimension (Vg + DN X (Ve + 1IN would be needed (e.g., for
Voae = 6 and N = 700, these matrices would be 4900 x 4900). However, not all transitions are

the problem into separate voice and data portions. We do this by recognizing that the voice-call
process does not depend on the data-message process.* Thus

Pr(Ri+1,Vis1 | R, Vi) = PrReyi | R, Vi) PriVies1 | Vo) (20)

The transition from R, to R; 4+ depends on ¥V in a movable-boundary system (because V; determines
D), but not on V..t The transition from V; to V, ., does not depend on K or R, ;. We first
note that these observations simplify the evaluation of the transition probability matrix. Actually, a
much greater benefit is realized. It is demonstrated below that the transitions corresponding to the
data process can be considered separately for each value of V;. Thus it is not necessary to perform
the iteration with the huge transition probability matrix that characterizes the evolution of the
complete voice/data state description. The evaluation of system performance can be decomposed into
a number of smaller problems that are of manageable size.

We observe that the transitions from frame & to frame & + 1 can be modgled as a two-step
process. Data transitions are considered first. Given Pr(Ry,V;), we first determine Pr(R; ,.,,V:).
This requires a different transition probability matrix for each value of V,, as explained below. This
operation can be expressed as follows:

N
PriRes1=j, Vi=v)= ¥ PriRe =j|Re=i.Vi=v)PriRy=i,V,=Vv), O0sj<N-1. 2N
i=0

Next, the voice transitions are considered. Given Pr(R; .,V;), we determine Pr(R, .{,V,.;). Since

the voice transitions are independent of the data traffic, the same transition probability matrix is used
for all values of R; ;. Thus, the following is evaluated:

V,

PriRyy = j,Viyy =w) = ¥ Pr(Vyyy = w |V = V) Pr(Reyy = j, V) = v) 22)
v=0

The equilibrium distribution of the system state is determined by repeating this two-step iteration until
convergence is achieved. We emphasize that this model is exact. The characterization of the system
by smaller transition probability matrices has been achieved by exploiting specific structural properties
Af tha AMMaoelawg alhoi; ;mat gy meolrfios clmealifuine amoescisnatiane fathiae dhoes tha e i aF el
WL LiIW YiQlnuUy wiiglll, l1Iug UJ’ lllql\llls BlllllJlll_)'lllE a}}l.llUAllllﬂ!.lUllD ULl ddanl LG LLunLdiivil vl Le
transition probability matrices associated with data transitions to a finite size). We now discuss the
details of our model.

*This is not true for systems in which the decision on whether or not to accept a voice call is permitted to depend on R, however,
¥In a fixed-boundary system, data transitions are independent of the voice process. Thus Pr(R, ., |R;.V,) = Pr(R.,, | R\), and hence
PrRvi Vier | R Vi) = Pr(Ri oy | Ry} Pr(Vi, | V).

13
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Data Transitions

We first consider the data transitions., Corresponding to each value of ¥, is an N X N
transition probability matrix for the data message process with elements

ph & PrResy =R =i,V =v). {23)

These transition probabilities are easily obtained from those for the NIFFL protocois. Under NIFFL,
L —1 siots are available for packet transmission in each frame. Under VD-NIFFL, this number is
reduced to Dy = L—1-V,. Thus for each value of ¥, = v we replace L—~1 by L ~1—v. For a
movable-boundary implementation of PR-VD-NIFFL this yieids

r . .
ﬁﬂ WL =M, 0<i<L~1—v

Py = ML i+l —1-v ML~ ~i+E~1—%) : 24
[]’-!‘—i—é—i—i}])&j' 1-n VodeL-1~vw

Thus, at each iteration, (V,,;, + 1) matrix multiplications {each of size N X N, one for each value of
v) must be carried out to determine the data transitions.

Under fixed-boundary implementations of these protocols, p}; is independent of v, hence py
" Vo #2 . .
=pi = pij~ (ie., replace v by V. in the above equations) for all values of v. Thus the two-step
iteration procedure is not needed. The equilibrium distribution of the data-packet process can be
determined totally independently of the voice-call process by following the iteration procedure
discussed earlier for the data-only protocols.

Veice Transitions

Next, we consider the voice transitions. The probability that a new cali is generated at a
terminal during any particular frame is denoted as Ay. We can view the My voice terminals as
concentrators, each of which can support several (up to V) voice calls simultancously. Each
terminal is able to generate one new voice call in any given frame, with probability Ay, independent
of the number of voice calls it is already supporting. The probability that an ongoing call completes
service during any particular frame is denoted py.

The assumption that the probability of call generation is independent of the number of calls in
progress at that terminal is reasonable for large user populations. The probability of generating more
than one call at a terminat in a frame is sufficiently small for reasonable system parameters that it can
be neglected.

Reservations are made during the status slot, in the same manner as those for data traffic.
Thus, if & voice call arrives during frame k, its reservation will be transmitted during the first slot of
frame k + 1, and, if available, a slot will be reserved for it beginning in frame k + 2. A voice call
will be accepted if and only if the total number of voice calls in the system will not exceed the
threshold V,,,,. When a call is blocked, it is dropped from the system.

An end-of-message (EOM) indicator is transmifted during the last frame of a voice call to
indicate that the slot is no longer needed in subsequent frames. The way in which this EOM is
implemented has a critical impact on the implementation and analysis of the VD-NIFFL protocois.
The normat way to implement an EOM is to simply insert it at the end of the last packet in the call.
No additional packet (or frame) would be needed because the EOM, which would consist of just a

14
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few bits, could be incorporated into the tail information transmitted at the end of the last packet.
However, since the frame length is assumed to be equal to the propagation delay, an EOM
transmitted in frame & is not received until the end of the corresponding slot of frame & + 1; thus this
slot would remain idle during frame & + 1, and would not become available to a new voice call until
frame & + 2. In addition to the obvious inefficiency associated with letting the slot remain idle in
frame k + 1, the mathematical description of the voice-call process is complicated by the fact that a
second-order Markov chain would be needed to describe it, since the effects of a call completion
could not be exploited until two frames later.

It might be possible to avoid the wasted slot in frame £ + 1 by transmitting the EOM in the
status slot of frame k, since knowledge that the call is terminating may be available at that time (e.g.,
if the voice packet transmitted in frame k is formed prior to the end of frame k — 1}. Alternatively,
if the frame length L is at least R + 1 slots, knowledge of frame-k departures would be available in
time to use the slot in frame £ + 1. Either of these interpretations permits the development of the
first-order Markov chain model for the voice process that we now discuss,*

It i1s important to note that there is no frame interleaving of the voice call process, since a call
occupies a time slot in every frame from its start to its completion. The number of voice calls in
frame k£ +1 is

Vier = min< (¥, + Af_; — Uy, Vmax} . (25)

where A}_, is the number of voice-call arrivals in frame k£ —1 and U, is the number of voice calls
that are completed in frame k. It would appear that a second-order Markov chain is needed to
" describe these transitions, since the above expression involves the arrivals in frame k —1, and the
number of voice calls and voice completions in frame k. However, A{_, is independent of the
system state in frame X —1 because each terminal is able to generate a new voice call with probability
Ay, independently of the number of voice calls it is already supporting. Consequently, transition
probabilities from V, to V., are conditionally independent of V;_, when knowledge of V; is
available. Therefore, the voice-call process can be described by a first-order Markov chain, whose
transition probabilities are determined as follows.

The voice-call process is characterized by a transition probability matrix S of size
Vpae + 1) X (Ppae + 1). Note that no truncation is required because the number of voice calls
cannot exceed V.. To evaluate the elements of S, we first consider the arrival process in frame k.
Each of the My users (whether or not currently supporting a voice call} generates a new call with
probability A;,. Thus

*In Refs. 16 and 17 we presented the analysis of an integrated system that operates under a slightly different set of assumptions. First, it is
assumed there that EOMs cannot be transmitied in the status slot and that the frame length equals the propagation delay. As a result of
these assumptions, knowledge of a call completion in frame & is not available in time to use the corresponding siot of frame & + 1, as
discussed above. Second, it is assumed there that each voice terminal can support at most one voice call at a time. Under either of these
assumptions, a second-order Markov chain, described by the transition probabilities Pr{¥; .2,V 4\ | Vi 41, ¥2). is needed to characterize
the voice process under these protocois. Alithough it is not difficult to obtain these transition probabilities, their incorporation into the two-
stage voice/data iteration increases the number of computations at each iteration by a factor of V.. + | since a vector of size
(Vrae + 17 is now required 10 describe the voice process instead of a vector of size V., + 1.

tA slightly different first-order Markov chain model was deveioped in Refs. 16 and 17. There, it was assumed that each terminal could
support at most one voice call at any given time, an assumption that leads to a second-order Markov chain, as already observed. However,
a quasi-static assuinption was made, exploiting the fact that the voice-call process changes siowly compared to the data-packet process. In
particular, it was assumed there that the probability distribution of A} is the same as that of 4} _,, resulting in a first-order Markov chain
model similar to that which is discussed here.
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PridV . =i o v . , My M, —
ridi_y =jiVy =10 = Prid] =ji¥, =i = ; M — ) . 26y

independent of the value of ¥;. Now consider the V, active voice users (not including the new
additions}, each of which will compiete its call with probability ;. We have

PrilU, =jlV, =i) = G] wh (0 — pp¥ en

The elements of the transition probability matrix for the voice-call process are determined as
follows. We first consider the case of V.., = ¥V, = v < V., which occurs when the number of
arrivais in frame & —1 is equal to the number of voice call completions in frame k.

PriVegy = V¥ =v) = P*'("i;{—t = UiV =9

)f; PriAf _y =u|VOPriU,=u|V,=v)

I

u=0
> ﬁ"’] b (M) - @s8)
By
Similarly, for 0 < j < V) — v,
PriVig = Vi +jiVi=v} = Pridfy = U + iV =)
= zv:ﬁ [uﬂi—v }} [xj Y e X T 29
B

Transitions to Vi .y = V., occur whenever j = V,,,, — v. Thus we have

My
PriVigi =Vo Ve =v = 4 PriAal L = U+ jiVi=v)

JEVa—v

Nt z M & +j M,—u—J u _ v—i
> (H;’g HEGERY Wb - wy T (0)

jeEV g —v u=0
Finally, for transitions fo a smailer number of voice calls, we have

PriVigy, =V, —jiVy=v) = Pridf ., = U — j1Ve =)

-
4 M _ M, —u+j _
= ME.; Lu _VJ [Q N =2 T @ ) T (31}

Comments on the Jerative Process

to that used for the IFFQ protocols, which was

The iteration proceeds in a manner similar ‘ , wh
discussed in Section 4. The only significant difference is that each stage of the iteration 15 now z;
utationa

two-step procedure that consists of a data transition followed by a voice transition. Cotnp
issues related to the iterative process are discussed in Appendix B.
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9. EVALUATION OF DATA-PACKET DELAY UNDER PR-VD-NIFFL

In this section we discuss the evaiuation of expected data-packet dejay under the PR-VD-NIFFL
protocol. Both fixed- and movable-boundary models are considered. The derivation is similar in
principle to that for the IFFO protocols [4, 13], but is somewhat more difficult, primarily because of
the absence of the ‘“flush-out’’ feature. This characteristic, which guarantees that packets arriving in
frame & are transmitted by the end of frame & + 2, greatly facilitates the delay analysis of IFFO. In
the movable-boundary case the analysis is further complicated by the need to model the stochastic
nature of the number of slots available for data-packet transmission.

Qur obiective is to determine the expected delay (or ‘‘system time’’) of data packets, which we
define to be the expected tlme elapsed between the time a packet arrives at a terminal until it is
successfully delivered to its destination. In the remainder of this report, we use these two terms
interchangeably. The expected delay of a packet depends not only on the number of other packets
that are generated during the same frame but also on the system state (Ry,¥;) at the time of its
arrival. This is because the current backlog of data packets (R;} must be transmitted before the new
arrivals can be transmitted, and because the statistics of the number of data slots available in future
frames (under the movable-boundary version) depend on V;. Our approach, for both fixed- and
movable-boundary schemes, is to determine the conditional expected system time, given the state
(R, V}), and then to average this over the probability distribution of the state.

We assume that the system 1s in state (R, V) in frame k. We are interested in the A4, _, data
packets that arrived in frame & — 1, since the slots available to serve them depend (deterministically
In the tixed-boundary case and stochastically in the movable-boundary case) on (R;,V;). We want to
determine the expected delay of the A, ., packets that arrived in frame k —1, for a given state
(R, Vi), for all values of A, ;. (Recall that reservations for the 4;_; new arrivals are transmitted

during the status slot of frame k, and that these packets are transmitted during frame k +1 or later.)
We define

T{Ax_y | Ry, Vi)

expected total system time of the 4, _, arrivals, given (R, V}).

Ay
= E t(‘t leaVk)! (32)
i=
\lth'l"P )‘(l | R V Y ig the ronditinonal exynectad cvetam time avnariancrad hy tha ith noclbar  givan tha
EAE | Al TS 40 UL VULV LAPRLILU pYSLbIll L wAPpLLIViIILLU U e iUl pavitl, gplveildl Ui
state (R, V;). This must be evaluated for every value of 4, _,
The expected delay per packet can then be expressed as
) @ ”nuu
ED) = ¥ Y ED|R.V) Pr(R, Vo), (33)
R.=0 ¥, =0

where the equilibrium distribution Pr(R;,V,) is determined by executing the iterative procedure
discussed earlier in this report. The conditional expected total delay, given the state in frame k, is

_E T(Ag -1 | R, Vi) Pridy_y = i)

E@)
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where

Prid, | =iy = [“f‘f‘j M1 — aML (35)

E() = E(d-)) = EA) = MM, (36)

the expected number of data-packet arrivals per frame, is independent of the state {R;.V:) and Frame
number,

Fixed-Boundary Scheme

Under the fixed-boundary PR-VD-NIFFL scheme, slots numbered ¥, + 2 through L of each
frame are available for data, independently of the voice process. Slots in the voice compartment that
are not needed for voice calls simply remain idle, even when data packets are waiting in queue. Thus
all conditional distributions depend only on K, and are independent of V5.

The A;_; new arrivals are not transmitted until the backlog of R; packets (for which

ervations have already been received by the beginning of frame k) are transmitted. At most
— Vpmax — 1) data packets can be transmitted in frame k. The remaining

~

R, = max (iRk ~ (L~ Voo — D, 0} &2
. 4

excess packets are postponed to later frames. Therefore, we have

Reyi = }Ek + A -1 38

If there are no excess packets (i.e., if R, = 0), the first of the A, _, packets is transmitted in the first
data slot (slot V,,,, + 2} of frame £ +1. If there are excess packets, the first of the 4; _, packets is
transmitted in the first data slot afier the last of the R, excess packets has been transmitted. For smatt
values of Ry {i.e., < L — V,,. — 2) the first slot will be available in frame k& + 1; for larger values
of R, the first slot will not be available untit a later frame. Therefore, the first of the 4, _; data
packets is transmitted in the (R, + Iist data slot that occurs after the beginning of frame k + 1.
Clearly, the last of the A, _, arrivals will be transmitted in the (Ry ,,)st data slot that occurs after the
beginning of frame & + 1. )

Figure 7 shows the relationships among the quantities relating to stot numbers and to the number
of data packets that are to be transmitted. We consider the case of L. = 12 slots and V. = 6, In
which case there are five data slots in every frame. Three frames are shown: &, & + 1, and & + 2.
The slots are numbered in several different ways. First, for computing delay, all slots {including the
status slot, voice siots, and data slots) are numbered consecutively, beginning with the first slot of
frame k& + I. Next, we consider the slots that are available for data, and number them beginning
with the first data slot of frame £ +1. This permits the evaluation of the delay associated with the ith
data packet. These two numberings are independent of any particuiar realization of the data-packet
process. Now, let us consider an example in which R, = 8. Five of these packets are transmitted in
the data slots of frame k, and the remaining R, = 3 excess packets are transmitted in the first three
data slots of frame & + 1. The first of the 4, _; new arrivals is transmitted in the fourth data slot of
frame & + 1, and every data slot in every frame thereafter is available for these A, _, arrivals until
the last of them has been transmitted.
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Fig. 7 — Numbering of slots for evaluation of delay under fixed-boundary PR-VD-NIFFL

Because the ék excess packets are transmitted before the A, _, arrivals, the total system time
experienced by the 4, _, arrivals is equal to the total system time of all R, ., packets, minus that of
the R, excess packets. We define T (R, 1) to be the total system time of R; ;| data packets, the first
of which is transmitted in the first data slot of frame & + 1. Then, the total system time of the A, _;
arrivals, which are delayed by the R, excess packets, can be written as

T |[R) = T(Rest) — TR (39)

Note that T(R, ) is independent of both ¥V, and R, because, under
L — 1 — V,.,, slots are available for data in every frame.

We first consider the delay that each of the A;Lﬁl packets experiences prior to frame k& + 1.

Qinra tha qtrarann arvival time AfF thaca narla ie tha midnaint Af frama I — 1 anh naplat
Ulll\-\.r i ay EU (-l.lllvﬂl i Ui LE¥ LW LY PCKDI\ULD 15 L llllul)UlllL v fiaiilte N 1y \r“\'ll l.’ﬂ.\vl\ Wi

experiences an average delay of L /2 slots in frame & - 1. Similarly, because each packet is present
in the system throughout frame k, it experiences a deterministic delay of L slots in frame %.
Therefore, each packet experiences an average delay of 3L /2 slots prior to frame & + 1. In the

followine & r‘lm"ncmnn all additional delave are measured from the beginnine of frame k 4+ 1. We alsn
ving ays pe < We aiso

AL WS RI&RIIC

note that, once each packet is transmitted, it experiences an additional deterministic delay equal to the

round-trip propagation delay of R slots before being received at its destination, where, as noted
carlier, L = R.

Each frame contains (L — V,,,, — 1) data slots. The total number of R,,; packets can be
written in terms of the number of frames needed to transmit them as
Rk-H = K (L mm 1) + Ri{li{j[ s (40)
where
Ry +)
K = (— 2 (41)
L= Ve — 1

is the number of complete frames needed to transmit the N packets, and

R{YY = Riwy modulo (L = Vg = 1) (42)
is the number of packets that must be transmitted in the incomplete frame, which is numbered K + 1.
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In each of the XK complete frames, the first packet is transmitted in slot V,,,, + 2 and the last is
transmitted in slot L. We consider first the total system time experienced by packets that are

transmitted in frame £ + 1. Because the delays of the successive data packets transmitted in the same
frame form an arithmetic series, the total system time of these L — ¥, — 1 packets is easily seen to
be

____._____L_Vm_l (v
7 i

4+ 2N 4+ ?1 [ %]
i - F 7 At = l“‘-f}‘

Similarly, in frame & + 2, since each transmitted packet experiences a deiay exactly L slots
greater than that of the corresponding packet in frame k& + 1, the combined system time of the
(L — ¥p — 1) packets is

L - Ve —
2

— Vox —

> [Vm 2+ SL], (44)

L
[{L%—VM-PZ}-EZL} =

In general, the combined total delay of the L — ¥,,,. — 1 packets transmitted in frame £ + m is

L~V -
;‘”‘ [g(m~1)L + Vo + 21+ mL:)
L=V, —
= i [Vm + 2+ (2m -1)LJ . (45)
Summing the contribution from the K compleie frames yields
L -V —1K
;“ E[ +2 + (2m— I}Lj
m=I
L -V, — 1 K
= e — KWV +2) + LEL 2m - D
2z m=1
L-V, -1
- D] [K(V,,m Ly o+ LKE] . (46)

Now we address the contribution to total system time associated with the RY% packets
transmitted in frame X + 1. The combined delay of these packets is

moa‘

R [(KL+¥ +2) + (KL + Vo +1+Rk+=)]

Ry
= “2'1 (25:1 + 2V + 3+ R;c“i“;] . °n

Combining the results from the complete frames and the incomplete frame, we have

. L—-V, —1
TR = —— 22" KV + D) + LK |
Re%y [21{1, 2V + 3+ RPE (48)
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This expression is used in conjunction with Eq. (39) to determine T(d;_;|Ry). It is then
possible to determine E (D |R,) by using Eq. (34), and finally E(D) by using Eq. (32). Because
system operation under the fixed-boundary scheme is independent of the voice process, conditioning
on the voice component of the state V), is not needed. Recall that the expression for T(R; ) does
not include the expected delay experienced during frame k — 1 (an average of L /2 slots per packet)
and frame k (exactly L slots per packet), nor does it include the round-trip propagation delay once the
packet is actually transmitted {exactly R slots per packet). Thus a delay of 3L /2 + R slots must be
added to the value computed for expected system time to incorporate these delays. Therefore, we
obtain for the conditional expected system time per packet:

ML [~ - ~ : .
L (P o -Tdo| () va-wms

i=1
E(D|Ry) MNL 2

where I}k is uniquely determined by R, for given values of L and V,,,, by using Eq. (37), and
T(Ry ) is given by Eq. (48). The overall expected delay is

ED) = L ED|R)PrR =), (50)
=0

j=

[P, R pal

where Pr(R;) is the equilibrium distribution of Ry, which is obtained by following the iterative
procedure for the data-only PR-NIFFL protocol.

Clearly, the summations in the above expressions must be truncated at some finite value, as was

the evaluation of expected system time is exact.
Movable-Boundary Scheme

Under the movable-boundary PR-VD-NIFFL scheme, the set of slots available for data packets
in each frame depends on the voice process, which is a random process. Unused slots in the voice
compartment are available for data-packet transmission. For example, in frame & + m, since V.,
(= Vi) voice calls are in progress, L—V; ., —1 slots are available for data-packet transmission.
Thus the number of excess packets is now

R, = max {[Rk ~ (L -V, - 1], 0} . (51)

Note that R; now depends on V., whereas for the fixed-boundary scheme V,,,. was used for all values
of V. The evolution of the voice-call process (and hence the number of slots available for data on a
frame-by-frame basis) is defined by the Markov chain with transition probabilities Pr(V, ., | Vo),
which are independent of the data process.

The stochastic nature of the sequence of slots available for data transmission has prevented us
from finding closed-form expressions for T'(R,.,). However, we have developed a procedural
method for accurately evaluating this quantity. In the following discussion, we illustrate the source of
difficuity in pursuing a purely analytical approach and provide a complete description of the pro-
cedural approach.
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Another feature of this system that complicates the analysis is that the V; voice calls in progress
during frame k do not necessarily accupy the first ¥ slots of the voice compartment; a voice call
retains its particular slot throughout the call duration, and each call is equally likely to terminate in
any given frame. Thus data packets can be inserted in empty slots and intermingled among the voice
packets. Although it would be possible to keep track of which slots are occupied by voice calls, to do
so would require an extremely complicated model. Instead, we make the simplifying assumption that
the ¥, voice calis do occupy the first ¥ slots in the voice compartment (i.e., siots 2 through ¥, +
1}. This provides an upper bound on the expected system time for data packets that is accurate to
within a fraction of a frame.

Following the analysis for the fixed-boundary case, we see that the combined total expected sys-
tem time of the L — V;,,, — | packets transmitted in frame & + m1 (again not including the common
term of 3L 72 + Ry is

L~V — 1 '
’2;’“ [Vk o F 2+ Qm— 1);;] : (52)

For any given sequence of the vaoice process (V. Vi1, . Vi m, 1, and for any total number of
packets (R, = R, + A;_;), it is possible to determine the number of complete frames needed (K}
and the mumber of data slots in frame K + 1 (i.e., Ri”?ﬁ). The total system time of the R, ,, packets
18

- 1 K ~
T®s) = 3 8 €= Vern = D (Viww + 2 + @u—DL]

==l

od
R?'H mod
7 2ml 4+ 2V po 3 RV 53

Although this gquantity can be computed easily for any particular sequence, this approach is not
practical, except for small numbers of packets, because of the number of possible sequences that can
occur. For example, in the course of K frames, there are (V. + )X possible sequences.
Furthermore, the number of frames needed depends on the particular sequence. To avoid the rapid
increase in the size of the state space that occurs as Ry, increases, and the resulting computationat
difficulties, we have taken an approach that exploits the Markovian natare of the voice-call process.

In the analysis of the fixed-boundary scheme, we were able to exploit the fact that the sequence
of time siols avaitable for data traffic is deterministic, thus permitting the exact determination of the
slof number in which the jth data packet is transmitted. In the movable-boundary case, however,
because the number of slots available each frame is a random process, the slot number in which any
particular packet is transmitted is a random variable. Thus, instead of the exact slot number, we can

.

gvaiate
1(i | R, V) = E(slot in which packet i is transmitted | R, V), 1 =i = A4, _y. (34}

This, in turn, permits us to evaluate T{4, ;| R;,V,) for all values of 4, _, and then the expected
system time averaged over the system state. We again have

Ty 1 |R) = T®Reir) — T(R. 55
To simplify the notation we set £ = 0, so that frame & + m is now designated as frame m, and

the number of arrivals in frame & ~ 1 is now designated as 4 _;. We consider the transition from
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frame m to frame m + 1. We introduce a new state* description (D, —1yr. +75 Vim)» Where D gy _gyp 4
= d if the dth data packet (of the total number R, ., numbered cumulatively from frame 1) is
transmitted in the jth slot of frame m, and O if no data packet is transmitted in that siot.

Given the probability distribution of the state (D —1yz +;> V), the probability that packet d is
transmitted in slot mL +j is easily determined as follows:

Vm
Pr(Dpp+j =d|Vg=vg) = L Pr(Dpry; =d,Vps1 =v|Vg=vg), 2=j=L (56)
v =0

Once these probabilities are determined, we can define

;(d | Vo = vg) = E(slot number in which packet d is transmitted | Vo = vq)

Y J Pr(D; =d|Vy = vy). 57
ji=1

Here we are interested in the dth packet of the combined total of Ry = Ry + A _; packets. To
determine the corresponding total system time of the dth packet, we simply add the common delay of
3L/2 + R to Eq. (57). The expected total system time of the 4 _, arrivals, given the initial state
(R, Vy), can then be evaluated as

R, -
T(A__l [Ro,V()) = E f(dl VU) + [%é + R} A_] . (58)
d=Rs+1

The expected delay per packet is then determined by using Eqs. (33) and (34).
Determination of State Probabilities: Pr(D , _1yp 4>V p)

To determine the state probabilities, we first observe that no data slots are available for any of
the R, = Ry + A _; packets of interest during frame 0. Thus we have

PT(DR = O,VO = VO) = ] (59)

for the specified value of Vy = v. Starting from this initial condition, we iteratively determine the
state probabilities for each slot in successive frames. The procedure described below is repeated for
all values of V; between 0 and V,,,. Knowledge of the state probability in the last slot of frame m
(i.e., (U,r,V,,)) is sufficient to determine the state probabiiities in all siots of frame m + 1. Note
that as long as V,,,, < L —1, a condition that would be satisfied in any practical integrated system, at
least the last slot of every frame will always be available for data. Therefore, we have an imbedded
first-order Markov process, which is defined at the last slot of every frame.

First we consider transitions to states in which ¥V, ,; = 0. The transitions with nonzero
probability are summarized by:

E I B 74 — m M

JDF(DmL+2 =a4 T L,V T v
Pr(D =d+2,Vy+ =0 3
i +3 m+1 = 0) = Y Pr(D, =d, V) Pr(V, oy =0|V,). (60)
PriDim+e =d + -t Vn+1 =0) =

*The use of the term “‘state’” to describe the pair (D, _y) ./, ¥,,) is confined to this section; elsewhere in this report we use the term state
to refer to the pair (R, V).

[\=]
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Figure 8 shows these transitions for a simple example in which L = 8 and V., = 3. We
assume that the state in the last slot of frame m is (D, ,V,) = (d,v). H V¥V, ., = © (an event that
occurs with probability Pr(¥V, .; = 0|V, = v)), siots 2 through L of frame m + 1 are available for
data. Thus the 4 +1st packet is transmitted in the second siot (the first data slot) of frame m + 1,
the d + 2nd packet is transmitted in the third slet, etc. Note that the first line betow the timing
diagram of Fig. 8 represents the case for transitions to V,,,.; = 0. Transitions to other vaiues of

Vo 41, which are discussed below, are shown on the following lines.

Frame m Frame m+1

.

Transition Pr ili

i.-‘-% oy
s
T F
IS )
1 ——
Nigtaigtat
oLt W
%l,—é TIIIE PrlVyy=2W,=v)
m,{"}ﬁrli“'lg
T 95,1, Py
kE"«‘&?‘@E‘Biﬁi
Fig. 8 — Evolution of the state {4, v) under movable-boundary PR-VD-NIFFL

These caiculations are performed for all values of & such that Pr(D,; = d4,V,) is nonzera.
Note that all of the transitions listed in Eq. (60) have the same probability because they each are a
consequence of a voice transition to a state in which V,, ;; = 0, in which case L — 1 data slots are
availabie in frame m + 1. The conditionat probability of this transition, given ¥, , is independent of
D,;. Whenever ¥, .; = 0, L — 1 data slots are available in frame m + 1. Thus data packets are
transmitted in slots 2 through L, and the total number of data packets served increases by L — 1 over
the duration of the frame. Note that the summation in Eq. (60) includes transitions from all possible
values of ¥,, to ¥,,,., = 0, whereas Fig. 8 represents the transitions from a pariicular valee of V.

In general, for 0 < V,; = v < V,,,., in which case data packets are transmitted in slots v +2
through L,

-

Pr{DmL+2+v=d+ lﬁVm+t =v) v
c=d+ 2,V = iy
PrOpt sz =d + 2,Vppy =) = ¥ PriDy =4V PBriVyy =vIi¥,) (61

PrDgyspr = d+L—~(@+1),Vpsy = V) Va=0
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Computational issues associated with the evaluation of data-packet delay for the movable-boundary
scheme are discussed in Appendix B.

Performance results obtained by using this method are presented in Section 11. Here we remark
that our results have verified that the expected system time comnputed by using this model does, in
fact, approach that of the more-easily-computed fixed-boundary model in the limit of extremely high
voice traffic (in which case no voice slots are available for data, so the data-packet delay performance
under the movable-boundary scheme approaches that of a fixed-boundary one}.

10. EVALUATION OF VOICE-CALL BLOCKING PROBABILITY

The performance measure used for voice traffic is the voice-call blocking probability Pg. Under
all of the integrated protocols considered in this report, voice calls are accepted by the system as long
as doing so does not cause the number of calls in progress simultaneously to exceed V,,,. Whenever
a slot is not available for a new call, the call is blocked and dropped from the system. Thus Pp
depends only on V, . and the voice-call arrival (A\y) and completion (uy) probabilities, and is

mAdanandant Af th Anto_traffisr naramatar Thara - i
mnaepenacnt 61 ¢ Gala-raiiic parameiers. Auerufﬂre, P.B is the same for all of the lniﬂgrated

protocols considered in this report. We define
B; = number of calls blocked in frame &.
The blocking probability is then

E(By)
EAp ’

(62)

* where the expectation is taken over the equilibrium distribution of the voice-call process V.

We first consider the conditional distribution of the number of blocked voice calls, given V; and
U, (the number of voice-call completions in frame &):

PriBy = j|Vi=v U, =u) = Pridf | = Vo — Ve = U + j| Ve = vU, = w)

— ( MV ‘} '}\ Vm,g_'v"*'u +,j 11 _ }\ \MV_(Vma:wv—'-u-'-j) et
LVm‘n —v+u +JJ vV L V) . (03)

Here we have used the fact that the distribution of A} is independent of ¥, because the arrival process
at each voice terminal is independent of the number of voice calls already active at that terminal. It is
a Bernoulli trial with probability A\, at every voice terminal in every frame. Averaging over the
conditional distribution of Uy, given V, yields

PrBe=jlVi=v) = ¥ PrB=j|Vi =vU =w) Pr(U, =u|V, =v), (64)
u=0
where

Pric=ulVi=v = (1] sba—wr 65)

The conditional expectation of By, given V,, is then

My
EBi Vi) = X jPrBe =V, =) (66)
i=t
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Combining the above results yields

MV."( My \]V—v-i--i-'
E(Bk|Vk)=E}E 174 —_ 1 oz L4 }\Vm “rd
=t w=a { M= T PR TG
L e M T R (7
We then average over the distribution of V; to obtain
Vm
EB) = ¥ E@B|Vy)PrVy =v), (68)
v=0

where the equilibrium distribution for ¥}, obtained by means of the iterative procedure described in
Sectton 8, is used in this equation.

The only remaining quantily needed to evaluate Pp by using Eq. (62} is the expected number of
voice arrivals per frame. To determine this quantity we again make use of the fact that the arrival
process is independent of the system state to obtain

FeaVy — AL\ . Fa 1Y
Liag ) MY Ay, (G
which results in
E(By)
B = (1)
My Ay

i1. PERFORMANCE RESULTS

Both performance measures discussed in this report, namely data-packet delay and voice-cail
blocking probability, have been evaluated computationally. In this section we present the results of
our evaluation of both fixed- and movable-boundary versions of the PR-VD-NIFFL protocol. All of
the results are for M = 10. Our eariier studies of the IFFQ protocols have shown that performance
is quite insensitive to the number of terminals for M greater than about 5 and this behavior has aiso
been observed for the PR-VD-NIFFL protocol; thus the results for 34 = 10 are represemtative of
higher vaiues as weil. Unless otherwise noted, our results are for L = R = 12. The number of
iterations required for convergence ranged from 2 at extremely low throughput rates to more than
2000 at extremely high throughput rates.

Data Traffic

Figure 9 shows the expected data-packet system time (which is normalized with respect to the
frame length 7) as a function of data throughput for the fixed-boundary PR-VD-NIFFL scheme for
values'of ¥, ranging from 0 to 6. Note that data throughput is defined to be the expecied number
of data packets successfully delivered by the system per time slot, where the average is taken over all
L slots in the frame, including the status slot and those that are used for veoice transmission. Recall
systems. Note that the curve for ¥, = 0 is actually the curve for PR-NIFFL, which is a data-only
system. At low to moderate throughput rates, the expected delay increases linearly with throughput
because not many of the packets that arrive in frame k are delayed past frame ¥ + 2. The maximum
achievabie data throughput under the PR-VD-NIFFL schemes is (L — 1 — ¥, }/L, and we may
define the “‘utilization™ to be the data throughput multiplied by LAL — 1 — ¥,,.). Asymptotes are
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drawn fo show these maximum throughput values, at which point the utilization is equal to 1 and the
expected system time increases to oo. For all values of V,,,,, results were obtained for utilization
values of at least 0.98 (for which a transition matrix of size 700 x 700 was used), thereby demon-
strating the ability of our model to evaluate heavily loaded systems. As V. increases, less of the
channel resource is available for data traffic; therefore, the curves begin their ascent at lower values
of data throughput.

Figure I0 shows a comparison of the normalized expected system time for the fixed- and
movable-boundary versions of PR-VD-NIFFL for ¥,,,, = 0, 3, and 6. For all curves shown, M, =
10 and dy = 0.01. For V,.. = 3 and 6, curves are shown for gy = 0.01 and 0.03; since the case
of ¥V, = @ represents a data-only system (i.e., PR-NIFFL}), only a single curve is shown for it.

For p;; = 0.01, in which case the voice compartment is fairly heavily loaded, the movable-boundary
scheme provides only slightly better performance than the fixed-boundary scheme. When gy = 0.03,

the average length of each voice call is decreased by a factor of 3 as compared to the previous case.
For the case of V., = 6, the movable-boundary scheme provides significant improvement over the
fixed-boundary scheme because a considerable number of slots in the voice compartinent are now
used by data packets. The improvement is less pronounced for the case of V,,,, = 3, since in that

case the voice compartment is still heavily loaded, and thus not many slots are available for data.
Vaice Traffic

Figure 11 shows the effect of varying uy {(and hence the expected length of voice callsy over a
wide range for the movable-boundary scheme with V,,,, = 6, while A, is kept fixed at 0.01. For
small values of gy, the system is heavily loaded, and performance approaches that of the fixed-
boundary scheme. As uy increases, the average length of voice calls decreases. This results in a
decrease in the voice-call load and hence an increase in the number of slots available for data traffic.
Thus the system is able to support higher levels of data traffic. The rightmost curve, i.e., that for
Voo = 0, represents the limiting case in which the entire channel resource is available for data
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Fig. 11 — Normalized expected system time for data
packets under movable-boundary PR-VD-NIFFL as a
function of data throughput, showing dependence an g,
(L=12, M= 10, ¥ ., = 6, &y = 0.01}
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Figure 12 shows the expected number of active voice calis as a function of ¥,,,, for M, = 10,
Ay = 0.01, and several values of gy. For small values of up (long call durations), the system is
heavily loaded and the number of voice calls increases in almost direct proportion to V... For large
values of uy, the number of voice calls is limited primarily by the available traffic rather than by the

channe] resource.
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Fig. 12 — Expected number of active voice calls
under PR-VD-NIFFL as a function of ¥, (My
= 10, A = 0.01)

Figure 13 shows the voice-call blocking probability as a function of V,,,, for My = 10, Ay ‘=
0.01, and several values of uy. Clearly, increasing V,,,, results in lower blocking probability because
more of the channel resource is available for the voice calls. Also, since large values of pup,
correspond to short voice calls, increasing g, results in lower channel utilization and hence in lower
blocking probability. Note that the expected number of active voice calls and the voice-call blocking

probability are independent of the data parameters and process, and are the same for fixed- and
movable-boundary versions.

Pr(Voice Call Blocked)

Vmax
Fig. 13 — Voice-call blocking probability under
PR-VD-NIFFL as a function of V, . (M,
=10, xp = 0.01)
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Combined Performance Measure

It is clear that the desire to minimize data-packet delay and to minimize voice-call blocking
probability represents conflicting goals. The former is minimized when V,,,, = 0, whereas the latter
is minimized when ¥, is equal to its maximum permitted value, which, in the examples considered
thus far, is 6. In such cases with two competing performance indexes, it is customary to atterapt to
minimize their weighted sum. Thus we would like to minimize

ED) + oPy.

Figure 14 shows this weighted performance index as a function of ¥,,,, for the fixed-boundary
version and two values of o, i.e., 2 and 8, where delav is acain normalized with resnect to L. In

EReadle Ry fyEars axuisaaaRAlOLAL WILLE FRORAUL Py

each case, curves are plotted for a fixed value of data-packet throughput. Note that for throughput
values of 0.48 and greater, the curves terminate at values of V,,, < 6; in each of these cases the
value of throughput corresponds to a utilization of 0.96 for the corresponding value of ¥,

Throughput values that correspond (for a specific value of ¥,,..) to a utilization of 1.0 or greater

FHER

result in infinite delay, and hence an infinite value of the weighted performance index.
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Fig. 14 — Weighted performance index for fixed-boundary PR-VB-NIFFL (L = 12, M = Iy

For o = 0, ouly the expected system time is of concern, since no importance is given io
blocking probability; thus the best performance is obtained for V,,,, = 0. For @ = 2, the trade-offs
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increases. For o = 8, more importance is assigned to voice-call blocking probability, and higher
values of V,,,, than for the previous case are appropriate for some of the higher values of throughput.
For significantly higher vaiues of «, it is best to use the highest value of ¥, that will support the

ramizired dota sonl-ar theano e
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Data Packet Delay for Different Frame Lengths

All of the results nrecented thus far have been for the case of F. = 12, Ficure 15 show

results presented thus far been for case 12. re ows th

g ¥
normalized expected system time for a fixed-boundary system for the case of L = 120 and V,, = O,
30, 60, and 90. In each of these curves, the maximum value of utilization for which results are
presented is 0.98. Figure 16 shows the normalized expected system time as a function of utilization
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for L = 6, 12, and 120. Curves are shown for vatues of V,,, such that half of the stots in each
frame are available for data, i.e., ¥, = L/2 — 1; the maximum utilization value is 0.98 for each
case. This figure shows that, for similar utilization levels and a similar fraction of the frame length
dedicated to data transmission, the normalized expected system time is considerably smaller for large
vaiues of L than for smalt values. Furthermore, the curves start their ascent from the linear region at
higher values of utilization when L is large.

This effect is even more pronounced for examples with larger values of V,,,, since a smaller
portion of the frame js available for data traffic. The superior performance at greater frame lengths®
apparently resuits from the impact of the law of large numbers, i.c., the ratic of the standard
deviation of the number of arrivals per frame to the expected number of arrivals decreases as frame
length increases. This behavior is similar to that of statistical mmltiplexers, since gnty high-capacity
systems of that type can work at near-capacity levels without losing many packets.

12. OPERATION IN A GROUND-RADIO ENVIRONMENT

Geostationary satellite channels are charactetized by a round-trip propagation delay of
approximately 0.27 second, which may typically correspond to values of R that may range from 10 to
1200, depending on data rate and packet size, as discussed in Section 4. In contrast, in ground radio
channels the propagation delays are typically measured in ms, which correspond to R << 1 in low-
data-rate systems such as those commonly used in military applications (although we may have R > 1
in high-data-rate systems)., When R << 1, we may assume that reservations are received
instantancously (since guard times would be incorporated into each siot anyway). Asin the case of B
> 1, reservations for packets that arrive in frame k are sent in the first slot of frame & + 1.
However, since the reservation information is available immediately, slots for these packets can be
reserved in frame k +1 instead of waiting until frame k+2. In this case, the interleaved frame
structure of IFFO and IFFL is not needed. For example, in Ref. 13 a Pure-Reservation Direct-
Flush-Our (PR-DFO) scheme was discussed, and simple exact expressions were derived for expected
sysiem delay. Simiiarly, when considering fixed frame iengitis there is nu need to mcorporate the
intermediate frames associated with IFFL. The effectively instantaneous reception of reservations
permits the NIFFL schemes (including the hybrid schemes that use the unreserved slots for
transmission on a contention basis) to be described by a first-order Markov chain that represents
transitions from R, to 8, ,,.7 In particular, the complex second-order Markov chain description
needed to characterize F-NIFFL for the case of R > 1 is no longer needed because the transition
probabilities for the NIFFL schemes become identical to those for the IFFL schemes when the
propagation delay is negligible.

When R << 1, there is normally no reason to incorporate contention operation into the IFFQ
protocol because reservations can be made in the next unreserved slot since the frame length can
shrink to as small as one slot (i.e., only the status slot) when traffic is light. However, when
considering integrated voice/data systems, it is appropriate to maintain a fixed frame length of L siots
because each packet of a voice call needs a periodically recurring time slot. Thus it may be
appropriate to maintain frame lengths of at least some specified length even when the propagation
delay is near zero as is done under IFFL and NIFFL.

The delay analysis of PR-VD-NIFFL schemes in which the propagation delay is much less than
the frame length follows directly from that given in this report. The only differences are that there is
no longer an intermediate frame (since packets arriving in frame k can now be transmitied in frame

*Here we refer to normalized delay. Of course, the absolute delay increases as L increases.
#In integrated voicesdata protocols, data transmissions also depend on V.,
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k + 1 instead of frame k& + 2) and that the propagation delay associated with the actual data packet is
now negligible. Thus, instead of the common term 3L /2 + R found in the delay expressions of Eqgs.
(49) and (58), we would obtain L /2 + R since the delay of R slots associated with frame k +1 is no
longer incurred.

13. CONCLUSIONS

In this report we have addressed the major issues associated with channel access in integrated
wireless networks, and we have proposed and analyzed the Pure-Reservation Voice/Data Non-
Interleaved-Frame Fixed-Length (PR-VD-NIFFL) protocols. These schemes are especially well suited
to satellite networks and to high-speed wireless terrestrial networks in which the round-trip
propagation delay is greater than the data-packet duration, although they are also appropriate for
environments in which propagation delay is less than a packet duration, a common characteristic of
military environments. The techniques we have developed to exploit the structural properties of the
two-dimensional first-order Markov chain that characterizes this scheme have been shown to permit

1, Inatinn nf Adata_nanslkat Adalay and ira_nall hlasbi;moe nrenhohil
tl'}e efﬁcient and aCCural.f: UYal‘ll“l-lUll W Udia l.l‘l\—l\\wl U\rlﬂy (2R} ‘V’OLUU_U?III UAUUI\.II.IB lJlUUaUlllLJ

Performance results illustrate the dependence of performance on system parameters, and demonstrate
the improved performance that can be achieved through the use of the movable-boundary version as
compared to the fixed-boundary version. Trade-offs between data-packet delay and voice-call
blocking probability show the importance of the parameter V,,,,, the threshold used to control access
of voice calls to the system.
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Appendix A

HYBRID VERSIONS OF THE IFFO, IFFL, AND NIFFL SCHEMES

=
Iy
r

In the body of this report we limited our discussion primarily to pure-reservation versions of
IFFO, IFFL, and NIFFL. In this appendix we demonstrate how the analysis is extended to hybrid
versions of these data-only schemes in which the fixed-contention mode of channel access, defined in
Section 4, is used in the unreserved slots (if any) of each frame. These hybrid schemes are desig-
nated as F-IFFO, F-IFFL, and F-NIFFL.

_ In Ref. Bl we demonstrated that F-IFFO provides considerable improvement over PR-IFFO at

low to moderate throughput rates. Similar improvement is expected under F-IFFL and F-NIFFL, as
compared with PR-IFFL and PR-NIFFL, although performance results for the hybrid versions have
not yet been obtained. It would be straightforward to implement a F-VD-NIFFL scheme; system
operation would be the same as that under PF-VD-NIFFL, except that F-NIFFL would be used in
place of PR-NIFFL in the data compartment of each frame.

We now discuss the hybrid versions of the protocols we have studied.
F-IFFO
For F-IFFO we can easily show that (see Ref. Al)
Py & Pr@Riss =R =) = [MOF D] qoaweens« g,
. Where * represents the convolution operator and
envG) = cDFe@r o Fe)

is the convolution of N, (which depends on R, = i) pmf’s of the form c(j), which is the probability
that j packets are transmitted unsuccessfully in a contention slot. All convolutions are performed
numerically. In particular,

c@® = (=N -N + MN
c(l) =0

() = E‘;’] N A=W, 2<ji<M

Thus cy, () is the pmaf of the number of unsuccessful (colliding) packets in a frame with N, contention

slots. The expression to the left of the convolution operator in the transition probability for F-IFFO
is the pmf of the number of arrivals in frame & that do not attempt transmission in contention slots
(because of the slot number in which they arrived; see the discussion on transmission policy in
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Section 4). Whenever R; = R —1, the convolution vanishes because N; = U; thus the pi; are the
same as those for PR-IFFO. Therefore, the performance of F-IFFO is closely bounded by that of
PR-IFFQ in the limit of high input rates.

F-IFFL

Under F-IFFL the frame length is fixed at L slots, where L = R. Tt is easy to observe that for
R, < L — 1 the transition probabilities derived for F-IFFO apply, whereas for R, = L — 1 those
for PR-IFFL must be used; hence the transition probabilities for F-IFFL are:

[M{s’j—?— I}} N (=MD % oy (), 0sisl-1

A ; ;
i 2 Pr(R. ,=jiR, =1i)=
Pij Rz =j{Ry=1) ] iE‘Arﬁ’.i J }J-HL—](I — ML=t oy

F.NIFFL

In Section 6 we demonstrated that PR-NIFFL can be described by a first-order Markov chain.
Unfortunately, it is not possible to do so for F-NIFFL. However, the second-order Markov chain can
be decomposed to generate a collection of smaller problems, as we now discuss. We start by observ-
ing that Ry, is common to both states (i.e., origin and destination) of each transition. This led to
the state probability description in terms of the vectors of the form q; with elements gy the index j
takes on all possible values of R, . (i.e., from 0 to N —1} and { takes on all possible values of R,
(i.e., from 0 to L —1).* For each value of R, ; we consider the transitions from K, to K, ,,. The
corresponding transition probabilities are denoted as

pil, & Pij—jm & PrReyy =m Reyy = j{Resr = Jj, B = i)

Whenever j < L — 1, RS = 0, in which case Ry, = R¥),;. Whenever j > L — 1, RELD =
§ — (L — 1) packets must be added to R{¥},. By an appropriate modification of the expressions pre-
viously derived for F-IFFL, we have the following transition probabilities for F-NIFFL:

[ [M{i; I)] N {} . }‘}M{§+}}—m % {"N;‘(m)! a 5} <L —1
P'im = MG + 1 Ly e o .
i l[m —i§+£—}{] A JF+L I(i _ k}ﬁd‘il-i-ﬁ i —f+L ~1y % f"%{m}! > L - 1.

Recall that we must have i < L — 1 since L — 1 is an aggregate state {the excess packets are
incorporated into j = R, (). Again, the convolution vanishes whenever i = L — 1. Note that the

. . = . . e
twn pYnreceinng given here eorracsnand to diffarant ranaec of 7 rather than 7 Thare are N trancition
TW0 CAPTUSSIUNE ZIVEU OUIC CUTICOPUNLG W LGLOTITAL 1Gpts Ut 7, 280 e 1. 2 LGEL @3 Y ARSI

probability matrices of this type (one for each value of j, denoted Pyj), each of dimension L x N.
Each g; vector is multiplied by the corresponding transition probability matrix Pg,. The result is
again a collection of N probability vectors for Ky .;, each of dimension N, one for each value of
Ry +1- The vector corresponding to R, ., = j, which we denote r;, consists of the elements

Fim = Pr(Re.y =, Ryyp = m)

P, S | VNI | BN N )
L 3

*As noted in Section 6, the state K, = L — 1 is an aggregale siate that actually conain .
iNote that &; refers to a probability vector in which the state in the later of two slots is held constant (Le., B, .y = J, while &, varies)
whereas ¥; refers te a probability vector in which the state in the earlier of two slots is held constant (i.e., Re.( = j, while R, ;; varies).
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In preparation for the next iteration, the state probabilities are rearranged in the form of the q;
vectors, where all states for which R, ., = L —1 are combined in the aggregate state L —1. This
procedure is repeated until convergence is achieved.

In our discussion of the IFFC protocols we made the observation that the performance of PR-
IFFO bounds closely that of F-IFFO in the limit of high throughput rates. Similarly, at high
throughputs the performance of PR-NIFFL provides a tight upper bound on that of F-NIFFL. This is
true because most frames have no unreserved slots at high throughput rates, in which case R, =
L —1 (the aggregate state). Thus no k-packets can be transmitted in frame &, in which case F-NIFFL
functions in the same manner as PR-NIFFL. Therefore, at high throughput rates (for which large
transition probability matrices are needed), the performance of F-NIFFL can be bounded and closely
approximated by that of PR-NIFFL, which is characterized by a much simpler description (i.e., a
first-order Markov chain).
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Appendix B
COMPUTATIONAL ISSUES

It is computationally intensive to evaluate the performance of the protocols studied in this paper.
In this appendix, we discuss some of the major issues we have encountered and several of the
techniques we have used to ease the computational burden.

The infinite Markov chain that describes R, has been truncated to a finite dimension N. An
N X N transition probability matrix permits the modeling of up to N — 1 reserved slots per frame
(since the N elements in the probability vector range from 0 to N — 1). The truncation operation
involves setting Pr(j =N — 1|{) = 1 — Pr(j = N —2|i) to maintain conservation of
probability. Typical values of N can range from 20 at low throughput to 700 at extremely high
throughput for the IFFQ, IFFL, and NIFFL protocols. The largest value of N used for the integrated
PR-VD-NIFFL scheme has been reduced to 250 becauwse of the need to store V,, + 1 of these
transition probability matrices (i.e., up to seven of them in our examples). In our studies we have
verified that the values of N used in our calculations have been sufficiently large so that the effect of
truncation error is small.

Combinatorial Expressions

The evaluation of the combinatorial expressions of the form [M u j+ ”] ., which appear in the

transition probability for the IFFO protocols, raises an interesting computational problem. For large
values of M (values up to 50 have been considered) and i (as great as 700) the values of the combina-
torial expressions become extremely large, while the values of the corresponding exponential expres-
sions become extremely small. To avoid the resulting computational problems, we recognize that,
since the arrival process in each slot is an independent sequence, the pmf of the number of arrivals in
i +1 slots is simply the convolution of i +1 pmf’s of the number of arrivals in a single slot. Thus we
can perform the computation by convolving expressions that have less extreme values. We have

= s . (M\ s M=
a(j) = Pr(j arrivals in one slot}) = LJJ N — N
Therefore, fori = R — 1,

pi = a(j) *a()* -+ *aQ),

where * represents the convolution operator and the expression is the convolution of i + 1 pmf’s of
the form a(j). Similarly, for i < R — 1, p;; is the convelution of R a(j)’s. All convolutions are
performed numerically.

Termination Criterion

In the computations for the data-only protocols, the iteration was stopped when the following
ion was satisfied:

crit
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fmm + D — )] = 05x107° O=sj=N-1,

i.e., each element in the pmf changes by not more than 0.5 X 10™% from one iteration to the next.
In our numerical evaiuation of PR-VD-NIFFL, the iteration was stopped when each ciement of the
joint pmf of (R;,V;) changed by no more than 10”7 from one iteration to the next. To verify that
this criterion is sufficiently stringent, several runs at high throughput values were made with a
?Egh‘fened critarinn of 107 LY Thig reciited in an increase of the evalnated ;Ia!a-mcket detav of at maogt
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several tenths of one percent.

The number of iterations needed to satisfy this criterion ranged from two at extremely low
throughput to more than 2000 at extremely high throughput. We have observed that, as the frame
length L increases while utilization and the ratio (V,,;, +1)/L remain essentially constant, the number
of iterations reguired to achieve convergence decreases significantly, as does the normalized expected
system time; this was discussed in Section 11.

A scaling operation, which ensures that the elements of the pmf sum to 1 at each iteration, must
be included to minimize the effects of computer roundoff error.

Initial State

In all of our numerical examples for the data-only protocols (IFFO, IFFL, and NIFFL), we
assumed arbitrarily that #(0) is uniformiy distributed between © and 9; no attempt was made to
optimize the initial state. For the integrated PR-VD-NIFFL scheme, we again start from an initial
state in which the data-packet component of the state is uniformly distributed over this interval.
However, the initial voice state is not uniformly distributed. We exploit the fact that, as a
consequence of the simple threshold policy for accepting voice calls (i.e., accept a call as long as
doing so would not cause the number of active voice calls to exceed the threshold ¥,.,,). voice traffic
is independent of data traffic. Thus the equilibrium distribution of Vi, which is the same for all
versions of the VD-IFFL and VD-NIFFL protocols, can be determined independently of that of the
data traffic. This property has been exploited in establishing the initial condition from which the

iteration is started. In particular, we have set
PriRy = r,Vg = v} = Q.1 Pr(V, = v}, 0=r=9 0=sv <V,

Use of this initial condition has reduced the required number of iterations comsiderably, as
compared to the use of a uniform distributien over the voice states. For example, for a case with low
data throughput, convergence was achieved in three iterations {as compared to 182 for a uniform
initial distribution) with identical performance results.

Evaluation of Delay for the Movable-Boundary Scheme

A three-dimensional array is needed to store the state probabilities of the form
PriDgn _pe+; = d,Vy = ), 1.e., for the dimensions of siot number {(m — XL + j). index of the
data packet that is transmitted (4), and number of veice calls in the current frame (V). For example,
for a frame length of L = 12 stots, V.. = 6, and if we wish to keep frack of up to 4 = 2350
packets, an array of size (L —=1) X (Vo +1) x N = 11 % 7 x 250 = 19,250 per frame is
needed.* The entries of this array are filled in one frame at a time by using the iterative procedure
described in Section . For the specified systemn parameters, up to 50 frames may be needed to
transmit 250 data packets if voice traffic is heavy, thus requiring the storage of almost 1 million

*Note that L — 1 {rather than L} appears here because the first slot of every frame (the status stot) is never available foy data.
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probability values if a straightforward brute-force approach is used. Fortunately, however, storage
requirements can be reduced greatly, as shown in the following.

Although the calculation of the expected slot number in which the dth packet is transmitted
requires a summation over all slot numbers, we can define partial sums and update them after each
frame. For example, to represent the contribution to expected delay of the dth packet that is
accumulated in frame m + 1, we can define

-~ ~ {(m+1L
tm+](d| V0=V0) = fm(d l V():VO) + E ] PF(DJ =d | VO = Vo),
j=mL+1

where
to(d{ Vo = vg) = 0.

Thus, to evaluate the system time, it is necessary to store the three-dimensional probability array for
only one frame at a time. Another helpful feature is the fact that, to determine the transitions from
frame m to frame m + 1, only those entries corresponding to slot mL (the last slot of frame m) are
needed. Finally, we observe that the state probabilities of the form Pr(D, .1z +;,Vn), which
characterize the slots available for data packets, are independent of the data parameters. Thus it is
possible to perform most of the delay-related calculations independently of the calculations of the
equilibrium system state (R, V;). For example, if the same set of voice-call parameters is used for
several sets of data-packet parameters, the same set of Pr(D, _1yz +;,V,) values can be used for
each of them.
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