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SUMMARY

Laser light conducted by optical fibers in a liquid medium is modulated by acoustic pressures.
This phenomenon is exploited to make an acoustic sensor of underwater sound by demodulating the
light through a heterodyning procedure. In application to underwater detection of ocean acoustic sig-
nals the problem arises as to the response of bare fibers to fluctuations of ocean temperature. Quantita-
tive estimates are necessary of the extreme case where the fibers are bare, the temperature is instan-
taneously sensed throughout the fiber, and statistical equilibrium is present. The effects of conductivity
are deliberately omitted.

The procedure for making these estimates followed these steps: First, a derivation was made of a
formula for the signal/noise ratio of a generic fiber-optic hydrophone which included all noise contribu-
tions, shot noise, amplifier noise, Johnson noise, laser jitter noise, environmental temperature noise,
and environmental mechanical stress noise; this report calculates numerical estimates of the last two
types of noise to show their phase-distorting effects. Second, the bare fiber-optic sensor, in the form of
a single length of fiber, was reviewed in terms of its instrument temporal and spatial windowing.
Numerical estimates are shown to be strongly dependent on how much of the wavenumber-frequency
power spectrum of internal waves is accepted by these windows. Third, the temperature fields of the
ocean were categorized by adoption of pertinent Garrett and Munk spectra of internal waves, including
the effects of tow speed. It is shown from these spectra that for ordinary tow speeds the ocean tem-

perature field is very nearly frozen, except for the very shortest and very longest wavelengths. Fourth,
for specific lengths of bare fibers at specific depths quantitative estimates were made of the fiber
response to ocean temperature fluctuations. The results are shown in tabular form. Briefly, the rms
phase fluctuation for fibers at 100-m depth is estimated to be 4.04 rad for a 1000-m towed fiber, 3.83
rad for a 100-m dropped (i.e., vertical) fiber, and 1.6 to 19.6 rad for a moored fiber, depending on the
duration of observation of internal waves. Fifth, a review was made of microtemperature scales in the
ocean and quantitative estimates of their effects on phase distortion. It is shown that a fiber 0.4 cm
long at a depth of 30 to 60 m exhibits a phase distortion of 1.7 rad, while a 0.01-cm fiber exhibits a
0.29-rad distortion, all attributed to microtemperature fluctuations on bare fibers.
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OCEAN ENVIRONMENTAL INFLUENCES OF TEMPERATURE
AND MECHANICAL STRESS ON BARE FIBER-OPTIC SENSORS

OF ACOUSTIC PRESSURES
PART I

INTRODUCTION

A fiber-optic hydrophone based on heterodyne detection consists of three essential parts: a laser,
two fibers, and a photodetector. At the output of the laser the beam is split in two, and each beam is
coupled to a fiber: one fiber carries the reference beam; the second fiber is exposed to the acoustic
wavefield, which modulates the laser light to form the signal beam. The two fibers feed simultaneously
into the photodetector, which develops an electric current component proportional to the phase
difference between the two beams. This signal current is then amplified by a preamplifier, which
delivers a voltage proportional to the acoustic signal.

One problem in the analysis of a fiber-optic hydrophone is to determine its signal-to-noise (S/N)
ratio, which is a measure of its acoustic performance. A second problem is to obtain quantitative esti-
mates of the noise induced in the signal beam by environmental disturbances such as temperature fluctua-
tions and mechanical stresses. Both of these problems are investigated in this report.

PROCEDURE OF ANALYSIS

An optical fiber of length L carrying the signal beam is assumed to be disturbed by environmental
factors. It is desired to calculate the effect of these disturbances on the stability of the phase of the sig-
nal beam and from this to determine the S/N ratio of the fiber. The procedure of analysis used in this
report to make these calculations will be based on autocorrelation functions and power spectra of the
random environmental disturbances. To illustrate this procedure, let the disturbance be a random tem-
perature field 80 (x, t). The corresponding random phase AO (x, t) of the signal caused by this field is
derived from it in the following way.

Relation Between Mean-Square Phase Fluctuation and Mean-Square Temperature Fluctuation

Let 80(') be the j th realization of the phase fluctuation over a length L of a fiber due to tempera-
ture fluctuation 80(') (x) at a point x of the fiber. Then

f= f Co (x) 80(j)(x) dx,

where C0 is a temperature-to-phase conversion factor, with units (rad/0C)/m. Assume CO(x) = CO =
const and define a quantity X such that

Sta) = COXW, X() = fo L8 0 (,)() dx.

Now the mean-squared value of BfL iS

< 84> = CfLo fo <8 0(X)80(X)> dxdx'.

But by the definition of autocorrelation

<80(x)80(x')> = <802> p80(X -X),

Manuscript submitted on April 29, 1980.
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S. HANISH

in which <802> is the variance and p8o (x - x') is the nondimensional autocorrelation of the random
function 80 (x). Now following Taylor [11 one can write

fXI 2 dxL < 80 (x 80 (x) > dx = < 80 (x) X > = 2 d <X2> 

Since we shall always take p to be an even function, we write p (x - x')dx = p ( )de. Then

<XI> = 2 <8o2>f 'f xp(e)dedx'.
Two limiting forms are immediately available:

* If L is short enough for p (6) to be about unity, then
< 2>fLfXI <80L2 .<X2> = 2 8LB L fo ded &= <8L>L1.

This is the coherent case.

* If L is so long that many uncorrelated inhomogeneities of temperature are present over the
fiber, then there is an integral scale Lc such that

00 ~~L
<X2> = 2<802> pf(0 )dfL dx'= 2<80>LcL.

This is the incoherent case. Between these extremes we can write another form, obtainable from the
above forms by interchange of order of integration [21:

<X2> = 2 <80L> Lf 0 11 LJP80(e) de.

In the following applications we shall be mainly interested in cases where L >> L. The mean-square
phase fluctuation due to temperature fluctuation per unit of length L then becomes

______L = COL ,/2 LC , Lc < < L.
L 4L L

In the literature of temperature statistics in the ocean, the integral scale Lc of temperature fluctuations
is only sparsely known. Since the formula for <842> is valid for Lc << L, we shall have to resort to
several approaches to overcome the limited information about Lc:

* Wherever it is known, we use L.

* When Lc is not known, we can assume a special case,

2LLC= 0 (1)m2, Lc << L,

IF< = ~0 COL-/7;.

* When Lc is not known, we assume that the autocorrelation is Gaussian, p (f) =e 2L8

then

<802> = COL <802> [2LL80 - 2L O (1- eL 80)]12

The correlation length L80 must be assumed. (See Appendix A.)

We prefer the second approach and shall use it in calculations below. A similar derivation may be
made for the case of rms phase fluctuation due to time-varying temperature fluctuations for nearly
incoherent summation,

2



NRL REPORT 8424

= ~~COT - ,.f
where

COT = conversion constant (units: oC-1-s-l)

TC = correlation time of 80 (t) (units: s),

T = integration time (units: s), and

T = variance of 80(t) (units: 0C2)

When both temporal and spatial effects are considered together, the combined variance <80LT> must
be used. The result is

ET = COLT_2L -T ,LT

where COLT = conversion constant, in (rad/0C)/(m/s). This formula applies only when L4 << L and
T, < < T Again, when T, is not known we may choose

2TTC=O(1)s2 , T«<< T,

so that

If< =0 T2 > CO T <0
A more drastic assumption is

2LLC TTC = 0(1) m2 . S2,

so that

-If<80LT~>= COLT-F8LT
It is to be noted that rms phase fluctuations can be reported per unit length, per unit time, or per unit
length per unit time only if the correlation length and correlation time are known. If the assumptions
are made that 2LLC = 0(1) m2 and 2 TT, = 0(1) S2, then the rms phase fluctuation refers to the entire
length or entire duration of the measurements procedure.

Discussion: The variance <802> in electrical terms is the averaged ac power over a specified sam-
ple size of finite dimension:

fL<I| 8 o2 >dx = L <80>.

It is related to the power spectrum 8S8 0 (a) of the random process 80 (x) in that 8S80 (a) shows how the
variance is distributed over wavenumber. In numerical calculations the value to be assigned to the
space-averaged variance will be determined in this report by integration of the power spectrum over a
band of wavenumbers. Because L is finite, the power contained in spatial frequencies whose
wavelengths are much larger than L will not be present in <802>. Hence the allowable band of
wavenumbers must be finite. Furthermore there is an additional limit on the thermal energy in the fiber
over the length L. It is found in <X 2 >:

< XI> = < f LfJo X0 W 80 ) dxdx' >

= 2 <802> fO f0 p(e) d dx'.

This shows that lack of correlation between the temperature at the beginning and at the end of the fiber
reduces the thermal energy in the fiber.

In summary, the method used in this report is to calculate <802> over a finite band of spatial
wavenumbers (or temporal frequencies) and then to evaluate the effect of correlation.
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We relate these results to those of Garrett and Munk GM72 [31; the appropriate formula is that
of their footnote on page 237,

<802(Aa)> =f PFT(a)d& = f IdO (a) d1,

in which the units of k (a) are (m2/cycle)/m. Thus the mean-squared phase is

<80 2(Aa)> = Co22LLcf rdI' P| (a) d& (units: rad2).

Letting, as before, 2LLC = 0(1) m2 , we choose a fiber of length L, index of refraction n, and laser
wavelength X0 = 27r/k0, for which C0 is known (see later sections), and write

<80'(Aa)> = konl an + L aiL) < 802 (Aa).
= Ifln 630 L a0

In these formulas the integration limits enclose a band of wavenumbers Aa wide. The limits can be
extended to plus or minus infinity if a window W(x) is used to represent the effects of measurement
restrictions or signal-processing restrictions. A formal discussion of windows is found in Appendix B.
For the purposes of this report we choose a simpler approach. Let W(x) (units: m 1l) be a spatial win-
dow modeled as an impulse response of a filter. Then the Fourier transform of this filter is

W(a) = f W(x) e-iax dx (units: none).

Thus the band-limited variance of 80 is

L = 2LLC COL f [dd| F(a)IW(a)I 2 da (units: rad2 ).

In a similar way, if w (t) is a temporal window, then

W(o) = f w (t) e-i'tdt
27r --

and 2

a<8T> = 2 C2T TTCSI ]dy P W I IW(w)1 2 do,

where F (co) is the temporal power spectrum of internal waves and I W() 12 is the filter transfer func-
tion.

The procedure of analysis summarized above depends very strongly on the existence of measured
power spectra of internal waves in the ocean. The precision of these measurements and their ultimate
significance under the conditions of local space and time make them only approximate. In most cases
good approximations are available. These will be used in later sections of this report to made numerical
estimates of environmental noise, which will ultimately be used to determine a signal-to-noise figure of
merit S/N of the fiber-optic sensor.

The mathematical form of S/N points the way toward the appropriate form to be given to the
environmental noise effect. We now turn to an investigation of the required general expression for
S/N of a fiber-optic hydrophone.

SIGNAL/NOISE RATIO OF FIBER-OPTIC HYDROPHONES

Photodetector Current

In a laser heterodyne detection system the superposition on the surface of the photodetector of
the reference beam, with intensity I, and the signal beam, with intensity I, can be modeled on the

4
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theory of partially coherent light [4]. In this theory the total intensity of two superimposed beams
which differ in phase by AO is

IRS= I, + I, + 2IyrSlIIIJ cos[ar(T) - A01 (units: VA/m2 ),
in which ,s is the complex degree of mutual coherence, Iyrs I is its modulus, and

ars(T) = argy,5 + 2f7Tx
where f is the mean frequency of the laser and T is spatial path difference. In terms of the laser-beam
wavenumber k, one can write the phase difference as a path difference Ax,

AO = k Ax (units: rad).

If the laser field is represented by the analytic signal V(t), then by definition

Yrs&T) rIs) I rs (T)

,Pr-, (T) =7 A/T;3 _N7_ N

and

rs(T) = < Vr(t + T) V,*(t)> (units: V A/m2),
in which < > signifies statistical average in time, 1r, is the autocorrelation of the random variable
V(t), rS is the crosscorrelation of the random variables V, and V', and T is the delay time. Since 7ys I
cos[ars (T) + A+] is a real number, Re y, , it is a measurable quantity, namely,

'rs - r 15'Reyr, = a a

The total intensity I, thus is a sum of coherent and incoherent parts. It is justifiable to assume that
over sufficiently long time the random part is uniformly incident over the area of illumination of the
photodetector. By integration over this area the total light power incident on the collecting surface
becomes

Prs = P, + P, + 2JyrsI -EJP7cos[a,5(t) - AO] (units: VWA).
This light power generates a photodetector current of time-average value

<i> = D<Prs> (units: A),
in which D is the photodetector conversion factor (units: V-l or A/V-A). To emphasize partial
coherency, it is useful to write this current in the form

<i > = [YrsI DI[P. + P5+ 2f7 o/ cos(a,5 - A)] + (1- lyrsl) D(P. + PF).

The first term represents the coherent superposition of two beams of powers lyr I Pr and lyrs I PF, while
the second term represents incoherent superposition of two beams of powers (1 - lyIs, ) P, and
(1 - Irs I) P, This distinction between coherent and incoherent parts of the photodetector current will
be used to advantage in further developments.

The phase AO is the sum of two terms: a nonacoustic phase AO0 and an acoustically induced
phase AkA. In the absence of the latter the average photodetector current can be written just as shown
above with AO replaced by Ai00. It is then essentially a sum of dc terms, Iph (units: A). In the pres-
ence of an acoustic signal which varies sinusoidally in time, the cosine term becomes

cos(ar - A 0- AOA) = cos(a,5 - Ao) cosAOA + sin(a,5 - A 0) sinAq.

If we assume that sin AOA =A4A, then there exists a time-varying photodetector component current,

<iAC> z 2D ly,5 r sin[a, 5W) - A 0] A'OA (t).

The nonacoustic phase AO0 may contain a random component of time A40 (t) caused by environmental
disturbances. In this case, when there is no useful acoustic signal,

5
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cos[a,- - 0- A\Ob(t)] = cos(a,5 - Ao)cosAko(t) + sin(a, 5 - Ao)sinA /o (t).

When the fixed phase a,-5 - A0 is adjusted to be 7r/2 , as is customary, there remains a random com-
ponent of photodetector current

it'd =: ~2D l,-,s I |/P7, sin [AO0(t) ].

The probability distribution of i,¢o is determined by the sine of the probability distribution of A40 (t).
In later sections of this report we shall consider A0o(t) to be caused by random temperature fluctua-
tions, and we shall derive numerical estimates of its magnitude in typical ocean environments.

Coherent and Incoherent dc Photodetector Currents

The time-averaged dc photodetector currents contribute noise in the detection circuits. As noted
above these currents are the sum of coherent and incoherent terms. The incoherent terms consist of
three contributions:

* scattering of laser light in the fiber by Bragg reflection from thermally induced acoustic
plane-wave trains (Brillouin scattering);

* scattering from mass-density fluctuations caused by random motion of the molecules of glass
in the fiber whenever the wavelength of the incident laser beam is much smaller than the
size of the molecules (Rayleigh scattering); and

* scattering from spherical (or irregular) inhomogenities where the characteristic dimension is
larger than, or comparable with, a wavelength of the incident light (Mie scattering).

Thus, the incoherent part of the dc current may be explicitly written in the form

Uph) incoh = D (1- ly, 1) (PI + PF)

= D (PB + PR + PM + PSB + PSR + PSM) (units: A),
where the subscripts B, R, and M refer to Brillouin, Rayleigh, and Mie scattering, respectively. The
coherent part of the dc current has already been formalized above:

(uph)coh = l1y s ID [P, + Ps + 2 -JP7P. cos (a,5 + A40 )I (units: A).

Here all terms are non-time-varying ones.

Noise in the Photodetector and Associated Preamplifier Circuitry

Shot Noise

Shot noise power is determined from the dc current Iph of the photodetector explicitly formulated
above and two other currents: a dc current due to background light ('BK) and the dc dark current which
enters the detector circuit (ID). If the photodetector has an internal current gain G the total shot noise
will be given by

2e [(Iph)coh + (Uph)incoh + IBK + ID] < G> 2units: AHJ'

in which e is the electronic charge and <G 2 > = <G> 2 F(G), where F(G) accounts for an additional
multiplication (or gain) due to the nonlinear properties of gain development inside the photodetector.
The value of F(G) is 0.5 to 3.0, depending on the type of detector used [5].
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Thermal Noise

The load resistor RL of the detector generates Johnson noise Wj when a thermally induced
current iT flows through it:

Wj = < iT2> RL-

This noise power in a band 8f units wide at absolute temperature 0 is

Wj= 4kU 8f (units: V-A),

where k = 1.38 X 10-23 J/K (Boltzmann's constant). The noise density is thus

< iT> _ 4k0 u A 2
Sf RL Iunts: H J

This noise component is additive to the shot noise formulated above.

Laser Jitter Noise

Laser beams have associated with their steady intensity I a corresponding fluctuating intensity 8I.
This is the laser jitter. It generates in the photodetector a noise current i>(t). If a data record T
seconds long of this current is Fourier analyzed it will have a power spectral density IJ (w) 12 and a
power spectral density factor, defined here to be the quantity

-IiJ () 12,
T

in which Ij(o) (units: A s) is the Fourier transform of iT(t) over the duration of the finite sampling
time. The choice of Fourier transform is explained in Appendix C. The mean-squared value of ij(t) is
then obtained by integration over the band of frequencies spanned by Ij(6) in the power spectral den-
sity factor:

>= fQ 2Tt IIJ(&))12 dw) (units: A2).

A convenient way of deriving the power spectral density factor is through use of the autocorrelation
YJ(T) of ij(t): 2,r ~r~

T 11(W) 12 = e eiC7 Y WT dT,

where

Y() = -TT ij(t) ij (t + T)dt (units: A2).

Typical forms of YJ(T) are discussed in a later section of this report.

Environmental Noise

Assume that the environment generates a random thermal disturbance and a random mechanical
disturbance of the fiber. Let one of these disturbances be Sc (r, t), meaning it is a spatial and temporal
fluctuation of an environmental parameter (temperature or mechanical stress). The power spectral den-
sity factor of this random function over finite volume V and finite time T is then defined to be

(2 )4 IE(K, W)1
2

in which the quantity

E(K, 0) = ff Se(r, t)eiotiKr dt dr
27n (2iT)3

7
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is the Fourier transform of SE (r, t) (Appendix C). The mean-square value of be over these intervals is

<Sc 2 > = ff (2v )4 IE(K,&T)I d) K d)o.

A convenient way of deriving the power spectral density of SE is through use of the autocorrelation
Y8 E (d, r):

1 ec I~~- K E(K, 0) 12
(2in) 4 Y8 (d, T) el(~t iKd dTdd = (2n) 4 VT

where

Y8 e(d, T) - - ffcE(r, t)8E(r + d, t + T) dt d3d.

The power spectral density per unit of bandwidth can be derived from these formulas by integra-
tion over wavenumber:

2 IE(w) 12 = K(2)3 IE(Kwj) 12 d3 K

By a linear conversion factor the units of this parameter can be made A2 s. In most applications the
spatial part of the spectrum is considered essentially one-dimensional. Then the power spectral density
factor of SE (x t) becomes

(2in) 2 IE(aw) 12

LT
where

(a ,w) = Se(x, t) e-td dx
2in 2ir

The mean-square value of SE (x, t) is obtained from this by integration:

<SE2> -J4(2ir)2 IE(a i&)12 dadw.

Also one can form the power spectral density factor per unit of frequency bandwidth,

2Tf IE (o)12 = J;(20r I E(a,)) da.

Again by a linear conversion factor the units of this parameter can be made A2-s.

In all cases the quantity - is the desired representation of the environmental disturbance,
averaged over space and time. The root-mean-square amplitude of fluctuation in the phase of the laser
signal beam is then desired to be

A6rms= A EV2>, A, = const.

However, since the goal of this analysis is to estimate the noise current in the photodetector caused by
environmental disturbances, the quantity actually calculated is

< i2> = B, <8E2 >, BE = const,

in units of A2. For purposes of relating environmental noise to other noises described above, it is con-
venient to represent it in the form of noise per unit bandwidth:

-= C < 8E2(&))>, C, = const.

8
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Examples of the application of these formulas to environmental disturbances which affect the
transmission of light in fibers are given below. We consider here the effect of these disturbances on
the phase of the laser light.

Let L be the length of a fiber which is acting as a transmission path for a laser beam. As the light
travels from the origin to L its phase is altered by an amount

f= foko(x) n (x)ddx (units: rad),

where

ko(x) = background wavenumber = 27r/Xo(x) (units: m7 1)

and

n (x) = index of refraction (units: none).

A simple case occurs when kon is a constant along the transmission path. Then

= konL.

Now assume that the fiber is acted upon by a random environmental disturbance, say mechanical stress,
which is represented, for convenience in this report, as a scalar pressure ASP (units: N m-2 ) normal to
the surface of the fiber, or as a scalar torsion SST. The change in phase to first order in the change in
stress is

a0* I |k n +ko an + k 0nL '8S (units: rnLl),

in which the asterisk indicates "per unit length." For scalar pressure changes the last term in the
parentheses can be written in terms of the bulk compressibility,

K-I = _ - | ̂  V|(units: m2 N-).

If AL represents the change in one dimension, then for a three-dimensional isotropic body

K-=- 1 AL x 3.
8Sp~ L

Replacing OL/Osp by AL/8Sp, and assuming akolSsp = 0, one finds

_ 8* I Onn K- 1 unt rad- m2
S AP ln ap j kon lunits:N .8SS n O Sp 3 ~ N -m

Following the procedure explained earlier in the section "Procedure of Analysis!' the average value of
the fluctuation in 80 is

2 2
8Lrms = /<80L> Cs f<8Sp 2> 2LLc

= V an_ K 1 J kon / (units: rad),

assuming that 2LLC = 0(1) m2 . A similar formula can be constructed for changes in scalar torsional
stresses. We assume that a constant twisting moment M induces a constant angle of twist 4 in a fiber
of circular cross section with polar moment of inertia 1o,

M= GIo! (units: N-m),

in which G is the modulus of rigidity (units: Nmn-2 ), and the units of Io are m4 . A change in M
induces a change in 0:

9
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AM= GIo A
L

We assume a linear relation exists between a change in fiber length and a change in angle of twist. By
definition,

AL
a= AL (units: m).

Hence,

AL a
LAM GIo

Thus, for random twisting moments SM,

8 ¢L rms = ;1'1 |8 I> 6n + al kon AI8M>2LLC.

This is a one-dimensional statement. In three dimensions we repeat the above analysis to obtain the
effects of random torsional stress ASK:

V 1 I =o| 1 Kn - 1l kOn <8SS2 > 2LL,-,

in which

KI _ A V|
V IASJ

In both cases the symbol 8 is used to indicate fluctuations. The constant C5 is directly related to special
constants in the theory of photoelasticity, values of which appear as C in Part II of this report, NRL
Report 8425.

Laser Jitter and Environmentally Induced Noise for Gaussian Correlated Fields

In the section "Environmental Noise" it was found that the noise current in the photodetector
current can be obtained from the mean-square environmental disturbance <8E2 > averaged over space
and time. This quantity in turn can be calculated from a knowledge of the power spectral density
I E (K, W) 12 of E (K, t). Again, as noted earlier, a convenient way of calculating spectra is through the
use of autocorrelation functions. We treat now several cases.

Power Spectral Density of Mechanical Stress and Associated Noise

Let the environmental disturbance be a random mechanical stress which is represented in reduced
form as a scalar SS (r, t). The autocorrelation function over all space and time is

5(1, ) = lim | -fvfT8S(r, t)8S(r + 1, t + 7-)dvd.
T-oO

In all applications to real phenomena both V and Tare finite. The mean-square fluctuation, or variance,
is the value over the whole V and the whole T:

<8S 2 > = Y5 (0, 0) = V 8f wT S2(r, t) dvdt (units: N2 *m-4).

Because of instrumental and experimental limitations, not all space and not all time can be measured.
There is an effective band of wavenumbers and an effective band of frequencies that are resolvable under

10
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the conditions of test. Thus the full variance <8S 2 > is not physically reportable. To deal with a finite
spatial and temporal spectrum, we utilize the full autocorrelation function. Examples are now
developed.

Assume that the scalar stress field is isotropic in space, so that its autocorrelation is dependent on
distance I between r and r', and not on orientation of the vector separation 1. Further assume a simple
Gaussian form for both space and time dependence:

y8S(l, r) = <8S 2 > exp [- I | _)2| -_ T[|-f (units: A2 ),

in which henceforth we shall take the units of <8S 2 > to be the noise-current equivalent, A2 . Here 1cm
is the correlation length of the random stress field and Tcr is its correlation time. As noted earlier, the
power spectral density factor is given by

1 1*1 II 1

(2ir)4 I , W)12 = <8S2> f-fTdd3le 2m e ITc e li
VT f v dT 

in which A is a vector wavenumber. The integration over T yields X27 Trcm exp[- 2 c2m]. The

integration over I is found by noting that d31 = dL, dLydL, and that, because of isotropy of the stress
field, d31 (lcm) 3 dlx, where d, is nondimensional. Thus,

(27r-)-- > exp SC2 2 | Imm m - 2) TC. (units: A*m s).VT (2in)2 o~?ep 2II L~m 2W~

By integration over a volume of effective wavenumber Ap, we obtain the noise power spectral density
factor per unit bandwidth of frequency:

2Ir IS(w)I2 <552 lmTcm exp 1 -AI Id3IL exp -1W2T-2w (units:A s),

in which

J8S(W)12 -f (27r)318S(/,'W)1 2 d3 ,. (units: A2 S2).
V

Finally, by integration over an effective band of frequencies Aw, one gets the mean-squared band-
limited variance:

<8S 2(AA, Aw)> (2)2c cf~ doJf d3A expj-I~ IAlLI12 11c 1W27rn(270 >&c.c 'IL -d~uxl2 | lcm 2° cm|

= <8S 2 > F4 (A/,, AwC) (units: A2).

Here F4 (AU, Aw) < 1 when Apu and Ao) are finite, and F4 (At, AcI) = 1 when A~t and Ao are infinite.
The subscript 4 denotes a four-coordinate system (3-space and time).

When the spatial dependency of SS is one-dimensional, the power spectral density factor is

155Ss(a,&)) 12 <S 2>-2r
(27 L2 T - (22 JLJ8 > e 2 Icm cm e-ial+ iw7 dTdl

_ 8 >___ [ a lc _ 2Tc~ml .
= (2a) lcmTcm exp- 2

m 2cm (units: A2*m. s).

Thus the power spectral density factor per unit bandwidth of frequency is

11
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2Ttr 1;S(,,) 12 = <8s > _20 cm 2 ImŽ- Scm)I cm Se J." e 2da
T i

(units: A2 -S),

where

18S(w)12=f 2T I8S(a &)I2da (units: A2-S2).
L

Finally, the mean-square band-limited variance of noise current due to random mechanical stress is

<5S2 (Aa, Aw)> = f-- 2 S 1 w)I2 dw

2 (,)2T 272 a2lc2

- <~~~> lcmcmmf dw e 2 fe 2do

- <8S2 > F2(Aa, Aw) (units: A2).

When the total dependency of the fold is one-dimensional in either space or time, then the mean-
square bandwidth-limited variance is for space:

S2 <8S2> A ~~~~~~~~~~a2c2C
<8S2 (Aa)>x =J/ xicrnje 2 da,

<8S2>X = fL 15S2 (x) I dx,

and for time:

<8S2>,,rC" &)2Tcm

<hiS2(AW_)>t =cm J;, e 2 dw,

<8S2> = 1fT S2(t) Idt.

The total bandwidth over frequency and wavenumber is - co to + co.

To this point we have assumed that the autocorrelation of the random stress field is known. We
can make the alternative assumption that the power spectral density is known. Then the band-limited
variance can be directly calculated:

For 3-space and time: <fS 2 (Apu, Ac)> = ff (2in) ISS, )12d3 ludw (units: A2),

<8S2(oo, oo)> = <8S 2 > = variance over the entire spectrum.

For 1-space and time: <8S 2 (Aa, )> = ff (2in) I8S(aW)j 2 dadw (units: A2),

<5S2(0, A)> = <8S2 >.

For 1-space: <85 2 (A&a)> = 2Lr ISS(a)12da (units: A2 ),

<8S2(.)> = <852>

For time: <8S2 (AO)> = fT 21 ISS(W) 12dwo (units: A2),

<8S2(.~) > = <,8S2>.

12
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Band-limited Variance of Laser Jitter Noise

Assume that laser jitter is predominantly a temporal phenomenon. Then, using the equations
derived above for Gaussian autocorrelation of the time record of jitter current in the photomultiplier,
we estimate the band-limited variance of this record to be

<8j 2>',r T a
<8i]2(A0))> = 2l e 2 do) (units: A2),

where TCj is the correlation time of the record and Aw is the allowed bandwidth of the measurement
system.

Band-limited Variance of Fluctuating Temperature Noise

Assume that the random temperature field is one-dimensional in space and possibly fluctuates in
time and that both spatial and temporal autocorrelation are Gaussian. Then the band-limited variance
of the temperature fluctuation is

2 (02T 2 a21,2

<802(Aa, Aw)> = 8 > JCO H do)dw e 2 J, dae 2

where lco and Tco are the correlation lengths of the spatial record and the temporal record respectively.
By use of an appropriate conversion factor this becomes also the band-limited variance of the noise
current generated by environmental noise.

The use of Gaussian autocorrelations for the random disturbing field may not be a best choice. In
application to ocean environments a sin x/x autocorrelation has the possible advantage of greater fidel-
ity to the random phenomena. A derivation of power spectral density factors in the sin x/x case is
presented in Appendix D.

Noise Sources in the Preamplifier [51

A preamplifier can be schematically represented as a noiseless generator with gain A (0) and input
admittance YA = GA + jco CA. It has two noise sources, a voltage noise source VA in series with the
input terminals and a current noise source in parallel with the input terminals. The latter consists of a
portion JA which is uncorrelated with the noise voltage source and a second portion which is correlated
with this source through an admittance Yc = Re Y, + j Im Y,. We neglect this second portion. The
spectral density of noise from the voltage source is <vI >/Sf in units of V2/Hz, and that of the current
source is < iA >/Sf in units of A2 /Hz.

Noise Voltage at the Output of the Preamplifier

The noise currents in the photodetector and preamplifier circuits are additive. Because of
different methods of derivation, some of these noise densities are on a unit bandwidth Sf basis (in
cycles/s), while the remainder are on a unit angular radian Sw basis (in rad/s). It will be convenient in
this report to keep them in separate groups. Thus, the noises N8f and N8"' are:

On a Sf basis: N8f = shot noise + amplifier noise + Johnson noise.

On a Sw basis: N8 . = laser jitter noise + environmental temperature noise
+ environmental mechanical stress noise.

13
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The total noise in units of V2 at the output of the preamplifier is the sum of two terms:

N8f 12e[(Iph)coh + (Iph)incoh + IBK + ID] <G> 2F(G) + < + Afaf ISf

+~ > IVAN Fly + 2 + 4kTj IA(w)I2 df (units: V2)Sf IY+c 2 RL Y+AI12

and

| 2T IS,(w)12 + 2f f 2Tr 18S80(a, W)12da + - r fo (

x lA (Y) 12 do (units: V2),

where

185(w) 12 is the power spectrum of laser jitter (units: A2 . S2),
1 So (a, 6t) 12 is the power spectrum of random temperature effects (units: A2 -m2 . S2)
I8S

M (L, )) 12 is the power spectrum of random mechanical effects (units: A2 .-. S2),
and

V0 is the volume of space (units: m3 ).

If we assume Gaussian autocorrelations of the random disturbances, then

<8J 2 > T cJ C-_ <802> lc(e72o a21 3
N8. f 1 r= e 2 + -e 2 J e 2 da

AX rd T 2iT Aa

+ l2> 1cMTCMf dl exp -- II AI I M- 1 (02T2 C A ((d)12 do.
(27n) 2 IY+ y~

Thus, in order to calculate Na. from assumed Gaussian autocorrelations, we are required to know the
total variances of the random laser jitter, temperature, and mechanical stress field, as well as their tem-
poral and spatial correlation lengths.

Signal Current and Voltage Sensitivity of the Hydrophone

In the section "Photodetector Current" it was seen that there is a time-varying component of pho-
todetector current, which we call here the signal,

isignal 2D lyrs I l sin [ars (T) - AO 01] AOA (t),

where A'A (t) is the phase generated by the acoustic signal, considered to be of small enough magni-
tude such that sin A A AOA. An oft-used design feature is to experimentally adjust a,- (T) - &Oo to
be an odd multiple of in/ 2. This procedure maximizes the signal. Assume that this is done.

Now assume that AOA (t) = A4 A sin5)5 t. Then the rms ac component of photodetector current is

(isignai)rms = 2D Iyrs I N/AiPA(AA)rms,

The change in phase is linearly related to the acoustic pressure amplitude PA. Hence (from earlier sec-
tions in this report) one has

14
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Usignai)rms = 2D I ',- I ._ 1 3 p-konL pA npms

The result is characterized by the conversion of phase modulation into amplitude modulation. Actually
the signal current is a statistical average, since the detection scheme is assumed only partially coherent.
We therefore write it as an average, < (isignal)rnms>.

In photodetector procedures the signal current appears across the photodetector load resistor RL,
where it develops the signal voltage. Hence the receiving voltage sensitivity M is

M = < (isignal)rms> RL 2DR I I / [ T K _ 1 Oanjk~nL (units: V m 2 N 1).

This is the sensitivity without a preamplifier. The effect of the preamplifier is discussed next.

Signal Intensity at the Output of the Preamplifier

In formulating the S/N ratio of the hydrophone we have elected to write both S and N in units of
V2 which appears across the load resistor. As noted earlier the photodetector itself amplifies the current
by amount < G >. The preamplifier also amplifies the signal by amount A (X). Hence the signal at the
output of the preamplifier has an intensity

S = < (isignai)rms>2 < G> 2 IA (I 12 (units: V2),

IYI + YA I2 uis

where Y1 and YA are component electrical admittances of the photodetector amplifier circuit (Appendix
E). It is to be noted that the signal is single frequency. If the signal has the character of banded noise
it can be reported on a per bandwidth basis < i52>/Sf. Then the signal intensity appears in the form

f = < <G> 2 IA (C) I2 df (units: V2).

Explicit Form of S/N Ratio of the Fiber-Optic Hydrophone at the Ouput of the Preamplifier

For the convenience of the reader we repeat here the explicit form of the S/N ratio of a fiber-
optic hydrophone for the general case of a banded noise signal:

< <i > <G>2 IA(W)I2 df
s J~~~~~ff Sf lyJ+ yAI

N ff12e [Q(Iph)coh + (ph)incoh + IBK + ID] < G >2 F (G) +

2 > _____1

+ ~~~ I 1+ y,-12 + 4 kT IA w df
8f I l c I RL 1 IY.A 12

f |fA {. ISSJ(c)1 2 + 2W f 2IaS 8e (a, W)12 da

+ 27r (27r)3 I3SMG L)12 d3 IA (A) 2 d1

T V0 secion 1A2

All symbols have been defined in previous sections of this report.
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INSTRUMENT WINDOWS AND THE NYQUIST LIMIT

The random environmental disturbances which affect the transmission of light through a fiber
have autocorrelation functions which die away naturally with increasing spatial and temporal lags.
Hence, the power spectral densities have continuous spectral spreads from -o to +00. The variances
of the random disturbances can be calculated by integration of the spectrum over time-infinite limits.
However, because of instrument limits in time and space, and because of the conditions of field experi-
ments, only a finite band of frequencies and a finite band of wavenumbers are actually measured. Thus
only a portion of each variance of a random disturbing field appears in the averaging process. An
important problem of analysis centers on determination of the effective frequency and wavenumber
bands. We discuss this next.

Two choices of Fourier space are in common use. In the first the Fourier pairs are (k, x) and
(co, t), and in the second the pairs are (X-1, x) and (f, t). To illustrate, choose a function 0 (x, t)
which is one dimensional in space and which varies with time. Give it the dimension of temperature,
'C. Then

So(k, w) = Off (x, t) et-kx dtdx (units: 'C m s)
(2iT )2 (uis C s

and

So (A , f) = ff 0 (x, Oe i2.ft-i2,T-1x dtdX (units: 'C * m * s).

Let us use (X-l, f) space to illustrate a first instrument limit on the spectrum. Consider one coordinate
at a time:

So (f) = f SO(X-I, f)dX- 1
- f 0 (t)e i2"f dt.

Suppose 0(t) is sampled at intervals At; then the modulated signal is

O0 (t) = 0(t) X S(t - nAt)

and

siv)' A 0 f 5|- A 

Thus the sampled time signal has a transform with period 1/A,; that is, the Fourier transform repeats
itself indefinitely. If the frequency spread of the continuous So(f) overlaps the period, then frequency

components S (f) for f> -1 appear in adjacent spectra. Thus the limiting f for complete recovery

of 0(t) is

fN 2A (units: cycle/s).

This is the Nyquist limiting frequency. In a similar way, for the spatial function 0 (x) sampled at inter-
vals 1/2 A5 , the spectrum is cut off at

X-1.= 1
N 2A5 (units: cycle/m).

The Nyquist limits in (k - w) space are

(AN = 2 infN = 2ir x 1 = 7r (units: rad/s)
2At A,
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and

kN = 2-r-1 -= 21r x 1 = inN nN-i 2A5 AS (units: rad/m).

If the measurement instrument samples time and space continuously, the Nyquist limits are infinite in
all cases.

The Nyquist limit refers to sampling the spatial and temporal record of the environmental field
either during the experiment or during the signal processing. We discuss next other instrument and
experiment windows.

a - w Power Spectrum and Cutoffs

It was noted earlier in this report that Rayleigh's theorem allows us to write the total energy in a
system over real coordinates as the integral of the absolute value squared of the spectrum of the system
over all spectral components. Applying this to the selected case of a fluctuating temperature field, we
note that the total energy so calculated is the variance of the fluctuating field. However, because of the
nature of the measurement procedure only a portion of this variance is actually picked up by the
receiver. This portion is enclosed within the bound-, of the various cutoff frequencies and cutoff
wavenumbers. Figure 1 shows this schematically.

a

(27T)228S(a;)

LT

amAx

X MIN (WMAX

Fig. I - Schematic representation of cutoffs in a - X space

As noted earlier, the band-limited variance is given by

<802 (Aa, 'w)> f fA1 LT ISSdo (a, w) 12 dadw,

where

( - f0
( 7012Off 80(X, O~e ~-dtdxc

We consider the cutoff frequencies of the fluctuating temperature field 50 (x, t) first. Assume that the
sensor is a spatial point. The field 50 (xo, t) can then be decomposed into its w -spectral components.
Let the receiver have a finite response time A T,. Since 50(t) is a random process, some portion of it
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will generally have temporal excursions which are shorter in duration than A T,. The sensor will not
respond to them. Thus, the spectrum of 50 will be cut off at a frequency Wmax such that

Wmax A Tr

Frequencies higher than Wmax will not effectively contribute energy to the receiver. Of the remaining
band 0 to ClJmax, a second portion will be cut off by the integration time A T7 allowed for the receiver to

measure the field. This time is purposely limited to permit a high rate of data collection and to prevent
the random field 50 from drifting into nonstationarity. The cutoff at the low frequency end is then
estimated to be

Wmin AT,

Between the two cutoffs one then finds the effective frequency band of the w spectrum,

AO) = )max -min A T - A T , ATr < A T,.

In towed systems the upper frequency cutoff of the internal wave spectrum may be controlled by the
speed of tow. This is discussed later.

We next turn to the determination of the cutoff wavenumbers. Assume that the receiver is a
linear array of N + 1 point sensors with uniform separation IA. Let the total length of the array be
LA = NIA. We fix time at some instant and decompose the spatially fluctuating field 80(x) into a spa-

tial spectrum. In accordance with the Nyquist limit, all spatial periodicities less than 2 1A will not be

effectively measured. The distance 21A is thus the minimum distance of response to the spatially
fluctuating field. The upper cutoff wavenumber is, therefore,

aa I (units: rad/m).

Of the remaining wavenumber band, 0 to amax, a second portion is cut off by the length of the total
field sensed LA (i.e., track length), and

amin (units: rad/m).'
LA

Between the two cutoffs one then finds the effective wavenumber band of the spectrum to be

Aa = amin - amax - (units: rad/m).
mx 2 IA LA

If the array is continuous rather than a collection of point sensors, the band is

Aa = LA (units: rad/m).

Instrument windows have their own spatial and temporal spectra. Let w(xt) be the window
modeled as the impulse response of a filter. The filter transfer function is then

W(a, ) = f W (X, t) eiwt-iax dtda

The variance of a random scalar field (say temperature) is then given by

<802> = CC (2iT) 2 1SSO(a, W) 12

ff LT I5 8 (,w 1W(a, w) 21 de dwo.
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Here the spatial and temporal limits imposed by the window permit the integration limits to be + 0.

The window effectively cuts off the contributions of the a-w spectrum of the fluctuating field when
these extend beyond its own limits.

Closed Form Solutions for Mean-Square Temperature Fluctuation

For the remainder of this report we consider in detail solutions of the basic equations for band-
limited mean-square temperature fluctuations in the ocean. It was noted earlier that for a Gaussian
autocorrelation of the temperature field 0 (x,t) the band-limited variance is

<802> -, ,272 aco<I02(Aa, A&))> = ff - 2 e 2 dadw (units: (OC)2).

The integration is elementary if the assumption is made that there is no dispersion:

<80 2 (Aa, AO)> = <802> erf aaxco - erft arncOII

x Ierf n 2I erf[ An iIw
where

erf(z) = fZ e-t2 dt

This is a closed-form solution. Here, as before, the values of amax, amin, (max' and (.min must be
determined by considerations of the instrumental and experimental cutoffs to the a-W spectrum
described earlier in this report.

We next consider a towed sensor. Let the speed of tow be v(m/s). If this is fast enough (say
greater than a few knots) the ocean temperature field is essentially "frozen." Then we can convert the
w spectrum to an a spectrum by writing a = coiv. For a Gaussian autocorrelation of the temperature
field we find the closed form solution

2 ~~<502> 1IImxc I I mn~1
<802(Ac /v)> = 2 jerf(` j -erf 1 Win j-

These band-limited variances of the temperature field will be used later in making numerical estimates.
This completes the first major portion of our investigation.

We now take up the second major problem, which is to make numerical estimates of the effects of
temperature fluctuations on the phase stability of optical-fiber hydrophones.

TEMPERATURE FIELDS IN THE OCEAN

The temperature field 0 (r, t) in the ocean is a complex phenomenon. It consists of several com-
ponent fields distinguished among themselves by differing length and time scales. First, there is a long-
duration mean-temperature variation with range and depth, labeled the temperature profile. Secondly,
there is a faster space-time fluctuation of temperature at each range and depth about the mean profile.
Thirdly, there is a still shorter scale space- and time-varying microstructure of temperature which also
varies with range and depth. The causes of these component phenomena are thought to be seasonal
solar heating which forms the profiles; internal waves generated by winds, convection currents, etc.
which distort the profiles in space and time; and velocity turbulence and thermal diffusion, which are
responsible for creating the temperature microstructure.

19



S. HANISH

We concentrate here first on the fluctuations in temperature profile caused by internal waves and
second on the temperature microstructure. Our objective is to calculate band-limited variances of tem-
perature fluctuation in each category and from these to calculate the mean-square fluctuation in phase
of a laser light beam being transmitted through a fiber submerged in the random temperature field.

We begin with the effect of internal waves on the temperature field. Before entering the analysis,
we define the concept of one-dimensional spectra, which are the major tools for calculation.

One-Dimensional Spectra

All spectra used in this report are one dimensional. They are derived from three- or four-
dimensional spectra by integration in the usual way. Let

<80(X,t) 80(X + f, t + T)> = <802> p(, r)

4f0 eia f - i4'T8 So (a, co) dadwo,

where p is the nondimensional correlation function and AS is the spectral density. Then the one-
dimensional spectra are generated as follows:

<802> p(oel, 0, 0, 0) = f eita1 8So(a, w) dadw (1)

= f e J1 1fff 8So(a, w) da 2da3dco da,

= f e' la F' (a 1) dao1,

where F' (a,) is the one-dimensional spectral density along coordinate ( , and

<802> = p(O, 0 0, W) = f eiw F"(c) d@, (2)

F4(CO) = fiff e ic SS(a, w) dat,

where F4 (co) is the one-dimensional spectral density along the coordinate of time. 1f the field 80 is iso-
tropic in space, then

8S(a,w) = SS(a, ), a2 = a I a.

If the field is not isotropic, it is sometimes convenient to define a three-dimensional spectrum of a sin-
gle variable by integration over a spherical shell of radius a:

E(a,o)) =ff SS(a,wO) dA.
a a=a2

Then

<802> = -o Eo(a) dao.

Garrett and Munk Spectrum for Internal Waves

Garrett and Munk proposed a model, called GM72 [31, later improved to GM75 [6], of a power
spectrum of vertical displacement of the ocean medium at various depths caused by internal waves.
The model is given by their Eqs. (6.20) and (6.22):

^ () 3 ((2- ) (GM6.20)
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n P;(aj)- 2= Eci I3 N a ) ' °'i << WA- <n. (GM6.22)

The symbols used by them are very special. They are listed in Table 1 together with their units.

Table 1-Garrett and Munk Symbols

Symbol* Meaning SI GM
Units Physical Units

h Vaisala frequency s- cph
F4 (co) vertical displacement c spectrum mi2 s m 2 /cph

E nondimensional energy
clzi nondimensional inertial frequency
M scale factor for spatial coordinates m' cpkm
cw nondimensional frequency

Fa (a i) vertical displacement a spectrum mi3 m2 * cycle/m
N scale factor for time coordinate s- cph
ao1 nondimensional wavenumber
a wavenumber n 1 cpm
^ki inertial frequency s-1 cph
E energy in units of velocity2 x distance m3 . g-s

p mass density N j2/rn-
pEt energy per unit area N- nlm 2 J/cm2

E (y) energy in units of velocity2 m2 . s-2
pE(y) energy per unit volume N- mnm3 J/cm3

x,y range, depth in

b 2M1 buoyancy depth scale m m/rad
274M

*Also, a = a/M, w = 61k, n = hn/, x = 21rMx, t = 2arNt,
given by h - ke-M/b, where b = 1.3 km and 9 > 200m.

and an exponential model of h is

By curve-fitting to ocean data GM72 assigned the following values:

M = 0.122cycles/km=1.22 x 10- cycles/cm =1.22 x 10- cycles/m,
1-' = 8.196 x 105 cm/cycle = 8.196 x 103 m/cycle,

N = 3 cycles/h = 8.333 x 10- cycles/s,
3r-3k2= (8.196 x 105)3 (8.333 x 10-4)2 = 3.824 x 101l cm3/s 2 ,

E = 3.82 x 106 cm3/s2 ,

pE = 0.382 J/cm 2 = 3.82 x 10o erg/cm 2 ,

= 1 g/cm 3
= 1 dyne- s2/cm4 (1 kN- s2/m4),

E = E _ E2in_7 3.82 x 106 x 2 7T 2in x
= ~ - 2N 2 3 N2 3.82 x 1011

xj = 0.04cph= 1.111 x 10-5 cycle/s (at 30° lat.),

ii = jk = 20 modes, and
b = 1.3 km= 1.3 x 103 m = 1.3 X 105 cm.

In order to obtain a quantitative feeling of these entities we cite a few examples.

Example 1: In Fig. 2 (GM72 [3] Fig. 4) choose &1 = 1 cpkm (cycle per kilometer), then

a a1 1 cpkm = 8.196
M 0.122 cpkm
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IU-2 1 111_ 

E
E

104 10 

103 n .l I

1o
3 .~~~~~s, -ph

FCODP SITE '2' 

10 10-

A214 2/2 1' 2

0.1 tO i02 `O~ "t
3

w) cph

Fig. 2 -Garrett and Munk spectra of vertical wave displace-
ment due to internal waves. Bands represent the observed
moored and floating spectra (left) and towed spectra (right).
Dotted bands are presumably not subject to fine-structure noise.
Curves are the derived relations (6.20, 21). (GM72 [3], Fig. 4).

and
co WAi = 0.O4cph = 1.333 X 10-2.

Thus,

hPF(a,) = | 27rx 10-J (0.04 cph) X (8.196x 103)3| (8.196)21

= 6.64X I03 m3/h.

This checks with the value in Fig. 2.

Example 2: At depth 9 = 300 m, from the GM72 exponential model of the Vaisala frequency

h = R exp(-9/b); N=; (h = 0) = ho= 3 cph,

= 3cphx exp- 1300 2.38 cph,
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and

i(a 1) =6.64x 10' m3 /h = 2.79x 103 m3 or M2 |
2.38 cph cycle cpm

This also checks with the value found in Fig. 2.

Example 3: According to GM72 Eq. (6.20),

n-PlF (w) = 2 Ecsij-20)-3| a) + O' 12 units: m2
-rE cycle2

Now choose o = 0.1 cph,

( = HA 0.1 cph 1072

N 3 cph

and

('b _ 0.04 cph 21 3 3 3

N 3cph

Thus,

^-1 1̂ 1 Go = 2 (27rx10- 5 )(1.333x 102) (8.196x 103)2
ir (3.333 x 10-2)3

[ (3.333 X'10- 2) 2 + (1.333 x 10-2)2 1

/(3.333 x 1O-2)2 - (1.333 x 10-2)2

- 4.08 x 104 m2/cycle2 .

This checks with the value shown in Fig. 2.

The proposed GM72 model also gives a relation between vertical displacement spectra and vertical
velocity spectra:

hn1 Go) 2 _2+ 02

Thus, if w 2 >> o)?, then

h-lFr (X0) 4G72

or

P0)) -_ h 2 ,P Go) L72 units: h pl

One can then find k (G), if convenient, then obtain PF(0G).

Ocean Vertical Displacement Spectra

Power spectra of internal waves are classified by GM72 according to the method of measurement:
towed spectra (TS), obtained by towing temperature-sensitive sensors along a horizonal line in the
ocean; moored spectra (MS), obtained by fixing the sensors in a location in the ocean; or dropped spec-
tra (DS), obtained by dropping weighted sensors in the ocean. In each case the Garrett and Munk
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models of spectra in the three spectral coordinates (horizontal wavenumber al , vertical wavenumber
a 2, and frequency (0) are collapsed by integration into a single coordinate. The selected single coordi-
nates are a,, in TS; w, in MS; and a 2, in DS. Examples of spectra used in this report are found in
GM72 [3] and GM75 [6]. Figures 3a, 3b, and 3c reproduce Figs. 2, 3, and 5 of GM75.

In each of these experimentally obtained spectra the corresponding models of GM72 and GM75
are superimposed. Of particular importance are the upper limits of measurement: a I 3 x 10-2
cycle/m in TS, c = 8 cycle/h in MS, and Bno/n = 30 cycle/m in DS; and the lower limits of measure-
ment: a 1 7 3 x 10-5 cycle/m in TS, t w 10-1 cycle/h in MS, and f0no/n - 3 x 10-2 cycle/m in DS.
These limits impose restrictions on the possible cutoffs in the calculation of band-limited variances
undertaken later in this report.

Figure 3a (GM75 Fig. 2) also shows a spectrum of moored vertical coherence (MVC). This
report does not discuss explicitly coherence and its effect on noise calculations. We intend to investi-
gate these effects in subsequent reports.

l0o

C)
E

-a

sg1

lot

10

14

a in cph

I 2
a, in cph

Fig. 3a - Moored spectrum in coordinate o obtained
by J.L. Cairns [J. Geophys. Res. 80, 299-306 (1975)]
(GM75 [6], Fig. 2)

E

P

'10' 1X

10
C:

aI in cpm

Fig. 3b - Improved normalized towed spec-
trum in coordinate a, made by E.J. Katz [J.
Phys. Oceanogr. 3, 448-457 (1973)] (GM75
[6], Fig. 3)
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0

.S 0

10-1

14.2 1 ' n 1 10
,8 6 in cpm

Fig. 3c - Normalized dropped spectrum in coordinate (nd/n)f =

(nodn)a 2 obtained by R. Millard [MODE Hot Line News, No. 18, 1
(1972)] (GM75 [61, Fig. 5)

Effects of Tow Speed on the Spectrum

The a,, ao2, w spectrum of vertical displacement of internal waves describes both spatial and tem-
poral aspects of the vertical displacement as natural phenomena of the ocean. In contrast, the speed of
tow describes how fast the phenomena are sampled in time. At "infinite" speed the sampling is instan-
taneous. Hence the resulting spectrum is that of a "frozen ocean." It is a wavenumber spectrum. At
zero speed of tow the sampling in spatial terms vanishes, leaving only a sampling in time. The data
contribute only to a frequency spectrum. The model of these spectra used in this report is that of Gar-
rett and Munk, GM72. This model specifies the zero-speed spectrum as the moored spectrum (MS) and
the infinite-speed spectrum as the towed spectrum (TS). At intermediate tow speeds the sampling time
is slow enough to permit the ocean to vary somewhat in time during sampling. GM72 models these
intermediate speeds in Fig. 9 of their article, reproduced here as Fig. 4. At low speeds the spectra are
plotted as hF(cr) vs a', where (- = w - aS I is the "frequency of encounter." They are essentially
modified moored spectra. At high speeds the spectra are plotted as hiSFP (ao ) vs &/S. They are essen-
tially wavenumber spectra which merge into the GM72 model of towed spectra when the speed is
infinite. Figure 4 (GM72 Fig.9) also shows that intermediate speeds strongly affect only the upper and
lower limits of the spectra. The influence of tow speed on the middle ranges of the spectra is minimal.
Thus, for ordinary tow speeds (say 2 knots and above) the ocean is essentially frozen for internal
waves, except for the very shortect and very longest wavelengths. However, actual experimental data
(see Fig. 2 [Fig. 4 of GM721) dG not agree with the model at the upper and lower extremities of the
spectra. These discrepancies have been removed in a later model, GM75 [6]. The calculations of this
report are unaffected by them, since they are based on the middle ranges of the spectra, the model of
which is not changed in GM75.

Calculation of the Mean-Square Fluctuation in Temperature over a Towed Fiber

A fiber of length L = 1000 m is towed at a depth of 9 = 100 m at a speed S knots such that it
floats horizontally. We wish to calculate the mean-square fluctuation in temperature <802> over the
entire length for all temporal frequencies and vertical wavenumbers.
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lo,

102

10

0.01 0.1 acph 1 10

1o0, 106

10'5 106

_b~~~~~~~~~~~~
l0, 10

l0 I 10

0.01 0.1 1 10 0.01 0.1 1 10
C, cph &/S, cpkm

Fig. 4 - Doppler effects on the current spectrum (left) and vertical displacement spectrum
(below), for n = 1 (3 cph), E = 2 7r x 10-5 (0.38 joules/cm 2 ), i, = 20. For low speeds the spectra
are plotted against frequency-of-encounter a' for high speeds, against &/S. The curves are for
relative speeds S/S 0 = 0, 0.45, 0.90, 1.80, (S = 0, 10, 20, 40, °° cm/sec) with 0, °° correspond-
ing to the moored and towed spectra (6.20, 6.21) respectively. (GM72 [3], Fig. 9)

To make this calculation we shall use the convenient formula [3, footnote on page 237]:

<802(A I)> = dT2 f PC (aI, 9) d& I= [IdT2 <42>

Thus, we must first find the mean-square vertical displacement <42> and the temperature gradient
dT/d9 at the depth 9 in question. To do this we require ocean data and a suitable model of the power
spectrum F (a, 1). A well-substantiated model has been proposed in several articles by Garrett and
Munk [3,6]. We assume in what follows that F((ad) is the same as in GM72 [3] Eq. (6.22). This is
called by them the towed spectrum, and is a model developed from the data of many towed sensor
experiments. It includes the effects of all temporal frequencies and all vertical wavenumbers associated
with internal waves. A more elaborate model of towed spectra is found in Fig. 4 (Fig. 9 of GM72). It
shows that the parameter S (tow speed) affects the spectrum appreciably only at the upper and lower
ends and very little over most of the portion in between. We shall use here only the simplest GM72
version of the tow spectrum, which has the form

;(l i Af3 o ' Xi < I I E

26



NRL REPORT 8424

The definitions and values assigned to the symbols are taken from GM72 [31 and Bell et al. [71:

fi = Vaisala frequency-at 100 m, h = 5.0 cycle/h;
ji = number of vertical modes-GM72 takes ji = 20;
E = dimensionless energy constant-GM72 assigns E = 27n X 10-5;
xi = dimensionless inertial frequency-GM72 assigns

d& -= 0.04 cph = 1.333 x 10-2
dT f1 S 3 cph

= temperature gradient at depth 9

0.025 at 100-m depth (a discussion of temperature
gradient is undertaken in the next section of this report);

M = spatial scale factor-GM72 assigns M= 0.122 cycle/km;
N = temporal scale factor-GM72 assigns N= 3 cycle/h;
al = dimensionless wavenumber-GM72 assigns

al= = 0 2 = 8.196a&1M 0.122

where & 1 is the wavenumber in units of cycle/km.

We calculate the constant factors of FC in units of meters and hours:

1 1 . 1 EiN 1 1 20 1 2 x 10- 5 x 1.333 x 10-2x 3
n2~ .iAr3= 5.0 2 x 3 (1.22 x 10-4)3

= 8.925 x 104 m3 /cycle (=m 2/cpm).

The integral required is

I d= 1 =f 2 Cdal = 2k r | l
JL 2 J2 h mnI

al aI I 1 lmax a1 mi

Since the upper portions of the spectrum contain little energy, we arbitrarily take & max l °° The
minimum wavenumber must be estimated. If we assume slow tow, and the effective length of the data
sample is 1000 m, we estimate

&lmin __ Icycle = 10-3 cpm.

Thus,

I = (1.22 x107 4 )2 X 1 = 1.488 x 1075 cpm

and

< -2> = f F (al)dal = 8.925 x 104 m x 1.488 x 10-5 cpm

= 1.33 M2 .

This means that over a length of 1000 m the rms vertical displacement at a depth of 100 m is about 1
m. The rms temperdture fluctuation over the length of the fiber is thus

<80 2 (Aa, 9)> = (0.025)2 X 1.33 = 8.3 X 10-4 (oC) 2 .

Note that this result includes the effect of all frequencies [6].
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Discussion: Clearly at a different depth both the Vaisala frequency and the temperature gradient
will be different from what is assumed above. Thus the calculation will be strongly depth dependent.
Also it must be recognized that GM72 does not give a good approximation if the tow depth is less than
100 m. In these shallow depths the mixing of different temperature strata partially destroys the internal
wave structure.

To check our result, we asked: What will be the value of <(2> if the entire spectrum of energy
is considered? To answer this we made the following calculation.

Let us consider the case of towed spectra given by Fig. 5 (Fig. 1 of Bell et al. [7]). We can
approximate the function Fs (ad) (units: m2/cpM) by the formula

; (al) = 105 | 10al lo, x lo-8 lo-3

in which the units of &a are cpm. To check, take &a = 10- cpm; then FD 1 10, which agrees with
Fig. 5 (Fig. 1 of [71). Now

<(2> = fF (al) d& I 10-3 f 2= 10-3 |- 1 - ii||

Choose almaX - °°; then

I =10-31 
almin

Assume almin 10-4 cpm; then

<( 2 > =1OM 2 and I = 3m.

For the range shown in Fig. 5 (Fig. 1 of [7]),

<(2> = 10-3 |1-4 102 | 0 m2.

Thus at a depth of 100 m, a towed sensor will show a root-mean-square value of vertical displacement
of about 3 m when all wavenumbers from 10-4 to oo cpm are considered. In the earlier calculation we
considered the spectrum contributions at the lower end to stop at 10-3 cpm, which gave the result
<(2> : 1.33 m2. The corresponding temperature fluctuation for the entire spectrum is <802> = 6.2
x 10-3 (oC)2. Note again that the spectrum FP (ad) includes the effect of all frequencies, as required
both by definition and construction.

Calculation of Phase Fluctuations Caused by Temperature Fluctuations

We noted in the section "Environmental Noise" that the phase fluctuation a/ due to temperature
fluctuation 80 (x) with correlation length L4 in a fiber of length L, of index of refraction n, transmitting
a laser light of wavelength X0, is

V/'80C= Co2LL4<802>.
Assuming that 2LLC = 0(1) m2 and using the explicit form of COL, we write

,F OL= kon[ n1 an + I OL Va A .

Let us choose a glass fiber and make the additional specifications

n = 1.46,

Xo= 5.6 X 103 A,
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10-2F

(NO/N)# (cycle/m)

Fig. 5 - Normalized horizontal (A) and vertical (B) one-dimensional spectra
of internal wave amplitude (Bell et al. [7], Fig. 1)

1 8L = 4 x 10
L 110

-J = 11.9 x 106
610

k =27r 2r -Xo V 5.6 x 10'7 m

(units: I

(units: I 1.

= 1.122 X107 mn-,

kon| 1 a + 1 FL 1 1.122 x 107 11.9 X l1-6 + 4 x lo-7 x 1.46
in 00 LO0 af=1.46 

= 1.40 x 102 (units: rad |

Hence,

=1.48L>=140x 102 <802>.

We continue the calculation of J / using the GM72 spectrum for various fiber lengths L. The
results are shown in Table 2. Actual calculations are shown in Appendix F.
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Table 2-Values of v /
for Various Fiber Lengths L

(m) (rad)

1o0 4.04

102 1.28
10 0.404*

1 0.128*

*Extrapolated values
(uncertain)

Temperature Gradient

The temperature gradient 8 Tlaz in the ocean is a function of depth, season, salinity, etc. In any
particular calculation of temperature fluctuation it is essential to measure this gradient at the locale in
question. However, it is equally useful to have a model of this parameter.

A convenient starting point in the development of this model is the equation of sound speed gra-
dient proposed by Munk [81:

O&C a T' aS

where C = aZ 8z

a = 3.16 x 10-3(°C)-';

ja = 0.96 x 103(%)-1;

YA = 1.14 x 10-2 km-l;

aOC = OC/az;
C(z) is the speed of sound as a function of depth;

T' is the potential temperature, which is the observed temperature minus the adiabatic gradient;

S is the salinity; and

YA is the fractional velocity gradient in an adiabatic ocean.

We first eliminate salinity effects by use of the Turner number, Tu:

aS a aT'TU.

Thus, TZ b 6z

zC a08T'+ a -TU+YA
and C a + b - u

a0 _ C-ZC - YA
0z a(1 + cTu)

where

c = a .
ab
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The fractional sound speed gradient is related to the Vaisala frequency N(z). In Munk's model,

C-1 ac = -| -I N 2 (Z) + VAw

=as(Tu),
a

S (TU) = + cTu
1 - Tu'

a

and

C = a" = 0.049.
ab

Thus,

07" = I -l =_a(1 + c.u) X 1 N2(Z)
az a(I + cTu) ag(I - TO) a (1 + cTU)

N2 (z)
ag(l - TO)

A convenient model of the Vaisala frequency below the thermocline is the exponential one,

N = Noe-z/B

No= 5.24 x 10-3 rad (-3 cph),
5

and

B= 1.3 km.

In the Atlantic near Bermuda Tu is about +0.8. Thus, with depth in meters,

07" _ (5.24 x 10-3)2e-2z/l 3X10 (units:C
az 1.3 x 10-4 x 9.8(1 - 0.8)

Hence, at z = 100 m,
2x 102

0 r (5.24 x 10-3)2 e l3x103_
8z 1.3 x 10-4 x 9.8(0.2)

=-9.3 x 107' cC/m.

In the North Pacific Tu =-0.3. Hence at 100-m depth 'ar = -1.4 x 10-2 0C/m. These are average
0z

values over whole ocean basins.

Vertical Temperature Fluctuations at Fixed Depths

Bell et al. [7] lowered 70 thermistors in a vertical chain at 1.4-m separation to a mean depth of
100 m and towed them at slow speed. From the measured data they constructed a one-dimensional
(vertical) spectrum of internal wave amplitude. This is shown in Fig. 5b (their Fig. 1B). The abscissa
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is (holh) cpm, and the ordinate (i/uho)2;Pc(a), in units of m2/cpm. It is important to note that the
ordinate includes a (natural) integration over all horizontal wavenumbers and all frequencies which lie
within the range of the length of the tow track and the duration of the experiment.

For purposes of making estimates we approximate the functional dependence of Bell et al. (Fig.
5b) by a simple power dependence,

y Xa,

where

y= (w/ho) Fi()

and

X = °- 1.

n

Thus,

3.184 x 10-2
Z X~~~2.2

Now the integral over the entire spectrum from x = 10 to x - 10- is

X 3.184x 10-2 3.1841x 10-2 xma
LIX 2.2 -1.2 -. 2

-3.184 X 10-2 1 X _m1
1.2 l (1O)12 (1073)12J

= 106.

However, the range of wavenumbers resolved by the experiment of Bell et al. was smaller. At the
upper limit the array sampled the vertical temperature field at an effective spacing of 1.27 m between
thermistors. The nominal limiting wavenumber was 1.27-1 = 0.787, and the Nyquest limit was half of
this, or 3.9 x 10-1 cpm (say 4 X 10-1 cpm). The lower limit in the vertical spectrum was obtained by
using 16 decrements from the upper limit of size 4 X 10-1/16 = 2.5 x 10-2 cpm, so that the lowest
wavenumber resolved was 2.5 x 10-2 cpm, corresponding to a physical length of 2/(2.5 x 10-2), or 80
m. The range of vertical wavenumbers was then

2.5 x 10-2 < 8 < 4 x 10-1 cpm.

Now at a depth of 100 m the Vaisala frequency was measured at - 5.0 cph. Hence h/i/no 5/3 =
1.67. Thus the range of parameter x = (/lho)p was

4.2 x 10-2 < x < 6.7 x 10-1 cpm.

The mean-square displacement in the range was then

< J2 | no 2ib h| -e 3.18142X 10-- I I 
- n£ o 1 no 13.28 "' (6.7 x 10-1)12 -(4.2 x 1o72)1.2

= 1.148 -' 1.2 m2.

Thus the mean-square vertical displacement over a vertical length of nominally 100 m centered at a
depth of 100 m is - 1.2 m2. The mean-square fluctuation in temperature is then calculated from the
measured value of the temperature gradient dO/dy at that depth:
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<802(Ap, y)> = |(dJ <;2>

- (0.025)2 x 1.2 = 7.5 x 10-4(°C)2.

This does not differ materially from the mean-square temperature fluctuations calculated from the hor-
izontal spectra noted above. Using the same numerical values of k and n as before, we obtain

,f<8,02 / = 1.40 x 102 X 17.5 X 10- 4 = 3.83 rad.

Calculation of Temperature Fluctuations for Moored Spectra

Assume that a single point-source sensor is moored at a depth of 100 in, where it detects changes
of temperature with time. A composite model of the spectrum of vertical displacement at this depth is
given by GM72 [3]. We use this moored spectrum (MS) to calculate the mean-square fluctuation in
temperature. Thus, the mean-squared vertical displacement is

J P6(w) dti = I '_ 13 -x--j dc2.ij 2 MrI w

The definitions and values assigned to the symbols are taken from GM72 [31 and Bell et al. [7]:

n = Vaisala frequency-at 100 m depth, h = 5.0 cph;
ii = number of vertical modes-GM72 takes ji = 20;
E = dimensionless energy-GM72 assigns E = 2ir x 10-5
wi = dimensionless inertial frequency-GM72 assigns

i = 0.04cph - 1.333 x 10-2;
& 3cph =

M~1 = spatial scale factor-GM72 assigns M = 1.22 X 10-4; and
N = temporal scale factor-GH72 assigns N = 3 cph.

With these assignments, - st W2 )1/ 2

< (2> = const X f (, 32 (C) d

Now,

1 EwVN 1 X 1 X 1 X 2in x 10-5 X 1.333 X 10-2 X 30 05444m2
h 2ir3 1J2 5.0 2 7r3 (1.22 x 10-4)2 1

Next,

X (w 2 -wi 2 do -f ax

where

R = a + bx + cx2 and
A = 4ac - b2.

In this case a = w?, b = 0, c = 1, A = -4w?. Now from Gradshteyn and Ryzhik [9, p. 841,

f __dx _ _ + I f dx =_a 1 1 2(-w?)
x3 2x2 2 X'K 2X2 + - m x arcsin
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or

(I 2 -wif,1 1 2 1 = T 27 1 --_ "11
IA 5f dwo3 1 " 2 + 2 arcsin I-1 mn

I arcsin | i
2w 1i (C max

min I -+-I arcsin |_ II'
| ( 2°i 2wi O°min|

Assume that the entire GM72 spectrum is under consideration, i-e., C)max = nO, )min = 6°. Now,

__ max __1CLmax - =1
nO

and

0.04cph = 1.333 x 10-2.
3 cph

= 12 - (1.333 x 10-2)2
IA. = - 2 X 12

_ I1 (1.333 x 1o-7 -

2 X (1.333

1

2 x 1.333 x 10-2

- (1.333 x 1072)2 +
x 10-2)2

- arcsin 1.333 X 10-2J

2 1 0 arcsin 1. 1
2 x 1.333 XIO--2 Irsn -)

1 + 1 - [-0- 5.8919 X 101] = 5.89 X101 .
2 2

Thus, the mean-squared displacement for all frequencies is

<g2> = 0.5444 x 5.89 x 101 = 3.21 x lOm2

and
J~= 5.7 in.

If the observation time is restricted to be less than c-' (= 25 h/cycle), then the lower limit of
integration is increased. Take, for example, a time of 1 h. Then 6min = 1 cph, and

Wmin= A = 1 cPh = 3.33 X 10-1.
0o 3 cph

Hence, -1

A. = 2 x 3.33 X 10-1 arcsin (-1) = 2.36,

so that

<c2> = 0.544 x 2.36 = 1.28 m2.

Finally, if the observation time is 10 min, we take w min - 6 cph, so that

wmin = 2,

I'A X= 2 X- arcsin (-1) = 0.39,
U 2 x2

34
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and

<s2> = 0.544 x 0.39 = 0.21 m2.

The mean-square temperature fluctuation of a moored sensor at a depth of 100 m in the three cases is
then calculated by use of the Bell et al. temperature gradient of 0.025TC [71:

For amin = C)i

<802> = 32.1 x (0.025)2 = 0.02 (oC)2

and

V-<-802> = 0.14 -C.

For wmin = 2 5woi

<802> = 1.28 x (0.025)2 = 8.0 x 10-4 (oC)2

and

V= 2.8 x10-2 VC.

For wmin= O150Ci

<802> = 0.21 x (0.025) 2 = 1.3 x 10-4 (oC)2

and

,r82 = 1.14 X 1072 oC.

To find the corresponding rms phase fluctuation we must be given the correlation time T7, the
integration time T, and the phase conversion factor COT. In the absence of data, we assume

2TT, = 0(1) S2

and

ICOTI = ICOLI = 1.40 x 102.

Then the three cases become:

Wmin = O°i = 0.04 cph, -= 1.4 x 102 X 0.14 = 19.6 rad;

°)min = 250)i = 1 cph, r 2 = 1.4 X 102 X 2.8 X 10-2 =3.92 rad;

and

O°min = 150wi = 6 cph, 0= 1.4 X 102 X1.14 x 10-2 1.60 rad.

Thus, if we allow the fiber to report all temperature fluctuations for 25 h (1 cycle at wi = 0.04 cph), the
rms phase fluctuation is very large (19.6 rad). If, on the other hand, the cutoff is 6 cycle/h and 0 = 10
min observation, then the rms phase becomes 1.6 rad.

With these results the calculation of mean-square vertical displacement of internal waves from
towed spectra (in coordinates a I and a2 ) and moored spectra (in coordinate 0) has been completed for
particular selections of depth, range, and size of the fiber-optic sensor. Corresponding to these space-
time scales, we have calculated mean-square temperature fluctuations. An additional calculation can be
made when the fiber has finite mass, and hence when there is a lag before steady state is reached. Let
h (t) represent the difference in temperature between the surface of the fiber and the center; then
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h(t) = 8(t -0)- e-I/T, 0• t < T (units: s-1)

= 0 outside the interval 0, T,

in which T is the time constant of the equivalent filter. The transfer function of this filter is

1 + io) T'

whose squared modulus is

JH(01H= 6T)2(H T' 2'

Thus the required integral is

r (2_ lo21/2 (t)2 d r ad
J.min 0o3 [1 + (W T)2] f X[1 +,8X2]-

This integral can be evaluated by numerical integration. However, for values of T such that
w 2 T2 >> 1 the calculations made above are seen to be valid. Figure 6, a plot of IH(W) 12, shows the
effective window.

IH(w) 12

0 3 _

T

Fig. 6 - H(o) 2 vs W

We next turn to vertical displacements (hence temperature fluctuations) of much smaller space-
time scales, namely the microtemperature field of the ocean.

Microtemperature Structure of the Ocean

The microtemperature structure of the ocean has been measured and analyzed at an increasing
pace in the last 15 years, and a wealth of data is now readily accessible. We select from the many arti-
cles and reports a few examples which are chosen for their immediate usefulness in making numerical
estimates of the effects of microstructure on the phase stability of laser light in a fiber-optic hydro-
phone.

We begin with Gregg and Cox [10]. They measured vertical gradients of temperature in the
ocean on a millimeter scale in the depth range from 100 m to 500 in. The site of measurement was the
San Diego Trough. The method used consisted of a free-fall probe with no connections to the surface.
Recovery of the measurement package allowed data processing of the tape-recorded temperature
records; these records were continuous. The analysis, however, was based on a sampling procedure in
which one data point was taken every 1.5 mm. The mean temperature gradient over the entire 100- to
500-m record was +9.4 x 10~-50C/cm (a positive gradient means temperature increasing upwards).
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Chosen for analysis were two sections of record -7 m long at 302-m and 320-m depth. They are
reproduced here as Figs. 7 and 8 from Figs. 8 and 9 of Ref. 10.

We discuss Fig. 7 first and note:

* The mean vertical temperature gradient over the record was -3.4 X 10-5 Cc/cm.

* The rms gradient (signs omitted) was 2.4 x 104 cC/cm.

* A net inversion of temperature of magnitude - 2 x 102 CC occurred over a vertical thickness
of 0.5 m of medium.

* Although dO/dz exhibited random structure, 0(z) was relatively smooth.

Figure 8 exhibits the same behavior at 320 m depth:

* The mean gradient was -2.2 x 10-5 C/cm.

* The rms gradient was 7.2 X 10-4 0C/cm.

* An inversion of 2.7 x 10-2 TC occurred in about 2 m of vertical thickness.

302 meters
SAN DIEGO TROUGH
20 MAY 1970

Z = 1J0 meters

TEMPERATURE
GRADIENT

b- +3 x0'3l C/cm

INTEGRATION
OF TEMPERATURE
GRADIENT

AG + 4 xlO2 'C

I Y

Fig. 7 - Vertical component of temperature gradient and
its integral at 302 m [10, Fig. 81

i_ 320 mete,
SAN DIEG

-~-~ 20 MAY I

~~~~~~~Z 1
- (UP

f TEMPERATURE7B GRADIENT

G TROUGH
970

1.0 meters

+ but 3 X1O'3 C/cm

I 

INTEGRATION
OF TEMPERATURE
GRADIENT

lAs +4x10'2 .C

Fig. 8 - Vertical component of temperature gradient and
its integral at 320 m [10, Fig. 9]

Stommel and Fedorov [111 made continuous vertical temperature records from 0 to 500-m depth
in the Phillipine Sea off Mindanao and off Timor over a 10-mile-square range. Figures 9a and 9b (Figs.
3 and 4 of Ref. 11) show the salinity, temperature, and depth traces of Station 13 off Timor and Station
21 off Mindanao. Examination of these traces led them to believe that sharp vertical gradients of tem-
perature about 2 to 40 m in thickness existed in lamina (or stratification) which extended horizontally
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0- . 3, r -35
.. i
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200 t _, ,_,,_-- ._

-__ - 1 -- _.2 0~~~~~-4
13

300 -.-

:400 .! .* _

O. * * 3,.L.--yt--.. ,a
4 , a. .,F,_ _. -- 

ar0 .. -. 2J

'00 ~ ~ --''

.2.5

200 I

,. ,-. I

300 I f

A 00

(a) (b)

Fig. 9 - Photographic copy of actual STD trace of STD station 13 off Timor [11, Fig. 31 (a) and STD station 21 off Mindanao
[11, Fig. 4] (b). The depth scale is 500 meters, each small division being 5 meters. The salinity curve is labeled S, the scale of
salinity is labeled at two points 34 and 35, thus each smallest division in the abscissa is 0.05 0/ The temperature curve is labeled
T (the labels A, C, and P refer to particular points of interest on the temperature curve. At the top two temperature points on
the abscissa are labeled 25° and 260 C, thus each smallest division is 0.05'C. The temperature curve has origin reset at successive
depths where it tends to go off scale. This is done in steps of 40 C as indicated by the numerals 2t, 17, 13, 9, thus point A is at
21.320 C. The pens cannot both transverse the same path mechanically so the temperature curve is offset downward by 5 meters
and hence always reads 5 meters too deep. On tracings this has been allowed for and corrected. On this photograph of the origi-
nal it must remain uncorrected. The salinity scale is not offset in depth. A uniform correction has been determined for the STD
records, and is described in paragraph 2 of the text, but has not been applied to any of the data as it is only a small constant
value. All temperatures should be corrected by 0.070 C, all salinities by -0.09 7oo.
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from 2 to 20 km. Vertical scales of less than 2 m were not clearly resolved by the salinity, temperature,
and depth measurements (STD) actually obtained. However, the trace pen was held stationary for 1-
min intervals, and the heaving of the ship effectively caused the tethered sensor to sample the vertical
temperature structure with greater resolution. Figure 10 of their article shows this sampling at a 275-m
depth (point P of our Fig. 9a, their Fig. 3). From this figure it is deduced that:

* The lowest mean temperature was 17.26TC at minute 9 of the record.

* The highest mean temperature was 17.97TC at minute 39 .

* The total range of vertical displacement of the isotherm due to internal waves was 5 meters.

* The homogeneous lamina at P was perhaps 3 m thick.

* The mean temperature gradient at station 13 between 200 and 300 m was 4 x 10-2 0C/m.

* Inside the lamina P the gradient was less than 3 x 10- 0C/m.

* Directly above and below the lamina the temperature gradient was > 0.350C/m (3.5 x 10-3
0C/cm).

* The horizontal scale of the lamina exceeded 2 km.

Stommel and Fedorov note that other authors (for instance, Liebermann [121) have measured
much smaller horizontal scales. They conjecture that the observed lamina of their own measurements
may be corrugated so that a horizontally moving probe would move in and out of the layer, thus
accounting for smaller scales. Liebermann [12] measured temperature fluctuations in the ocean along a
horizontal line by means of a probe mounted on a submarine. His work is reviewed briefly in Appendix
G. Here we write again his main analytical result, that the mean value of the fluctuation in temperature
gradient is given by the formula

<[AT(d)2> =2< T2> 1- e6 + 29 e 2) (units: (C)2),

in which the unit of range d is cm, and < T2> is the spatial variance of the fluctuating temperature.
The horizontal correlation length lco was estimated by Liebermann to be 60 cm.

It is somewhat difficult to gather from this work what the value of < T2> should be. On p. 565
(of Ref. 12) there appears the sentence, "The average temperature deviation of this record is 0.04'C...."
The record in question was some 30 m long, taken at a depth of -50 in in the continental waters off
the U.S. Actually, a variance could be obtained from the record by subtracting out the mean, selecting a
number of data points, squaring the temperature fluctuation at these data points, and adding all the
squares. The sum would be the variance. The square root of the sum would be the standard deviation.
This has not been done. Since we desire to make Liebermann's data compatible with GM72 [31, we
will proceed in the next section on the basis of this latter interpretation.

The Tow Spectrum of Liebermann as'Interpreted by GM72 131

Liebermann [121 measured an autocorrelation of temperature fluctuation of form - e-' 6 , in
which p is the log distance in cm and 60 cm is the correlation distance. For convenience we write this
as

R (p) -X exp(-/cfll p).
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The power spectrum of these temperature fluctuations can be obtained by use of the Wiener-Kinchine
theorem:

FR (a) z 4 jo0 exp(-l/Op) cosap 2p

_ _ _ _ 1

Xn (li + a2)

(for derivation see p. 312 of [9]). Here a takes on positive values only. The constant of proportional-
ity is the mean-square fluctuation (or variance) of the random temperature field for all spatial and tem-
poral microstructure scales. Thus the a-spectrum, or towed spectrum (TS), of Liebermann as inter-
preted by GM72 [3] has the form

FT = <802> 2 1 /ic 2'S J'

Now at fixed depth y the temperature power spectrum is related to the vertical-displacement power
spectrum F;:

FT= | FJ

(see p. 237 of GM72 [31). Actually, to obtain a universal representation, GM72 plots hFg (a I) vs aI, in
which the following definitions hold:

h = dimensional Vaisala frequency (units: cycle/h),

F (a,)= dimensional power spectrum for vertical displacement (units: m3 /cycle), and

al = horizontal component of wavenumber (units: cycle/m).

To check this representation by GM72 of Liebermann's work, we choose a depth of 30 m, such
that do/dy = 0.2 CC/m. The towed spectrum of Liebermann's data extends roughly from 0.1 to 10
cycle/m. GM72 interprets Liebermann's measured correlation length (loo = 60 cm) as a -I = 0(1 m).
Inside the selected wavenumber band, let us choose a I = 1 cpm as a check point, and let us take h =
6 cycle/m at the selected depth. Thus, for <802> = (0.02)2,

n F ) =(0.)2 ) 2 1 1 1 x 6
FlF(a O) F (.0)2 2T 1 2 + 12 J

6 X 10-2 - 2 X 10-2 M3
W- 1.

- o~~~~~~r

This checks with the value shown in Fig. 2 (Fig. 4 of GM72). If we were to construct a power spec-
trum of microtemperature fluctuations using Liebermann's work, we could use this result to find one
point on the spectrum:

)2 x 6 x 10-2 x 1 = -4 (CC)2
FT= x-x102x-=- u0nits: J

( r 6 In T cpm

These formulas will be used in the next section.

Calculation of Effect of Temperature Microstructure on the Phase of a Fiber-Optic Hydrophone

As noted earlier, this report uses Liebermann's data [121 as interpreted by GM72 [3] to find the
effect of temperature microstructure on the phase stability of a fiber-optic hydrophone. From the previ-
ous section,
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FT(a) = <802> 2 + a G 2 (units: (CC)2 i m).

We want to find the band-limited variance of temperature fluctuations:

<802 (Aa) > f <802> 2 | 1 da (units: (CC)2).

The integral is elementary:

<802 (Aa)> = <802> 2 Iarctan(amaxlco) - arctan(aminlco)].
or

Now choose a fiber L units long and assume that the fiber spatially detects the temperature fluctuations
along its entire length. Then the bandwidth of wavenumbers extends from o to 1/L. Thus,

<80 2(Aa)> = <802> 2 arctan - arctan 1co
2 o1rca L

For example, let L = 40 cm and lco = 60 cm; then

<80 2(Aa)> = (0.02)2 2 -II- - arctan 60
in ~2 40J

= 1.50 x 10-4 (units: (cC) 2).

Similarly, for L = 1 cm,

<802 (Aa)> = 4.24 X 106 (units: (CC)2).

The effect of these temperature fluctuations on the microstructure scale is found from the for-
mula previously derived (in the section "Calculation of the Mean-Square Fluctuation in Temperature
over a Towed Fiber"):

<802> = 1.400 x 102 N/<88 2 (A&a)>'.

Thus, the mean-square phase fluctuation caused by temperature microstructure is calculated to be

i =802> = 1.400 x 102 X J/.5 x 10-4= 1.7 rad, for L = 40 cm,

and

/<802> = 1.400 x 102x/.24 x 10-6 0.29 rad, for L = I cm.

The magnitudes of these phase disturbances are contingent on the selection by GM72 [31 of 87' =
0.02 'C and 8 T1/8 = 0.20 C/m. A nearly similar result is obtained if we use Liebermann's measure-
ments directly [12]. As explained in Appendix G, Liebermann measured an average fluctuation of
about 0.04'C over a correlation distance of about 60 cm. By extrapolation the rms average fluctuation
over a distance of 1 cm is about 3.4 x 10-3 C, and over a distance of 40 cm it is 3.9 x 10-20C. Given
the uncertainties of the precision of measurement, these values are near enough to make the interpreta-
tion of Liebermann's work by GM72 a reasonable model.

CONCLUSIONS

The temperature field in the ocean is subject to spatial and temporal fluctuations of two distinctly
different scales. The larger scales, of the order of hundreds of meters in space and fractions to several
hours in time, are caused by internal waves. The smaller scales (microscales), of the order of millime-
ters in space and seconds in time, are caused by velocity turbulence and thermal diffusion. We have
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calculated the effect of both these types of temperature fluctuations on the phase stability of an optical-
fiber hydrophone when the summation is nearly incoherent. The results of the analysis appear in the
form of space (subscript L) and time (subscript 7) phase fluctuations:

(80L)rms = COL /2Lc 80rms(L),

and

(80T)rms = COT V/f 80rms(T),

in which (80L)rms = N<802(Aa)> and (80T)rms = Nr<802(A\w)>, where <802> is the mean-squared
fluctuation of temperature over either a band da of wavenumbers or a band Aw of frequencies. To
obtain the latter we have used the work of Garrett and Munk and of Liebermann. Table 3 shows 80rms
calculated for specific choices of spectrum, fiber length, and depth of ocean, based upon the assumption
that 12LLI = 0(1) M2 and 12TTcI = 0(1) s2.

Table 3-Calculated RMS Temperature Fluctuations in the Ocean
and Corresponding RMS Phase Fluctuations

Method Literature Source Length Depth of RMS Vertical RMS Temperature RMS Phase
of of Spectrum of Center of Displacement Fluctuation in Fluctuation for

Analysis or Correlation Fiber Fiber in of Ocean in Spectral Window 12LLI = O(1)m
2

Ocean Spectral Window or
12TTI = O(l)s2

(m) (m) (m) (IC) (rad)

Power spectrum of
internal waves

Horizontal GM72 [31 1000 100 1.15 0.029 4.04
(Towed)

Vertical GM72 [31 100 100 1.1 0.027 3.83
(Dropped)

Temporal GM72 [31 100 100 5.7' 0.14' 19.6*
(Moored) 1.13t 0.028t 3.92t

0.46* 0.0114* 1.6t

Spatial correlation of Liebermann [121 0.4 30 to 60 - 0.012 1.7
temperature microstructure (Correlation length = 60 cm) 0.01 30 to 60 - 0.0021 0.29

4Umidn/i = I

t'UminoWi = 25

*Wmin1-i = 150

I~max = 3 cphAU band = lmin = 0.049 cph

The significant temporal contributron to the power spectrum of internal waves is contained in the
band between the inertial frequency (0.04 cph in our latitude) and the Vaisala frequency (3 cph and
upward depending on depth). The frequencies of interest for a fiber-optic hydrophone are currently
above 10 Hz; therefore, it is concluded that the temperature fluctuations in time associated with inter-
nal waves will not directly contribute to fiber-optic hydrophone noise. Additional noise will not be
present even if a fiber-optic sensor is towed at normal speeds through the temperature of internal waves
on a level track.

Lack of data has prevented the determination of temporal dependence of temperature microstruc-
ture; however, spatial calculations indicate that a reduction of unwanted phase shifts due to temperature
microstructure can be achieved by the use of an extended sensor (see Table 3, "Spatial correlation of
temperature microstructure"). When additional data concerning the relative temperature-induced phase
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shifts of piezoelectric and fiber-optic sensors are available, analysis of the temporal nature of tempera-
ture microstructure may be valuable.

The rms phase fluctuations due to temperature effects of both internal wave and micro-
structure indicate that homodyne fading could be significant as the operating point is shifted away from
the optimum phase setting. The magnitude of these fluctuations will be important if homodyne detec-
tion with feedback for optical alignment is used. The frequency response of a feedback system would
depend on the temporal dependence of internal waves and microstructure.

It is important to note that the results listed in Table 3 are strongly depth dependent and that they
are narrowly contingent on the use of band-limited spectra. Furthermore, we have assumed that the
temperature fluctuations are instantly sensed by the optical fiber, and we have thereby neglected the
finite time effects of thermal conduction. Formulas which include conduction have been, however,
explicitly derived in this report. It is natural to expect that thermally insulated fibers will exhibit greatly
reduced sensitivity to ocean temperature fluctuations.

In a separate an'alysis we have derived formulas for the S/N ratio of fiber-optic hydrophones in
which the noise N includes laser jitter, environmental noise, and the customary shot noise.
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Appendix A

CORRELATION FACTORS

From the "Procedure of Analysis" section we can find that

<8ef2> = 2C2L f0i - L R80 (Q) de,

where the units of C are rad/°C i m, of L are m, of R80 are (,C) 2 , and of f are m.

Now assume that R80Q() is Gaussian,

R8 0 = <80 2> e 2/2LC,

then

<802> = 2C2L 082> LE e-{ /2LC2 L L e -e2/2LC 2I
- 2C2 L <802 e /Cde - J0 -

1
' e deJ

Now [All

fL e-6212LC2 de= "7 _ |L

4'(x)= 2 A xe2 dt,

and

1 ,, e e' 1Lc2 de = LC (I1- e IC)LfeL C

Thus,

<802> 2C2L <802> |L .T 4 |L|_ LC2 (1_ e-L2I2LC2I

When LC << L, the correlation factor is L4 'f (no) L. 

The function 1 - L acts as a "window' to the correlation function. Assume that R80(f) is
L

periodic, say <802> cos a L. Then

K = fo |1- - cos de = L sinaL/2 12.
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If « << 1, then the correlation length is very large and the correlation factor K is L/2. If
2

kL/2 >> 1, then there are numerous oscillations, the correlation length is very small, and the correla-
tion factor K - 0.
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Appendix B

MEASURED VS THEORETICAL AUTOCORRELATIONS

A review of an analysis by Corcos [B1] is presented here.

Let N(x, t) be the instantaneous disturbance of the medium at point X, and let <N(x)> be its
average value over a long duration. The fluctuation of N is defined as n (x, t) = N(x, t) - <N(x)>.
It is considered a random variable in space and time and possesses an autocorrelation function

R (Q, r) = < n (x, t) n (x + C, t + T)>

and a power spectrum (or energy density)

F(a, c) = ffC R Q(, 7) exp[+ i()T - a d* rd 2Mj j ~w a (2in)4 '

The partial Fourier transform, or cross-spectral density, is defined as,

F(C, c) = _ R (4, 2) i

Now consider the measurement instrument to be a filter with weighting function (or window) h (s, q)
(units: n-3 s- l). The measured disturbance is then the convolution,

n (x, t) = ffffb~ n (x, t) h (s -x, -t) ds' dq.
_00

The measured autocorrelation over volume V and time T is

Rm=ff *- f fh(s - x, t) n(x, t)n(x+ , t+r)h[q- (x+ ), -(t+ r]

d3sd3qdf d Vdt

Let s - x = a, q - (x + C) = b, i-t = c, and -(t + r) = d, and consider spatial coordinates first.
Then for stationary homogeneous statistics of n the integrand has the form

h(a) n(s-a) n(q-b) h(b).
The total spatial lag is

s-a-q + b = s-q + b-a = C + b-a.
Hence an integration over d3x yields the autocorrelation in space

R(C +b- a).

A similar consideration holds for the temporal coordinate so that an integration over dt yields

R ( + d- c).
Thus the measured autocorrelation function is

Rm (n, T) = ff ... f h (a, c) R (C + b-a, T + d-c) h (b, d) d3a d3b dc dd.
_00
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This form allows us to derive the measured cross-spectral density at zero lag (Q = 0), which is the ordi-
nary frequency spectrum 4Dm (w):

4m(°) = Fm(Ow,) = f0Rm(0,'T) eiT2
2iT

=f'0'eiT _d f ... f fh (a, c)R (b-a, T + d-c) h (b, d)d 3 a d 3 b dc dd.

An oft-encountered case is the one in which the transducer instantaneously senses the effect of- the
environmental disturbance. In this case

h(a, c)h(b, d) = h(a) h(b)8(c - d).

When this applies, the following formulas hold:

4)m e) =r d Tf ... C h (a)R (b-a, T) h (b) d3ad3b

ff ... * h (a)F(b- a, ) h (b) d3a d3b.

Now let

b - a = e,

then

4'm (wP) f f ... * f F(e, .) h (a) h (a + e) d3a d3e.
_00

From this one can identify a transducer response function H(e),

H(e) = f h (a) h (a + e) d3 a.

This is sometimes called the autocorrelation function of the filter window. The measured frequency
spectral density is then

4'm(C',) = ff...f * F(e, w) H(e) d3e.

Now F(e, w) is related to the power spectrum of the total (temporal-spatial) disturbance, IM(aw) 12:

F(e, C) = f IM(a, )12 ea*ed3a,

where

IM(a, &)) 12 = ffff ~ a R (g, T) e'I(U C+ C) d d.

A more general transducer response function occurs when the temporal response is finite in time. Let

d-c = g,

so that

H(e, g) = ff ...f h(a, c) h(a+e, c + g) d3a dc.

The measured temporal spectral density is then

4,m(O) = ff... f F(e, g, w) h(e, g)d3edg,
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where

F(e, g, c) =f - JfIM(a2 co)12 e-ia e eirge+i&V dvd 3 a.

Window effects may be approached in another way. Consider spatial effects alone. Let w (x) be a
spatial window (units: none). Then

W(K) = f W(x) e-iKx d3x (units: m3 ).

If F(y) is a Fourier power spectral density of an environmental disturbance, it can be "seen" through
the instrumental window w (x):

F(a) = f, W(a - y) F(y) d3y.

Example: Let the window be a triangle centered on x of base 2L:

W(x)= I - Ix I Ix I < L,
L

w(x) = 0 otherwise.

Then

W(K) = I1-IN I |eiKX dXJLILJ I 2 iT

= S 1 - L|COSKX &xlTforx csl d

L rsin(KL/2) 12i)
2=T KL (units: m).

If F(y) is the power spectral density of a disturbance, then the convolution gives the "windowed' spec-
trum:

L sin i (y-a)
2,n ~~~~(y) dy.

Now define a band of wavenumbers Aa by the requirement

L 2

2 AaJ 2 dyaL |a 1

2a
The integral is equal to ir. Therefore the band of wavenumbers is

Aa 2da -- L (units: m'l),

in which L is half of the base of the triangle representing the window. The effective band (at the 3-dB
power points) is half of this. Thus,

Aaeffective~z__
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FORMS OF FOURIER INTEGRALS USED IN THIS REPORT

Let i (t) be a random current. Then it can be represented as a Fourier expansion,

i(t) = f e')tI(ws) du,

in which I(w) is the amplitude spectrum, with units A * s. By inverse expansion one recovers i(t):

i(t) = f e-iUte f i(t') e+ict' -dt d.
-x -X 

2
7r

This is formally proved by identifying the delta function,

1 io)W(t

28T -e

In this report we associate the 2ir in the expansion of i(t) arbitrarily with the time coordinate,
i.e.,

1(O) = f' i(t) etzt' 27'
-'0 2inr

Particularly, in the application of Rayleigh's theorem, we use the convention,

2_f I-Ii (t) 12 dt=fX II(@)) 12 dw.

The units of the power spectrum I1(w) 12 are A2-S2. If the time duration of i (t) is finite, say T7s, then

X Ii(t)12 dt < Ti2>,

in which <i 2 > is the mean-square amplitude over T. Thus for finite signals (in time) Rayleigh's
theorem has the form

<i2>= 2i7f I I(w)12 dw,
-xT

in which

T) 2 i(t) ext dt

Thus,

27r II () 12
T

is the power spectral density (in units of A2 . s) of the random function i (t) in the interval
-7T/2 < t < T/2, and I(w) is the Fourier transform of i(t).

These same conventions are applicable to spatial as well as temporal Fourier transforms. If
p (r, t) is a random function of space and time by temperature (units: 0C), then the mean-square p over
all space V and time T is

<p2>- (2i7)4ff Ip(VT@)I dKdw (units:(CC)2 ),
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where

p (K, w) = fj p (r, t) e-iK .r+ it 2dt dr (units: °C C m3l s).
2 7n (27T ) 3

Thus

(2ir) 41p (KM, ) 12

VT
(units: ( CC)2' m3 * s)

is the power spectral density of the random function p (r, t). Similarly, if the spatial part of the spec-
trum is one-dimensional, then the power spectral density is

(27r) 2 IP (0, W) 12

LT
where

P(a, ) = fp (X, t) ei't - ax dt dx
_-.p x Oe (27in)2

<p 2> = £ (21)2 IP(a, w)12 dadwf. ~LT

(units:( C)2 m s),

-(units: 9C m-rn s)

(units: (CC)2).
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Appendix D _

POWER SPECTRAL DENSITY FACTORS FOR sin x/x CORRELATION
OF THE RANDOM FIELD

Let ij(t) be the random current caused by laser jitter. Assume that the autocorrelation function
of ij(t) has a sinx/x dependency. Then

Y() = <i2> i(0.7wc) (units: A2).
in (0.7 wocT)

This form is selected because it closely resembles the time-delay correlograms of ambient ocean noise
obtained by Urick [DI]. In addition, when wcT = 1,

sinin (0.7) -l
ir (0. 7)

showing that the autocorrelation cuts off as required. Thus rc becomes the correlation time. Again,
according to the Wiener-Kinchine theorem,

1 J-i ` (T = Y)dr - 185()1 2 (units: A2 *s).

Now

JT X-X Y()d, 7 @. T C R e- d (s),
eI2Y)r 07C X 2,, J'0 X 2 1xd 0.7&wcx 2inr

where
x = O.7wCr

B= <i2>,
and

0.7 X 2iwc ad

II(s) is the rectangular function:

II (s) = 1 when s 0< orw < x.'7imwc
0.7 X2,inw, 2'

HI(s)= 0 whens > 2' orw > 0.7 7nwc.
2'

Thus, the laser jitter power snectral density factor is modeled as

<i2> II| |I aSJ (w) 12 < ij> I 0.7 X 2inw J
2ir T 0.7wc X 2ir

The autocorrelation and nower spectral density factor are shown in Fig. DI.

A similar form can be obtained for one-dimensional spatial autocorrelations, viz.,

<s iJ> sinin 10.7 I

Y(I) = . (units: A2).

in (0.77 1
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2iT I 8Sj(w) 1 2

.r2 T

0.7 x oc < 2 in

0 T -~~~~~~~~~0.7inC')c 0.7inwcC)

TC

(a) (b)

Fig. Dl - (a) Autocorrelation; (b) Power spectral density factor

The power spectral density factor over both space and time is, therefore,

2i 218 (a, W) 12 - < i,2> I ___

LT 0.7 x 2in 0.7 x 2ir

X 0 I |0.7)X2inw@ (units: A2 . S),

in which L is the spatial interval of integration.

Summary

The noise contributions (units: A2/Hz) from fluctuations in a laser beam and from environmental
effects have been modeled on the basis of sinx/x autocorrelations. The resulting formulas for the
noise are written in terms of rectangle functions H (s) = 1, 5 ( 1/2, and H (s) = 0, S > 1/2

Laser beam jitter: The corresponding random photomultiplier current is ij (t), whose power spec-
tral density factor is modeled as

27r 155 (CO)12 = < ij> 11 Co ' (units: A2 ' - ),
T 0.7 x 2 ir&wj 0.7 x 2Tir) |j

where )cJ is the correlation frequency.

Space- and time-varying environmental temperature: The corresponding random photomultiplier
current is i8 (r, t), whose power spectral density factor is modeled as

(2in)1 80(',)12= < i820 > lc I a /Co ( w 1
(LT I8S8o (a.w) 12 (2= 2X O7 H |10.7 X 2

i j H 0.7 X 2TTin LT ~~~~~(2ir)2 X (0.7)2w~o 07x27 07X21 ,

where wco is the correlation frequency, and lc4 is the correlation length.

3-space and time-varying environmental mechanical stresses: The corresponding random photomulti-
plier current is iM(r, t), whose power spectral density factor in an isotropic environment is modeled as
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27r 8SM~~o)I2= < i2> /I'm' Hl 1A I'm_ 2I MC')VT2 (2in)~~~~~~~~~~n(uitH 
VT (2Gr) 4)X (0.7) 4wcM 0.7 x27r 1 0.7 cM I ss

where Ccm is the correlation frequency, IM is the correlation length, and A = Ip I.

r-7

REFERENCE

D1. R.J. Urick, Principles of Underwater Sound, 1st ed., McGraw-Hill, New York, 1967, p. 187.

55



Appendix E

EQUIVALENT CIRCUITS OF PHOTODETECTOR AND PREAMPLIFIER

A generalized photodetector can be schematically represented as an input-signal current source
isignal in parallel with an admittance Y1 and a noise current source iG. The internal current gain is
< G >. The circuit is shown in Fig. El.

iSIGNAL < G >

Cd

---0

G. = R,-1-- 0
Fig. El - Equivalent circuit of photodetector

The noise current source is typically shot noise. Using symbols defined in the text, this noise is

<iG2> = 2e[Iph)coh + pQh)incoh + IBK + Id] <G>2 F(G)

in units of A2/Hz. It is to be noted that isignal = (Iph)coh + (ph)incoh and that

Y. = Rj- t + jCw Cd.

A generalized preamplifier can be schematically represented as a noiseless generator with gain
A (W) and input admittance YA = GA + jw CA. It has two noise sources [El], a voltage noise source VA
in series with the input terminals and an uncorrelated current noise source iA in parallel with the input
terminals. Coupled to iA is a second current source vA Yc, which is correlated to vA through a cross
admittance Y, = Re Y, + jIm Y,. The equivalent circuit is shown in Fig. E2.

VA

Fig. E2 - Equivalent circuit of amplifier

REFERENCE

El. H. Rothe and W. Dahlke, "Theory of Noisy Fourpoles," Proc. IRE 44, 811 (1956).
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Appendix F

NUMERICAL CALCULATIONS OF MEAN-SQUARE PHASE FLUCTUATIONS
CAUSED BY TEMPERATURE FLUCTUATIONS IN THE OCEAN

The formula derived in the text is

,f / 8-,2= 1.40 X 102 <802 (Aa, A@)>.

As noted in the section "Calculation of the Mean-Square Fluctuation in Temperature over a Towed
Fiber," the mean-square temperature fluctuation for a particularly specified fiber 1000 m long at a depth
of 100 m is

<802 (Aa)> = 8.31 X 10-4 (aC) 2 ,

and

i/~<802> = 1.40 x 102 x f8.31 x 104 = 4.04 rad.

Calculations for L = 100 m, 10 m, and 1 m are shown below.

L = 100 m, amin= 10-2 cpm:

I = (1.22 x 104)2 X 10-2 = 1.4884 x 10-6,

£ F (a,) d&j = 8.925 x 104 X 1.4884 x 10-1

= 1.33 x 1071 m2 ,

<802> = (0.025) 2 X 1.33 x 101 = 8.31 x 10-5 (oc) 2 ,

and

AX = 1.40 x 102 x N8.31 x 10-5= 1.28 rad.

L = 10 m, &am; 10-1 cpm:

I = (1.22 x 10-4)2 1 = 1.4884 x 10-7,
1071

f F (a,) d&= 8.925 x 104 X 1.4884 x 10-7

= 1.33 x 102 M2,

<802> = (0.025) 2 X 1.33 x 10-2 = 8.31 x 10-6,

and

AO = 1.40 x 102 x V8.31 X 10-6 = 0.404 rad.

L = 1 m, &min = 1 cpm:

I = (1.22 x 10-4)2 x = 1.4884 x 10-8,
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f Pt (al) d&1 = 8.925 X 104 X 1.4884 x 10-8

= 1.33 x 10-3,

<802> = (0.025)2 x 1.33 x 10-3= 8.31 x 10-7,

and

AX = 1.40X 102 X /8.31 x 10-7 = 0.128 rad.

These results are listed in Table 2 in the text.
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Appendix G :

STRUCTURE FUNCTIONS OF TEMPERATURE AND LIEBERMANN'S MODEL

Let C(x, t) be the speed of sound at point x in the ocean. Assume that the ocean is "frozen"
temporarily and plot C(x) vs x. It is found that C(x) is a random function with mean Co (x) and a
fluctuation. Suppose that the mean value is subtracted out, and designate the remaining fluctuating part
by AC (x). Now at point x one can find 8 C2 (x). The ensemble average of 8 C2 (x) for all x is its vari-
ance. The square root of the variance is the standard deviation of C(x) at x, i.e.,

a-, (x) = N/< ~C2(X) > .

Between two points, x and x + p, there will be a finite difference in C (x). By selecting a large number
of two-point pairs, one can construct the ensemble average, or structurefunction, Dc(jp),

DC(p)= < [8C(x + p) -C(x)] 2> = <8C2(x + p)> + <8C2(x)> - 2<8C(x +p8C(x)>.

Assume that 8 C (x) is statistically stationary in space, then

<8C2(X)> = <8C2 (x +p)> = <8C2(0)>.

Therefore,

DC (p) = 2[RC (0) - RC (p)

in which

Rc(p) = <8C(x + p)8C(x)>,

i.e., RC (p) is the autocorrelation of the zero mean fluctuation. Dividing through by RC (0), one has

< [8C(x + p) -_ C(x)] 2 > _ 2 1 Rc(P) 1
< 8 C2 (0) > I RC (°) J

This is the average difference squared between two points of the frozen fluctuation pattern normalized
to the variance at a point. Since

C(x + p)- C(x) = Co(x + p) + 8C(x + p)- Co(x)-8C(x),
we can say that, for a short distance, Co(x + p) - Co(x) 0 O. Hence, we can say that
8 C (x + p) - 8 C (x) measures the spatial gradient of the speed of sound.

The speed of sound is a function of temperature, salinity, pressure, etc. In the first approxima-
tion, for temperature (0C), assume

C(x) = Co + 421 T(x) + ... (units: cm/s).

Thus, if 8 T(x) is the zero-meanfluctuation of Y, then AC(x) = 421 8 T(x) and

C(x + p) - C(x) - 421[8T(x + p) - 8T(x)L.
Since we are normalizing with respect to the variance of the fluctuation in C (x) at a point, we see that

< [8 T(x + p) -8 T(x)]2> _' _ RT(P) 1= 2 1-
<8T2(0)> RT(O) |-

Liebermann [GI] measured temperature fluctuations in the ocean at depths of 30 to 60 m. He
found that the mean temperature fluctuation at a point averaged over his record was about 0.04°C and
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that the correlation length in temperature fluctuation between points was about 60 cm. The mean-square
fluctuation in index of refraction was 5 x 10-9 . Thus, between any two points along a track at these
depths the ensemble-averaged difference in temperature, i.e., difference in fluctuation of temperature
(assuming the mean is subtracted out), is

< [8 T(x + p) -8 T(x)]2 > ' <8 2 (p) > = 2 x 0.042 [1- RT(P)I,

in which RT(P) is the normalized autocorrelation of the zero-mean function 8 T(x).

Now Liebermann also found that the normalized autocorrelation in C(x) can be modeled ase60- 29I p = separation distance of points.

Hence the horizontal temperature gradients in the ocean due to fluctuations (with mean values sub-
tracted out) are given by

NF<AT2(p)> =vXX0-04|1 ge60 + 29 1/2

Temperature gradients based on this formula are given in Table GI.

Table GI - Temperature Gradients

- 1-R(p) <AT2(P)>
(cm) (0C)

0.1 4.0957 x 10-5 3.62 x 10-4
1.0 3.53058 x 10-3 3.36 x 103
40 4.6887 x 10 1 3.87 x 10-2
60 6.194 x 10-1 4.45 x 10-2
no 1 5.66 x 10-2

(units: CC).

REFERENCE

GI. L. Liebermann, "The Effect of Temperature Inhomogeneities in the Ocean on the Propagation of
Sound," J. Acoust. Soc. Am. 23, 563 (1951).

60


