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ASYMPTOTIC DISTRIBUTION OF THE DISCRETE TRANSFORM
OF A NONUNIFORMLY SAMPLED MULTIDIMENSIONAL PROCESS

INTRODUCTION

Multidimensional discrete transforms that map arbitrarily spaced sampled data into
arrays of coefficients of arbitrary basis functions were considered in Ref. 1. These
studies are motivated by a model of observations uniformly spaced in time obtained simul-
taneously at a nonuniform set of spatial points. For the uniformly spaced samples the
transformation becomes the familiar discrete finite Fourier transform (DFT), and fast-
Fourier-transform processing is applicable. The nonuniformly spaced samples generally
require a transformation matrix that is not as highly factorable. For a two-dimensional
sample space consisting of M nonuniform spatial points and N uniform temporal points,
an efficient transformation is possible if M < N. Under the same assumption this two-
dimensional transformation will be shown to approximately diagonolize the covariance
matrix. "Asymptotic" will refer here to the limit as N - 00, with M finite.

As with the conventional DFT the basis functions for the nonuniform transforma-
tion may also be imaginary exponentials. This provides an efficient representation of
plane-wave signals, concentrating the information for discrimination between hypotheses
in a particular region of the transformed space. The nonuniform transformation will not
be restricted here to imaginary exponentials, since no simplification results from this
specialization.

For the special case of uniform sampling in all dimensions (the multidimensional
DFT) the asymptotic distribution of the transform of a zero-mean stationary stochastic
process was considered in Ref. 2. The present report is intended to be an extention of
the earlier work and to be a link between Refs. 1 and 2. It can however be read inde-
pendently of the earlier reports. Minor changes in notation were required, and the rele-
vant definitions and theorems will be restated as needed for clarification. Only one- and
two-dimensional processes will be considered. The cumbersome notation required alone,
not any conceptual problems, inhibits consideration of higher dimensionality.

THE TRANSFORMATION

Consider a collection {Yr(xi, t): xi E X, t E T, r = 1, . . . R} of R observations of a
two-dimensional wide-sense stationary stochastic process, where X = {x1, . . . ,XM} and
T = {1, . . . ,N}. Under the null hypothesis the process has zero mean and crosscorrelation
functions represented as

Rrr'(X - xjt, t - 0 )= {Yr(Xj, t)yrt(Xj, t)}

1 1 (IT r
6 r L Jr e KXX)+tt)(K, w) dKdw, (1)

Manuscript submitted January 9, 1974.

1



DAVID A. SWICK

where the two-dimensional spectral density f(K, W) is a bounded absolutely continuous
function with continuous first partial derivatives for K, w E [-7r, 7r]. If x; and t are
space and time variables, k = K/27r may represent wavenumber and f = co/2ir may repre-
sent frequency.

Under the alternative hypothesis,

yr(xi, t) = sr(Xj, t) + nfr(xj, t), (2)

j = 1, ... ,M, t = 1, .... ,N, r = 1,... ,R, where sr(xj, t) is either a deterministic signal func-
tion (regression function) with unknown parameters or a random signal conditioned on
certain random variables (such as amplitude and phase) and where nr (xi, t) is a zero-mean
wide-sense stationary process.

For each realization r = 1, . . . ,R, let y = [yr(xj, t)] be the M-by-N matrix of obser-
vations. Let

y = PYQ+e, (3)

where P = [Pjk I and Q = [qjk ] are respectively M-by-M and N-by-N transformation ma-
trices chosen to minimize the error of representation of the class of signals {sr (X., t)}
under an appropriate criterion and e is an M-by-N error matrix. That is, P and Q are
"matched" as closely as possible to the signal function. For example, if s(x, t) is a
superposition of two-dimensional plane-wave signals, each of the form A cos (KX + ct +
where K/21r and w/2ir are unknown wavenumber and frequency respectively and
0 E [0, 2ir] is an unknown epoch, then we may let Pik = M-1/2 exp(2irixik/M),l,
j, k = 1,. . . ,M, and qjk = N- 1/ 2 exp(27rijk/N), j, k = 1, ... ,N. In this case (which is
fairly general in view of Fourier's theorem and its various extensions), Q is the matrix of
a one-dimensional DFT, and the basis functions {qfk} form an orthonormal set. Because
of the nonuniform spacing of the {x1}, the subset of basis functions {Pjk } are not
orthogonal.

Given the observations y, we seek the least-squares estimator

Y= UyV. (4)

It is shown in Ref. 1 that U = P-1 and V = Q-1, provided the inverses exist. The matrix
representation (3) provides a simple derivation of (4), which is given below, with the re-
quired lemmas on complex matrix differentiation given in Appendix A. If P or Q is com-
plex, some additional restrictions are required, since 2MN real variables {Y6Z(m, n),
Y& (m, n)}, where 6? and 9 refer to the real and imaginary parts respectively, cannot be
linearly independent. In the case of the two-dimensional DFT, for example, with real
y(x, t),
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M N
Y(M-m, N-n) = T L y(x, t)e 27i(M-m)x/M+(Nn)t/N]

M N
= L L y(x, t)e2 ri(mx/M+nt/N)

= Y(m, n),

where Y(m, n) is the complex conjugate of Y(m, n). A set of sufficient statistics can
easily be chosen and the redundant terms ignored. In the general case a linearly inde-
pendent set of MN transformed variables cannot be as easily selected. It will be shown
later (Eq. (12)) that if the basis functions are chosen as complex conjugate pairs, then
with real observations the transformed variables will also occur as complex conjugate
pairs. We deal only with the case where M and N are not both odd. We can then require
that none of the transformed variables Y(m, n) be purely real in general and hence avoid
special consideration for particular values of m and n. Identification of redundant terms
is particularly simple; if we take N even for convenience, then, for example, the MN
real variables

{Y (m, n)Ya (m, n): m = 1, . . . ,M, n = 1, . . . ,N12} (5)

form a sufficient set. These restrictions are easily imposed in practice and will be as-
sumed in the following. (The case of odd M and odd N can be included, but the purely
real Y(m, n) must be treated separately both here and in the later statistical considerations.)

Let At = A' denote the Hermitian conjugate of the matrix A, where the overbar de-
notes the complex conjugate and the prime denotes the transpose. Let tr(A) denote the
trace of A when A is square. In (3) we wish to minimize

M N

tr(ete) = EL : lki2.
j=1 k=1

Now

tr(ete) = trf(y - PYQ)t(y - PYQ)]

= tr(yt y) - tr(Qyt PY) - tr(Pt yQt yt) + tr(PYQQt yt pt)

by Theorems 9.1.1 and 9.1.4 of Graybill [3], which can easily be shown to be valid for
complex matrices. Let Y = A + iB, where the elements of A and B are real, and let
Y= Y.,1, for some i' = i and j' # j but otherwise be independent of Y.n1,, for i _ i" 7 i'
and j = J. Assume that Pki = Pkr' and qik = q1'k for all k whenever Yi, = Yi,
Then by Lemmas Al through A3 (Appendix A)

3
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btr(ee) + i atr(te) = -2(QytP)t - 2PtyQt + 4ptpyQQt.
aA aB

Setting this equal to zero yields

ptPyQQt = ptyat

which is Eq. (44) of Ref. 1. If P and Q are nonsingular, we have

Y = P-yQ = UyVQ (6)

where U = P-1 and V = Q-1.

For the special but interesting case of equally spaced samples in one dimension, let
qjk = N-11 2 exp[irik(2j - N - 1)/N] and Vjk = N-11 2 exp[-irij(2k - N - 1)/N],
j,k = 1, ...,N. Then, for all j and all k,

q= N-lI2eik(N+l-2j)IN = -

and

ViNN+2k = Nl 2 e -(N+l- 2k)N = -_ (7)

Dropping the circumflex, we have the transformation

M N
Yr(m, n) =1 U.Y,(X., t)e

1=1 t=1

= Y16(m, n) - iY0 (m, n), m = 1,...,M, n = 1,...,N, (8)

where

&n =1r(2n - N -N1)/N - con as N -
n ~~~~~~~0 (9)

and where we have suppressed the dependence of n on N and where

M N

1b(m, n) = I T Yr(Xi t)[Um1j& cosU nt-Umij sin cout],
=I t=1

M N

Yr & (m' n) =v7 1 Yr (XI, t) [Umi A cos C~n t + Umf ( sin Cn t] .
j=1 t=1

(10)

4



NRL REPORT 7711

Provided, for all j and all k,

UM+1-mJ Umj (11)c

we have for real yr(xj, t), using (7),

M N

Yr(M+1-m, N+l-n) = UM+MJ Y,(Xj, t)vtN+l-n Yr(m,n). (12)
j=1 t=1

We can require that Pj,M+1 m =PJM for all j and all m, but in general U = P-1 cannot be
written explicitly. To assure that the conditions (11) hold, we require the following

Definition: An M-by-M matrix A = [a..] is row-Hermitian if ai M+1j = li. for all i
and all j. A column-Hermitian matrix is similarly defined. (These definitions imply that
a row- (column-) Hermitian matrix with more than one real column (row) is singular.)

Lemma 1. If Aij is the cofactor of the element aij of an M-by-M row-Hermitian
matrix A, then AiM+1-j = -Xii.

Proof. Let mij be the minor of aij (the determinant of the submatrix obtained by
deleting the ith row and jth column of A). Then minm+1-j = mij or -mij according as

M is even or odd, since an even or odd number of column interchanges respectively
make one the complex conjugate of the other. But

AiM+Ij = (-1)i+M+1JimiM+lj = -(-1)i+imij = -AXi. Q.E.D.

Lemma 2. If det(A) is the determinant of the M-by-M row-Hermitian matrix A,
then det(A) = -det(A).

Proof.

Case 1, M even. For any i

M (M12 M

det(A) = aijj | + ' ) aiAi
j=l \Kj~l j=' M +1

M/2

= E (aijAij + aiM+1-jAiM+1J
j=1

M/2

- Y (aijAij - d1 Aj;ij)
j=l

5
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by the definition and Lemma 1. Therefore det(A) is purely imaginary.

Case 2, M odd. The proof is similar, with ai(M+1)/2 purely imaginary. Hence-det(A) is
always purely imaginary. Q.E.D.

Theorem 1. If a matrix is row- (column-) Hermitian, its inverse, if it exists, is
column- (row-) Hermitian.

Proof. Let A = [aij] be an M-by-M row-Hermitian matrix and let A 1 = B = [bij].
Let Aij be the cofactor of aii. Then bij = Aji/det(A) and

_ _ _ _ _ _ _ _i _ _ _A _ = b.

de't(A) - det(A)

using Lemmas 1 and 2. Q.E.D.

We can, for example, let

Pik = M-1/2 eWiXj(2 k-M-l)IM (13)

for arbitrary {x} . Then

1/2rixj(M+1-2k)/M _
Pj,M+1-k = M1/2e = Pjk j, k = M.

We are assured by Theorem 1 that (11) (and hence (12)) is valid even though uij cannot
be explicitly written in this case.* The theorem holds of course for the orthogonal case
where the inverse is explicit, as exemplified by (7). Henceforth we assume that P is row-
Hermitian and restrict attention to the set of transformed variables indicated in (5).

ASYMPTOTIC CORRELATION OF THE TRANSFORMED VARIABLES

We consider the transformation defined by (8) through (10), applied to the observa-
tions y. Under the null hypothesis it follows from (1) that cov[Y ,,e(m, n), Yr,,(m', n')]

cov[Yrgj (m, n), Y., (m',n)] = cov[Yr a(m, n), Yr,(m', n')] = 0 if r 0 r'. For r = r' we
drop the subscript. Using (10) and (1), we have

*I am grateful to F. M. Young for pointing out that the choice of (13) led to (11).

6
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E {Y6 (m, n) Y& (in', n') }

M N M N I &X

(27r)2N L Z L j Jf(Kw )ef[K(xJxj)+S(tt)] d
j= 1 t= 1 j,=1 t,= 1 -7r 7

X (umj6? cos Wnt - umj& sin CWnt)(Umnj, cos Wnt' + UmWjR sin tWnt')

= M M JTrK(i ITffI T - ,eiKc (xj-xj,) &I~( 
j=l j'=l -XT f7r

4

X T, Gk (MI '; sj j)Hk(WI Con, Con) dcjdK, (14)

k=l

where each of the four terms Hk in the inner integral can be expressed as products of
the form DN(W - X)DN(W - X')/27rN, where DN(x) = sin(Nx/2)/sin(x/2) is the Dirichlet
kernel and where X ±w= I X' = ±jn. Typically

N
Liw t Cos C)t 1 DN(w + Wn)ei(w wn)(N+1)I2 + 2 DN(w - Wn)e

t=1

Using Lemma 8.3.4 of Anderson [4a], if f&I, W) is bounded in (X-5, X+6) and (V'-5,
X'+6) for some 6 > 0 and X # )', IX - ='A $ 2ir, then we have

27rN f&(IK w)DN(w - X)DN(W + ') dw = 0 N
-7r

By virtue of (9), if n L n', then wn = ±wn, and I con - Con, I= 2ir for 1 < n,n' < N/2.
Since the existence of U = P-1 implies that umj is finite for all j and all m, we have

E{Y(m, n)Y ((m', n')}= N n 0 n'. (15)

Similarly,

E{YR~m~n)Y(m' ,n')}= O0f n+n (16)

and

E{Y&(m, n)Y&(m', n')}= o(= , n * n'. (17)

7
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For a single (m, n) pair the correlation between the real and imaginary parts is
given by (14) with m = m' and n = n'. For N even and 1 S n S N/2 we have
Con = 0, ±+r, so that all terms involving the product DNA( - O)DN (co + wn) will be
0(1/N), as before. Writing only the remaining terms explicitly, with FN(x) = DN2 (X)
denoting the Fejer kernel, we have

E{YR(m, n)YA(m, n)} =
+ 2 f1 Tr IT ) eik(Xi-X)

\W) 4(2r)2N fI -I j j

X { (umjrjumj,< - UmjjUmjI4R)[FN(C) + Con) + FN(cO - Con)]

+ i(UmjRUmjR + Umjgumj,&)[FN(Co + Con) - FN(co - WAo)] }Idd.

Now

fJ Jf (K, CO) Y E eiK(Xj-Xj)Umj&Umrj,[FN[CO + Won) + FN(W - 'on)] dKdco
-IT -IT j=1 j'1=

fI fI M M= JJ ft-K, -CO) E ,e ( Unj,&Unj[FN(-CO + On) + FN(- -) - ,) dKdco
-Ir -IT j'=1 j=1

IT ,IT M M iKXjjl
=f Jf~ f f ) s K eiC)xie Urnmj6? Umj & [FN (Co - Wn) + FN(w + Con)] dKdw

-IT -IT j=1 j'=1

and

f 7 / M iK. 2 M 21 x 2J f(K, W)t Y UmjRe IV + s umj~e FN(CO + Con) dKdco

- .IT fIT f(K ) ( E Um6Re iKXj + M r umi~e i X .
fr j=1~~~~~~~~= LX-'I -an \ i i L 

FN(c( - cin) dKdco,

E {Y6 (m, n)Y,(m, n)I= °(N), Cn * ° +1r.

so that

(18)

8
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The variances also follow from (10) and (1):

= ET 2N Ti ; f { (K, c)e dKdco
(21T)2 j=1 t=1 j= t=1 IT -Ir

X (um.gR cos cont - umj sin COnt)(umjr cos Cont - umjij sin cont)}

= o(k)

+ 4(2n2 N N Ir :7r iK(XjXji)

X { (umjRumjbU + UMjguMju,)[FN(cj + con) + FN(co - Con)]

+ i(mj&Umj'h - umj~umjlg[FN(c + Wn) -FN(c d co)] } dcdK
mjJ mj'6 -uiT.n'SI W-W

M M
=1 Y 

= _ 2?1 UmjUmj'
j=1 j'=1

Ji iK (X j -XjlI)

IT 

X [4TN JIFN(C - Wn)f(K, o) dco]dK +O(N)

M 1 M M u u r iK(Xj-Xjt)

j=1 j'=1 -r

by Theorem 2.1 of Ref. 2. Similarly

var[IYj(m, n)]= uMjuM J e( if f(K, Won) dK + O(-k).
7rj=1 j,=1 1

For the special case of the two-dimensional DFT (if {x;} = jj}) we can let

M M M iK~j-' -ui~-je i2r-M')= k(1j'
E 21 Umjimj, e ) = 1 T e

j=1 j'=1 j=1 j'=l

M 2

= A e i(K km )j
j=1

= M FM(K-Km ),

9

(19)

(20)

var I YR (m, n) I
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where Km = 7r(2mM M - 1)/M - Km O as M -oo. In this case

var[Y61 (m,n)] var[Y (m, n)] = FM(K, KM)f(K con)dK + O( )

= 2f(Km 9 Con) + °(M )+ °(N)'
as shown in Ref. 2. If f(Km, Con) varies slowly with m and n, then so too will
var[Y(m, n)] = var[Y6(1(m, n)] + var[YY& (m, n)] .

In the general case the m dependence of (19) and (20) will be erratic. If the spec-
tral density is independent of wavenumber, that is, if f(K, c) = g(co), then

1 rfeiK(Xj -XjI)f(Kco) = sin ir(xj - x-,)

-I e g(co) 7r(xj -xj,) (21)

If we now let

/rM M sin 7T(x - x,) 1/2
Z(mi, n) = Y(m, n LE mjUmj' 7r(x - xj,) ] (22)

then from (19) through (21)

var[Z61(m, n)] t var[Z(i(m, n)] = 2g(co) + o(k). (23)

One consequence of this "semiwhite noise" is that the correlation function given by (1)
becomes

1 sin 7r(xj - xj,)
R(xj-xj,, t-t') = E y(xj, t)y(xj>t )J= 7r(- x ) R(0, t-t'),

where

R(0, t-t') = E{y(xj, t)y(xit)} = -Y { e ( )g(c)dco

10
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THE ASYMPTOTIC DISTRIBUTION

The transformation (8) may be written for each r = 1, ... ,R as

M

Y(m, n) = E umj3(xj, n), (24)
j=1

where

N
7(x1, n) = y,,Ey(xj t)e-iwnt (25)

Equation (25) is the celebrated one-dimensional DFT. We define the one-dimensional
periodogram at each sample point x; as

IN Y(xi, Con) = 13(xp, n)12 (26)

and let

g(co) = 27r f f(K,co)dK
-IT

denote the one-dimensional spectral density. The existence of the spectral density im-
plies [4b,5] that the wide-sense stationary process {y(xj, t)} can be represented as a
moving average

00

y(xy, t) = y (k)1X(xj, t- k),
k=-oo.

where 21 Jy(k) 12 < oo. The residual process {X(xj, t)} is orthonormal:
k= o

E{X(xj, t) } = 0 and E{X(xj, t)X(xj, t')} =5tt

Theorem 2. Let g[con(k ] * 0 con(k) 0 , ir, k = 1, ... ,K. Then as N-oo, under
the null hypothesis the joint distribution of y. [xpn(k)], y [xj,n(k)], k = 1,... ,K,
tends to that of 2K mutually independent zero-mean normally distributed random vari-
ables and the joint distribution of IN y[xxcon(k)], k = 1,... ,K tends to that of K
mutually independent random variables with

'11
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INy [xj, con(k)] + 2go,(k)] X(2

where X2 (2) denotes a random variable having the central chi-square distribution with two
degrees of freedom.

The proof is given by Walker [6] if Zly(k)l < 0. It is extended by Olshen [7], who
requires only that Z Jy(k)12 < o, and strengthens the needed convergehce of 3(xj, n) and
INy(xj, wn) to variables proportional to the transform and periodogram respectively of
the residual process {fX(xj, t)}.

This theorem, together with (24) and the earlier results on asymptotic correlation,
shows that if n(k) * n(k') whenever k * k', then under the null hypothesis the limiting
joint distribution of YRi[m(k), n(k)], Ya [m(k), n(k)], k = 1,... ,K is that of 2K
mutually independent zero-mean normally distributed random variables, with variances
given by (19) and (20). It follows that the two-dimensional periodogram, defined as

2
IMN,y(Km cn) = IY(m, n) (, (27)

is asymptotically distributed as h(m, n) times a central chi-square variable with two de-
grees of freedom and is asymptotically independent of IM,N, y(Km, Wn') for n * n'. In
the case of uniformly spaced sampling in two dimensions, h(m, n) = f(Km, coxn)/2. In the
general case however the dependence of h(m, n) on m will be more erratic than that of
f(Km on )- If f(K, co) is independent of K, the erratic behavior can be eliminated by
"normalization" as in (22). Under the alternative hypothesis, Yei(m, n) and Y& (m, n)
will be normally distributed with nonzero mean, so that IMNy (Kmi, con) will be propor-
tional to a noncentral chi-square variable.

CONCLUSIONS

We have considered some properties of a discrete transform of two-dimensional
sampled data. In a case of considerable practical interest, sampling in one dimension
(time) is at uniformly spaced intervals, and that in the other dimension (space) is at non-
uniformly spaced intervals. The two-dimensional discrete Fourier transform is applicable
only to data uniformly sampled in both dimensions. In that case it is well known that
nearly half of the transformed variables are redundant, since they occur as complex-
conjugate pairs. In the general case the complex transformed variables are also inter-
dependent. They can be separated into complex-conjugate pairs if the basis functions
used for the transformation also have this relationship. The spatial transformation matrix
considered here is the inverse of a matrix chosen to provide an efficient representation of
plane-wave signals and in general cannot be written explicitly. It has been shown that if
the elements of the representation matrix are chosen as complex-conjugate pairs, its in-
verse, the transformation matrix, will also have this desired property. These have been
called here "row-Hermitian" and "column-Hermitian" matrices respectively.
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The correlation between the real and imaginary parts of the transformed variables,
both within the same cell and from different cells has been shown to be 0(1/N), where
N is the number of time samples. The convergence is thus faster than the O(ln N/N)
stated in the literature for the one-dimensional discrete Fourier transform. The price of
this more rapid convergence is the requirement that the spectral density be continuously
differentiable. This does not appear to be too restrictive, since a finite sampling interval
implies that any spectral lines are broadened and are not delta functions.

In the special case of uniform sampling in space as well as in time, the correlation
is 0(1/M) X 0(1/N), where M is the number of space samples. In this case the variances
of the real and imaginary parts are (1/2)f(K, c) + 0(1/M) + 0(1/N), where f(K, c) is the
spectral density. In the general case of nonuniform spatial sampling the variances depend
on the transformation matrix and the sample spacing as well as the unknown spectral
density.

By a central-limit type argument the limiting joint distribution of a collection of
transformed variables was shown to be that of mutually independent normally distributed
random variables. This limiting distribution does not depend on the selection of spatial
sample points. The asymptotic normality and independence of the transofrmed variables
Y(in(m, n) and Ye (m, n) can be used to justify statistical tests of the hypothesis "noise
alone" against the alternative hypothesis "signal plus noise." This can be done on a
cell-by-cell basis, for each (m, n) pair, thus testing each cell for the presence of a signal
component. For example, if the unknown spectral density f(K, c) varies slowly, data
from nearby cells may be used to approximately "Studentize": The ratio of the mean
of R observations of the periodogram (27) to the sum of K similar means of periodo-
grams of nearby cells has asymptotically an approximate F distribution with 2R and
2KR degrees of freedom. In the general case however this ratio will not be approximately
independent of the unknown variances (19) and (20) unless all K+1 periodograms have
the same value of m. For the special case of uniformly spaced sampling in two dimen-
sions, IMNy(Km,, con) with m' * m may also be used, as shown in Ref. 2. In this case
if f(K, Co) is slowly varying, or in the general case if f(K, co) is also independent of K,
analysis of variance and methods of multiple comparison may be applied in the trans-
formed domain.
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Appendix A
DERIVATIVE OF THE TRACE OF SPECIAL COMPLEX MATRICES

WITH RESPECT TO A REAL MATRIX

In the following let Z = X + iY denote an M-by-N matrix whose elements occur in
complex-conjugate pairs but are otherwise independent. That is, for all i and j, there
exists i' =* i andj' * j such that zij = iTp, but Zij is independent of zi,,j for i * i" * i'
and j * j" = j'. Here the overbar denotes the complex conjugate, and the elements of
X and Y are real. Let A and B be matrices of complex constants such that AZB is
defined. The derivative of a function f of the real matrix X is defined* as

af F af 1
ax laXii'

where each partial derivative af/axij is assumed to exist. Let At,= A' denote the Her-
mitian conjugate of the matrix A, where the prime denotes the transpose, and let tr(C)
denote the trace of the square matrix C.

Lemma Al. If A = [alj] is N by M and aij = aj',j whenever zij = Zj'/', then

atr(AZ) + i atr(AZ) W 2At. (Al)
ax a

Proof.

atr(AZ) atr(AZ) - aaN M + . aanM 1
ax + ay = a E anmxmn + i a-E vanmymn

[aji + ji - aji + =ji 
2 [-1fa At. Q.E.D.

Lemma A2. If B = [bij] is N by M and bij = bi'j' whenever z;; = ziIj', then

atr(BtZt) + i atr(BtZt) = 2Bt. (A2)
ax a

The proof is similar to that of Lemma Al.

*F. A. Graybill, Introduction to Matrices with Applications in Statistics, Wadsworth, Belmont, Calif.,
1969, p. 263.
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Lemma A3. If A is K by M and B is N by L, aki = akil and bjk = bj'kfor all k
whenever Zij = Zilj' and AZB is real, then

a tr(AZBBtZtAt) + i a tr(AZBBtZtAt) = 4AtAZBBt.

[ a K
axii Y.j Y T T Y Yak m Zm n bnp gqp rq ak r

m=1 n=1 p=l q=1 r=1

= E ZEE (akibjpbqpzrqakr + akzbjpbqpzrqak r)
k p q r

+T E EL (akmzmnbnpbjpaki + akmzmnbnpbjpaki)]
k m n p

= [(A'AZBB')i; + (AtAZBBt)- 1 + (AtAZBBt)ij

+ (A'AZBB')ij]

= 2A'AZBB' + 2 AtAZBBt.

Also

a K M N L N M

i Y tr(AZBBtZtAt) = i rY n n E p q- r' akmZmnbnpqpzrqakr]
ay 'j ~~~gk=1 m=l n=l p=l q=l r=l

= [-(A'AZBB')ij + (AtAZBBt)ij + (AtAZBBt)ij

- (A'AZBB')-j]

= -2A'AZBB' + 2AtAZBBt.
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Proof.

(A3)

Q.E.D.

a tr(AZBBtZtAt)
ax


