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ABSTRACT

A set of two-dimensional functions is defined. Expansions of
two-dimensional functions f(x, y) in terms of this set have conver-
gence properties analogous to those of one-dimensional Haar series.
The Nth partial sum PN(X, y) is a step function of 22N square steps
each of area 1 2 2N. The value of PN(X, y) on any step is the mean
value of f(x, y) over the area covered by the step. If f(x, y) is con-
tinuous or has a finite number of discontinuities along binary-rational
line segments, then PN (x, y) converges uniformly. If f(x, y) has a
finite number of discontinuities along binary-irrational line segments,
then PN(X, y) converges pointwise, except along the discontinuities.
Accuracy of the estimate PN and the convergence rate are analogous
to those for one-dimensional Haar series.

PROBLEM STATUS

Interim report on a continuing NRL Problem.

AUTHORIZATION

NRL Problems B02-14.701 and B02-10
Project XF 53-241-003

Manuscript submitted July 19, 1972.

ii



A COMPLETE ORTHONORMAL SET OF
TWO-DIMENSIONAL HAAR-LIKE FUNCTIONS

1. INTRODUCTION

Engineering interest in alternative representations of time-domain functions, which
used to center on the Fourier and Laplace transforms, has extended in recent years to
Walsh functions (1-3). In two-dimensional image processing, use of the two-dimensional
Fourier transform is being supplemented by the Walsh-Hadamard transform (4). Haar
functions (5-7) are closely related to Walsh functions and have properties that suggest they
may be useful in applications such as multiplexing, data transmission, and pattern recog-
nition (8). In this report we introduce a set of two-dimension functions that has proper-
ties analogous to the set of Haar functions. These two-dimensional functions may be
particularly well suited for image coding and pattern recognition.

Haar functions are briefly reviewed in Section 2. In Section 3 we introduce the two-
dimensional functions. Convergence properties of the two-dimensional partial sums are
discussed in Section 4. Before continuing, we introduce some definitions that will be
used throughout the report.

DEFINITION. Let the interval ((m - 1)/2n-1, m/2n- 1 ) be noted by i, where m =
1, 2, ... , 2n1. Thus the interval [0, 1] is subdivided into 2n-1 equal parts labeled in,
.2 ... 2n-1
in j n

DEFINITION. Let the square defined by ( - 1)/2n-1 < x < /2n-1 and (k - 1)/2n-1 <
y <k/2n- 1. be denoted by tn where k, Q = 1, 2, ... , 2n-1. The square kn is the inter-
section of in along the x axis and in along the y axis. The unit square will be denoted by
31. When the boundaries of the square are to be included, one writes [n ] instead of

n

DEFINITION. If x E [0, 1] for some k and if M satisfies x = k/2M, where k = 0, 1,
2, ... , 2 M, then is called a binary rational, in particular an Mth-order dyadic. If k is
odd, x may be called an odd-Mth-order dyadic and similarly where k is even. Any Mth-
order dyadic is also an (M + P)th-order dyadic for any positive integer P. If x does not
satisfy x = k/2M for any M, then it is called a binary irrational. A point (x, y) E is
called a binary rational if either x or y is a binary rational. It is called a binary irrational
if both x and y are binary irrationals. A binary-rational line segment is a set of colinear
points (x, y) such that either x or y is a binary-rational constant and the segment end-
points are binary rationals in both x and y.
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DEFINITION. Let f(x, y) e L2 [1], then

(3Q) 22n-2 f f(x, y) dxdy (1)n J~ ~ k
n

is the mean value of f over the square C kQn

DEFINITION. If f, g E L2 [0, 1], then let

(f g) f f(x)g(x) dx. (2)
0

Iff,g E L2[I 1], then let

(fig)- f f(x, y)g(x, y) dxdy. (3)
1

2. BRIEF REVIEW OF HAAR FUNCTIONS

2.1 Haar Functions

The Haar orthonormal sequence is defined on the closed interval [0, 1] and is com-
posed of functions labeled by two indices:

{9n } =0; fl; fls f2; .; 1s 2k1; (4)1 1 2 1o ok1

The functions are defined as follows.

cp(x) = 1, for 0 x 1

1, for 0<x<1/2
01 

-1, for 1/2<xS1

N/-2; for Ox<1/4

P2( W = -Vx/2 for 1/4<x<1/2
(5)

0, for 1/2 <x 1 (cont'd.)
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0,

92 (X) = \/2,

t -,r2,

pn (x) =

for Ox<1/2

for 12 < x < 3/4

for 3/4<x<1

2(n-1)/2, for m - <x < -(1/2)
2n1 < 2n-1

-1)/2 m- (1/2) m
-2(n 1I, for2n1 <X<n-

0, for 0 <x < n- and <x < 1.2n 2n-1

At points of discontinuity, the Haar functions are defined to be the average of the limits
approached on the two sides of the discontinuity. The first few Haar functions are shown
in Fig. 1. We note that on(x) is nonzero over the interval i. The Haar functions are a
complete orthonormal basis of L 2 [0, 1].

2.2 Haar Series Convergence

Any function can be expressed as an infinite series in terms of Haar functions:

0o 2 n-1

f(X) = CO + 2 2 cmm(X) 

n=1 m=1

where

(6)

(7)

For the purposes of this report, convergence is best discussed by means of the partial sums

N 2 n-1

SN(X) = CO + 2 1 cWnOm(X),

n=1 m=1

(8)

which contain 2 N terms; SN+j contains 2 N more terms than SN, namely all Haar functions
with the subscript N + 1. More general partial sums are discussed in Refs. 5 and 7.

(5)

3
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Fig. 1-The first few Haar functions

For continuous functions, the sequence of partial sums SN is uniformly convergent to
the given function. This means that given a required accuracy of approximation e there is
a value M such that for all N > M we have ISN(x) - f(x)I < e for all x in [0, 1] . For dis-
continuous functions, {SN} will still converge uniformly to (1/2)[f(x+) + f(x-)], provided
all discontinuities are at binary-rational points. This convergence property for discontinu-
ous functions derives from the fact that all Haar-function discontinuities are at binary-
rational points.

For functions with discontinuities at binary-irrational points, SN(X), though no longer
uniformly convergent, is still pointwise convergent everywhere except at the binary-irra-
tional discontinuities. This means that given an approximation accuracy e, that must be
satisfied at a particular point x 1 , there is a value M such that for all N > M we have
ISN(X1) - f(x1 )l < E. We cannot, however, guarantee that the required accuracy is ob-
tained simultaneously at all points in [0, 1].
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2.3 Mean-Value Properties of Partial Sums and Coefficients

Several aspects of the potential utility of Haar functions derive from an important
property of the partial sum. In the expansion of f(x), the Nth Haar partial sum SN(x) is
a step function with 2N equal-length steps. The value of SN(X) on each step is simply
the mean value of f(x) in the interval covered by the step. The value of SN(x) at a dis-
continuity between adjacent steps is halfway between the adjacent steps. Stated differ-
ently, SN(X) is the step function of 2N steps which is the best approximation to f(x) in
the mean-square-error sense. The effect of additional terms is simple and intuitive, unlike
the effect of additional terms when the function is expanded as a trigonometric Fourier
series (or as a series in terms of other continuous bases of L2 [0, 1] ). We note that it
follows from this mean-value property that if f(x) is constant in the interval covered by
any step, then SN(x) = f(x) exactly on this step.

The coefficients in the Haar series also have a simple relationship with the mean value
of f(x) over subintervals of [0, 1]. This is easily seen as follows:

c = J f(x)(x) dx

(2m-l)12Q 2m/22

= 2(-1)/2 LfI(x) dx - f(x) dx (9a)

_ 2m-2)/22 2m-l)12k

- -(+1)12 [~2rn 2 2n- 1) - ~2rn- 1 £ ,(9b
= 21/[f(2 2k 2Q 2k) (9b)

where f(a, b) is the mean value of f(x) in the interval (a, b). Thus c is proportional to
the difference in the mean value of f(x) over adjacent subintervals of length 1/22. Stated
differently, c is proportional to the difference of two adjacent steps of SQ(x), namely the
steps on either side of x = (2m - 1)/2Q.

3. A SET OF TWO DIMENSIONAL, HAAR-LIKE FUNCTIONS

3.1 Definitions

The attractive qualities of Haar functions derive from two related properties. First,
in the expansion of f(x), SN(X) is a step function of 2N equal-length steps. The value of
SN on each step is the mean value of f in the interval covered by the step. Second, the
expansion coefficients are proportional to the difference in the mean value of f(x) over
adjacent subintervals of [0, 1]. As discussed in Ref 8, these properties are useful in appli-
cations such as data coding and pattern recognition. Whatever the application, Haar func-
tions require a one-dimensional data stream. If the data is intrinsically two dimensional,
it seems more appropriate to use a two-dimensional set of functions with analogous
properties.

5
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We therefore look for a set of orthonormal functions that have the following proper-
ties. When a function f(x, y) on the unit square is expanded in terms of these functions,
the Nth partial sum PN(X, y) is a step function of 22N square steps each of area 1/22N.
The value of PN(X, y) on any step is the mean value of f(x, y) over the area covered by
the step. The expansion coefficients are proportional to the difference in the mean value
of f(x, y) over adjacent subareas of subsquares of the unit square.

In analogy with the double trigonometric Fourier series, we might expect that such
a set is provided by all products of the form

OR 2(x, A = m (y)QR . (10)

The set 4Jmh is the basis of the two-dimensional transform used in Ref. 9. The set 4Mn
has all of the desirable properties just enumerated except for that concerning the expansion
coefficients. To obtain all of the desired properties, we define three sets of functions:
S"j(x, y),H/(x, y), and VI'(x, y). The first is a subset of the products defined in Eq. (10):

S 0 (x, y) = 00(y)p0 (x) (11)

Sj'(x, y) = 0n(y) pO(x) (12)

where (x, y) E and n > 0. The first few wz] are shown in Fig. 2; the symbol S was
chosen because the functions have a saddle shape.

(0,o) X-_ (1,O)

+ + 1- + I

(0,1)(1)

S2 S = 2 f

2 ~~~~~~~22

S2=| |222=tS 2 rS 2'

Fig. 2-The first few saddle functions S(x, y). The
shaded areas have the value zero. Other areas have values
of plus or minus the constant written outside the square.

6
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Introducing the block functions

f 2(n1)/2, for x Ein
an(X) = (13)

0, elsewhere

we define

Hn,(x, Y) = (Y)Un(x) (14)

Vn(x, y) = U4n(y)jn(x) (15)

where (x, y) C 4j' and n > 0. The first few Hij are shown in Fig. 3; the symbol H was
chosen because the rectangular nonzero areas are horizontally oriented. The first few

are shown in Fig. 4; the symbol V was chosen because the rectangular areas are ver-
tically oriented. The form of the definitions was chosen so that the superscripts locate the
nonzero square n] according to the familiar row-column matrix notation.

On the four borders of -)j, all S'j, H/j, and Vnj are defined as the average of the
limits approached on the two sides of the border. For example, if nJ has no borders in
common with the unit square 1,then the functions take one of the values 0, +2n-2. On
a common border of -Nn and -- they take one of the values 0, +2n-1.

The functions S'J, H, and Vn" may be expressed as simple linear combinations of
the functions qn2nkQ

Sii = (I]
n nn

H1 =, @10

11 4)01Vl = o
1 0

Hl1 = 10 +

V21 = ('ll + 2

etc.

In general, HnUv is a linear combination of all functions nk with k 0 1, 2,..., n - 1 and
y, Vnuv is a linear combination of all functions Dkn with k = 0, 1, 2,

n = 1 and i C i_

7
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(0,1) (1,1)

H2 =2 H'2 =

H =2 . H22= 2_2fl

Fig. 3-The first few horizontal functions Hn'j (x, y)

(0,o) X-_ (1,0)

y

(0,1) (1,1)

V 2 =2. V'=2-

2 _V 2 r- -- V22= 2' 

Fig. 4-The first few vertical functions Vri(x, y)

8
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3.2 Properties

It is convenient to introduce a set of two-dimensional block functions that are zero
everywhere except on

B1 (x, y) 2 ' (y) aJ (x). (16)

We note that

F B i(x, y) dxdy = 1 (17)
1

and that the mean value of any function f(x, y) over the square n may be written

ni f f(x, y)B/J(x, y) dxdy. (18)
1

We now consider the multiplicative relations that exist between the functions S i,
Hn and VnJ. We ignore function values on the border of tnJ. For like functions with
the same subscript, we have

SiSn = 8 ik jQBfB (19a)

HiJHkQ = k 8QB 1 (19b)n n i n

VninkQ= 8 ik5jQBnJ (19c)

For different functions with the same subscript, we have

S inHkQ = 2n-1 8 Vi (20a)
knfnl kj

HiVkQ = 2n1ik 8jSn (20b)

VniSkk = 2n-1 8 H1 (20c)

To obtain the products for different subscripts, we note that for n > m, either tn
and kk have no area in common, or Ai C RkQ and is contained entirely within one quad-

m kk n m
rant of m 

For like functions with different subscripts we then have

.. 0±2m-lSi, if i C (21a
Sll~kQ 0, (21a)

0, otherwise

9
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Hiijk = { ±2M-1Hn i ni C m
n m

0, otherwise

V11
12 m-lVisj if "inl m

vij v H = ±2M-1 0,othe wis
0, otherwise

(21b)

(21c)

where n > m in all cases. The signs on the right sides of Eqs. (21a)-(21c) depend on which
quadrant of Am contains 4nJ. For different functions with different subscripts, we have the
relations

±2m-lSij if n > m and n C _kQn ~n m

H Ujvk =
n =m 4

v i s k =
fl jm

± 2 Hj, if n <m and CkQ C Ann2 

0, otherwise

±2m-1Hj, if n >m and -ni C 'kQ

±2 n-1vkQ if n<m and C C n

(22a)

(22b)

0, otherwise

±2m -lVnj if n > m and nj C k

±2 n skQ if n < m and kQ C (22c)

0, otherwise

It is now easy to see that the set { Sni, H" V } is orthonormal. Using Eq. (17),
integration of Eqs. (19a)-(19c) demonstrates normalization for all functions and orthog-
onality for the subsequences of like functions. Since

f Sit dxdy = H,, dxdy = Vn, dxdy = 0, (23)

integration of Eqs. (20a)-(20c), (21a)-(21c), and (22a)-(22c) shows orthogonality for dif-
ferent-type functions.

The orthonormal set tS'j, Hj, } happens to be complete in . This means
that there can exist no element f(x, y) E L 2 [L1 ] which is orthogonal to all {S'1, H"j, Vn'/}
and at the same time satisfies f * 0. We shall prove completeness by assuming

(fISkj) = (fIH'j) = (fIvnj)= 0 (24)

and by showing that f = 0 necessarily.

10
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We define

f(x', y') dx' dy',

where r(x, y) is the area of -) in which x' 6 x and y'
and, applying Eq. (24), we have

= F(l,1) = 0

(f IHll = F (1, 1) (1,) - F 1

= 2F(1, 2) 

< y are satisfied. Now F(O, 0) = 0,

(25)

(26)

- 2F(1 1) = 

+ {F(lIl) - F(2, 1)

= 4F 1 ,2 = 

(27)

LF (, 2)
1 \11

2/1

(28)

Thus F(O, 0) = F(1/2, 1/2) = F(1/2, 1) = F(1, 1/2) = F1, 1) = 0. By induction

( 2n ' 2m ) '

where k = 1, 2, ... , 2n; Q = 1,2, 3, ... , 2m; and n, m = 0, 1, 2,.... Since F(x, y) is
continuous and since the binary rationals are dense in -1, F = 0 everywhere. By a theorem
of analysis, we conclude that f(x, y) = 0 almost everywhere (10). The orthonormal se-
quence {S 'I, H'j, V} is therefore complete in L2 [L .

4. SERIES CONVERGENCE

In expanding any function f(x, y) e L2 [l] in terms of {S'i, Hj, V,7}, we shall take
the following partial sums:

F(x,y) = f
r(x,y)

(f ISO)

(fIvl ) =F(2

11

1 1
- F 2 ,2

1 - F(1,1 - F , 1

(f is 11) = F1, 1 - F 1, 1 - F 1, 1 - F 1, 1
1 2 2 2 2 2 2
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PN(X, y) = aOS +

where ao = (f ISO), aj
is complete in L2 [V ] 

[aUiSU + bi + cjVi + i X (29)

= (fI S'j), b = (f IHii), and c'j = (f I j). Since { SJ. H V }
these partial sums approximate f in the mean:

Ilf-PNI -- O as N oo, (30)

where

ug_ (g I)1/2.
(31)

Furthermore

1If112 = a +

00 2n-1

21E [(anj)2 + (b i) 2 + (cij)2]
n= ij=1

(Parseval's formula).

We note that PN is exactly equal to the partial sum obtained when expanding f(x, y)
in terms of the first 22n elements of the set { mQ }. The convergence properties that we
derive for PN will therefore also hold for the set nkQ }.

For a certain class of functions, we can prove a much stronger convergence than mean
convergence, namely uniform convergence. As in Haar functions, this results from a mean-
value property of the partial sums. Here PN(X, y) has a constant value over each of 22N
square steps. The value of PN over a particular square tN+1 is the mean value of f(x, y)
over CN+1. This property is fully stated in the following theorem.

THEOREM 1. Let f(x, y) G L2 [5 1 ] be expanded in terms of the set {Sn, Hn, Vn}
so that the Nth partial sum is given by

PN(x, y) = aOSO + IaSU + bHI + ZiVJ],

where a = (fISo), a = (fJS'i), bj = (flH J), and c = (fIVn). Then for any point (x, y)
G 5, such that neither x nor y are Nth-order dyadics, we have

PN(X, ) = f(_nm,) (34)

where n, m satisfy (x, y) E N+1- For interior Nth-order dyadics, the value of PN(X, y)
is the average of the values of PN on the two or four squares adjacent to the point.

(32)

(33)

12

N 2 n-1 2 n-1

T T, T
n=1 i=1 j=1

N 2n-1 2n-1

n=1 i=1 j=1
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Theorem 1 is proved in the appendix. Two corollaries follow directly.

COROLLARY 1. Let f(x, y) E L2 [- ] be expanded as a series in the form of Eq.
(33). Then in a subarea of i defined by any set of contiguous squares C +1, the con-
vergence behavior of PN (X, y) and of all higher partial sums depends only on the behavior
of f(x, y) within this subarea. For large N the convergence behavior at any point depends
only on f(x, y) in the neighborhood of that point.

COROLLARY 2. Let f(x, y) E L2 [a ] be expanded as a series in the form of Eq.
(33). If f(x, y) = B, a constant, within a subarea of 41 defined by any set of contiguous
squares N, then within this subarea, PN satisfies PN(X, y) = f(x, y) = B exactly, as do
all higher partial sums.

Just as in the theory of Haar series, a variety of convergence properties follow di-
rectly from the mean-value property of partial sums; the proofs given are analogous to
those given in Ref. 7 for Haar series. We begin by showing that PN converges uniformly
in the expansion of continuous functions.

THEOREM 2. Let f(x, y) E L2 [-1 ] be continuous over [i] . Then the sequence of
partial sums PN is uniformly convergent to f(x, y).

Proof. For points that are not interior Nth-order dyadics, we have for (x, y) G N+1,

P(Xy) = f()N+) = f(UN+l), (35)

where N+is some point in N+1I The last step in Eq. (35) is by the mean-value theorem
for integrals.

Since f is continuous over [- ] it is uniformly continuous there. Thus for every
e > 0 there exists a 6 > 0 such that

If(rj) - f(r2 )I < e (36)

whenever

Jr, - r21 < a- (37)

If r and uN+l are both in tN+1 '

IUN+1 - rl < (38)

Therefore, if we choose a fixed integer M so that V./ 2M < , we will have

IPM(r) - f(r) = f(uiM+1) - f(r) < e (39)

for all r E . This inequality also holds on the boundary of the unit square.M+

13
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As for interior Mth-order dyadics, let xk = k/2M, and let y be a non-Mth-order
Then the point (k, y) must be on the common boundary of two squares M+1 and
Defining, for positive x,

f(x+, ) = lim f(x + a, y)
U-0

f(x-, ) = lim f( - , y),
a-0

dyadic.
i k+1
M+1 -

(40)

(41)

(42)IPM(4+l) - f(Xk-, Y)l < e

IPMOMk+ ) - f(xk+,Y) < e. (43)

Here we have used Eq. (39)
bining Eqs. (42) and (43),

and have written PA(2jn) for PN(X, y) when (x, y) E -)J. Com-

IPM(3M+1) + M(CM+1 ) - f(xk-, Y) - f(xk+, Y)l < 2e,

and since f is continuous,

| [P(Mk+1) + pM( +1)] - f(xk, y) = IPM(Xk, y) - f(xk, )l < ,

where we have used Theorem 1. Similar conditions hold for points that are Mth-order
dyadics in y only and for points that are Mth-order dyadics in both x and y. Details are
omitted.

We have therefore shown that for every e > 0, there exists an integer M such that

I PM (X, y) - f(x, y) I < e (46)

for all (x, y) E L-1 ]. That this hold for N > M can be seen by noting that for r N+1 '
we also have IuN+1 - rl <-./2/ 2M < 6. The steps leading to Eq. (46) therefore follow
for N > M. This completes the proof of Theorem 2.

If f(x, y) is differentiable everywhere, we have the following convergence estimate.

THEOREM 3. Let f(x, 
vf be bounded on [s ]

y) E L2 [ be differentiable everywhere in []. and let
. Then

IPN(X, y) - f(X, l 6 • (M+1)

and

we have

and

(44)

(45)

47)

14
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for all (x, y) E ij+,. Here

sup Ivf(x, y)I,
(x'y )G&

(48)

where C is a subarea of .

Proof. By the mean-value theorem for integrals,

IPN(r) - f(r)I = If(uN+1 ) - f(r)J (49)

for r E N+1' where N+ is a particular point in N+1. The mean-value theorem states that

Jf(r 1 ) - f(r 2) = Vf(ro) (rl - r2)1, (50)

where r is on the line segment joining r and r2 . Applying
that when r and r2 are both in tN+1N+I

Ivf(ro) (r, - r2)1

this to Eq. (49) and noting

6V 2IVf (ro)I
2N

(51)

IPN(X, y) - f(X, Y)I 6 (N+) (52)

which proves Theorem 3.

COROLLARY 3. If f(x, y) E L2 V1 ] is continuous and differentiable everywhere in
['i I'

IPN(X, y) - f(X, Y)I 6

for all (x, y) G V1 ]

We state without proof the following theorem.

(53)

THEOREM 4. Let f(x, y) E L2 C1 ] be a plane over the square tN+, .
N+1,~ ~ ~ ~ ~ ~ ~ ~ ~~~~~+

Then for (x, y)

IPN(X, y) - f(X, y) 2N+1 (54)

This theorem is useful when expanding any well-behaved function, since Eq. (54)
then will be approximately true for large N, except at points where Vf = 0.

we have

15
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We now consider the convergence of PN in the case of discontinuous f(x, y). Sup-
pose there is a single discontinuity which occurs along the line x = k/2n, beginning at
Y = /2m and ending at Y2 = u2U. Let N be the largest of n, m, and v. Then PN and
all higher partial sums will be discontinuous exactly on this binary-rational line segment.
For (x, y) E [G1], including the discontinuity,

PN(X, y) e I [f(x-, y) + f(x+, y)] (55)2

uniformly on [oi], where we have used Theorems 1 and 2. A similar condition holds for
discontinuities on binary-rational line segments parallel to the x axis. We therefore have
the following theorem.

THEOREM 5. Let f(x, y) E L2 [A ] have a finite number of discontinuities of the
first kind along binary-rational line segments in an area a E G . Then the sequence of
partial sums {PN } is uniformly convergent,

PN(X, y) I 4 [f(x-, y-) + f(x-, y+) + f(x+, y-) + f(x+, y+)], (56)

on a.

The four terms on the right of Eq. (56) are required if the theorem is to hold at
points that are binary rationals in both x and y.

It is easy to see that Theorem 5 does not hold if f(x, y) is discontinuous along binary-
irrational line segments. For example, suppose f is discontinuous along x = x1 , a binary
irrational. Then for no value of N will PN(X, y) be discontinuous everywhere on this line.
The line of discontinuity cuts across all squares N where m is given by x1 E N As
N increases, x1 falls at relatively different positions within i+ 1, resulting in different values
for PN(xl, y) = f(N+ 1 ). The sequence does not approach a limit, and PN does not con-
verge at (x1, y). It is, however, pointwise convergent elsewhere. For any point (x2, y)
# (x1 , y), we can increase N until (x2 , y) E 4IN+1 while (x1 , y) 4'+1. Then, by Theorem
2, PN(X2 , A) f(x 2, Y)-

THEOREM 6. Let f(xj, y) E L2 [41 ] have a finite number of discontinuities of the
first kind along binary-irrational line segments in the subarea a E -1. Then the sequence
of partial sums {PN (x, y)} is pointwise convergent to f(x, y) everywhere in a except along
the discontinuities, where there is no convergence.

5. CONCLUSION

The orthonormal set { Sl(x, y), H'j'(x, y), V/ (x, y) } is complete in L2 [Al ]. Series
expansions in terms of this set have convergence properties analogous to those of one-
dimensional Haar series. The Nth partial sum PN(X, y) is a step function of 22N square
steps each of area 1/22N. The value of PN(X, y) on any step is the mean value of f(x, y)
over the area covered by the step. If f(x, y) is continuous or has a finite number of dis-
continuities along binary-rational line segments, then PN(x, y) converges uniformly. If
f(x, y) has a finite number of discontinuities along binary-irrational line segments, then

16
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PN(X, y) converges pointwise except along the discontinuities. The accuracy of the esti-
mate PN(X, y) in the neighborhood of some point is proportional to the gradient at that
point. Also, the accuracy of the estimate PN+1 is bounded by a value which is half that
which bounds the estimate PN.
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APPENDIX
PROOF OF THEOREM 1

The proof is by induction. We first consider points that are binary irrational in both
xandy. ForN=O

Po(x, y) = a = (f'so) = T f(xy)dxdy =

1
We now assume

PR(X, ) = T(tR+1)

where (x, y) E 'Rm+ I For N = R + 1

2 R 2 R

PN(X, ) = PR(X, y) + 212 [aSN + N

i=1 j=1

For a particular point (x, y) E lbm only one term survives each
in Eq. (A3). We then have

of the three summations

PN(x, ) = f(j) + a mS7m + bnmHn + 7 mV m

where we have also used Eq. (A2). We now introduce the following representation:

Sm (x, y)

Hkm (x, y)

VN (x, y)

= 2 N-1 sgn

for (x, y) EG The function sgn operates
therefore takes on one of the four values

on each element of the column vector, which

18
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depending on the quadrant of t7nm that (x, Y) E cnm is in (Fig. Al). Thus in the first
quadrant,

PN(x,y) =f(7) + 2N-[a nm + bnm Cm] (A6)

Fig. Al-Values of sgn in the four quadrants of nm

vnm 

The coefficients am, bm, and cnm can be written in terms of the average value of f(x, y)
over the quadrants of -nm. Using Eqs. (12), (14), and (15) (see also Figs. 2 - 4), we ob-
tain

nm 1 2n-I 2m- 2n-1 2 2n 2m-1 - 2n 2m)l
aN 2N+l [Tf( N+1 ) f ('N+l ) f (N+l ) + f(+l )j (A7a)

nm = 1 2n-1 2m-1 2n-1 2m) - (2n 2m-1) - -( 2n2m)1 (A7b)
bN 2N+l [T 2mR~l ) f (-~flA 2m) f( N+ f(~+l (A b

nm 1 [f-(2n-I 2m-1 -- 2n-1 2m) + @2 n 2 m-1) f 2 n 2 m)1 (A7c)CN 2N* 'T"'N+l ) f @N'+1 NI +1 N+1c
Substituting Eqs. (A7a) - (A7c) into Eq. (A6) and expressing f( nm) as

n( nm) = 2n-1 2n1 + + m-+ 2n 2m, 

we obtain, for (x, y) GE 2 2m

PN(X, y) = [( n-1 2m) (A9)

Similar results hold for (x, y) in each of the other three quadrants. Theorem 1 is there-
fore proved for points in wl that are not Nth-order dyadics.

All Nth-order dyadics are points of discontinuity in PN(X, y). Of the 22N lines of
discontinuity in PN, the odd lines defined by x = k/2N and y = Q/2N, for k, Q = 1, 3, ....
2N - 1, are appearing for the first time. By this we mean that PR (X, ) = PN-1 (X, Y) is
not discontinuous along these lines.

nm =n )2 )2We consider the square R+l = nm. The lines y = (2n -1)/ 2 N and x = (2m -

are not lines of discontinuity in PR (X, y), whereas they are so in PN(X, y) (see Fig. A2).
Values of PN on these lines may be calculated using Eqs. (A4) and(A5). Values of the
function sgn for points on these lines are given in Fig. A3. For a point located on the
common boundary of quadrants one and four, where y = (2n - 1)/2N and x G ((2m -1)12N,
2m/2N)

(+)_ ('I)

(+) (E)
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m-l 2m-1 m

X _ 2N 1 2 N 2 N-1

n-I

2 N-I

2n-1

9N

n

2 N-1

2n-1 2m-I
A N+1

2n- 2m
JN+ I

2n 2m-1 2n 2m
N+ I N+I

Fig. A2-The square Nm and its four quadrants

Fig. A-Values of sgn

/nm \
( HN ) on

nm/

the interquadrant boundaries of nm

PN(x, y) = f(-Nm) - 2N-lCnnm

= 1 [(,+2ni- 2m) + f(,,N2n 2m)

= 1 [PN(Nn+-l 2m) + PN(- n+l. (A10)

In the second step we have used Eqs. (A7c) and(A8). Equation (A10), which holds on
the boundary between quadrants one and four of N states that PN(X, y) is the average
of the values of PN on the two squares N+ adjacent to (x, y). Similar results hold for
points on the other three interquadrant boundaries. At the center of N we have

PN(X, y) = PR(X, ) = N (All)

since Sm, Hnm, and Vm are all zero there. From Eq. (A8) we see that f( 4nm) is equiv-
alent to the average of the values of PNon each of the four squares N+1 adjacent to the
center point of N.

So far we have shown that Theorem 1 holds for binary-rational points at which
PN(X, y) is discontinuous but at which PN-1l(x, y) is not. That is, it holds at every binary-
rational point whenever that point first becomes a discontinuity of PK(X, y). To continue

(Z)

+ (0)
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the proof by induction, we now assume that Theorem 1 holds at binary-rational points
that are discontinuities of an arbitrary partial sum PL (x, y). We then show that it also
holds for PL+l(x, A).

Consider the two adjacent squares _nm and l m+1 (Fig. A4). Along their commonL+b -wL+1
boundary x = m/2L, we have by assumption

PL(X, y) - [(tLl) + + ' (A12)

except at the two end points. For M = L + 1,

2L 2L

PM(X, y) = PL(X, y) + j[MM + bMHM + cV].
i=1 i=1

(A13)

When x = m/2L, two terms survive each of the three summations in Eq. (A13), specifically

PM( y) = PL(L I) + mS7 + bmH7

+ am+1 m+1 + bn m+lHn m+ +

+ cnm Vnm

n m+1 m+1
CM Mi I (A14)

where y E ((n - )/ 2 L, n/2L).

At a point on the boundary of a square

N

\VN

= 2N-2 sgn (A15)N

\N/

Except at the midpoint of the boundary, the function sgn has the same values on the
boundary as those on the quadrant of whose external boundary contains the point in
question (Fig. Al). At the midpoint the value of sgn is the same as that given in Fig. A3.

Restricting our attention to the region y E ((2n - 2 )/ 2M, (2n - 1)/2M), Eq. (A14)
now becomes

PM( y) PL(ay) + 2N-2 [nm + b m _ c~m]

+ 2N-2[an m+1 + bnm+ + n m+1]

Using Eqs. (A7), (A8), and (A12), this becomes

(A16)
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M-l M M+I
X 2L L 2L

n-I

2n-I 2m-1 2n-I 2m 2n-I 2m+1 2n-I 2m+2
M+I M+ I M+I M+I

2n 2m-1 2n 2m 2n 2m+1 2n 2m+2
M+l M+I M+I M+I

2L nm Jn n m+ I-
L+I L+I

Fig. A4-The two adjacent squares L+m and L+m

M( Y) = lf(42n-1 2m~ + 2- 2m+l) (A 7)
PM 2L ' ) 2 [ M+1 )+ fM )*(A7

Similarly, for y E ((2n - 1)/2M, 2n/2M),

( ) PL(M,y + 2N-2a m - m]

+ 2N-2 [a n m+1 bn m+l + n m+1]

1[=(2n + f(2n2m+ ) (A18)

At the midpoint ((2n - 1)/2 M, (2m -1)/2M),

PM =PL + 2n-2[ C + nm+1]

1- 2n-1 2m + ( 2n 2m+1) + 2n 2m + ( 2n 2m+11 19)
4 [( M 1 ) + 4 -' ff&~i+ M+1 ,(. (A

Eqs. (A16), (A18), and (A19) show that Theorem 1 holds for PL+1 on the boundary of
L+m that we consider. Similar results are easily obtained for points on the other bound-

aries, as well as for the four corners. This completes the proof of Theorem 1.
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