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A MODIFIED SRIF FILTER
USING LDL FACTORIZATIONS

INTRODUCTION
The problem of estimating a set of parameters or variables from a set of measurements

has long been of interest. Kalman in the early sixties provided a simple recursive estimation
procedures by introducing the concept of state and state transition. This procedure in some
instances provided simpler implementation than batching techniques. Since Kalman's work a
number of numerical procedures have been developed. An excellent account of these pro-
cedures as well as historical notes can be found in Bierman's book [1]. Two basic techniques
described in Ref. I are the square-root information filter (SRIF filter) and the UDU filter
(where UDU should actually be UDU', with U being an upper triangular matrix and D being a
diagonal matrix). In both cases the data are prewhitened using Cholesky factorization. The
SRIF filter is then based on the Householder transform. The UDU filter is based on a Chole-
sky factorization of the smoothed covariance update using one measurement at a time and the
modified Gram Schmidt for updating the predicted covariance. These numerical techniques are
claimed to have better numerical stability than direct use of the Kalman filter equations and
may be more amenable to hardware implementation.

In Ref. 1 the SRIF filter described used a Cholesky factorization of the covariance matrix
of the form of a triangular matrix times the transpose of the same triangular matrix. This
report is concerned with reformulating the SRIF filter in terms of a Cholesky factorization of
the covariance matrix using a triangular matrix times a diagonal matrix times the transpose of
the same triangular matrix, where the diagonal elements of the triangular matrix are 1. The
reason for changing the factorization is to attempt to remove some of the square-root opera-
tions.

The following section briefly reviews the Kalman filter. The SRIF filter is next derived
using the alternate factorization. The properties of a modified Householder algorithm which are
necessary for the SRIF-filter mechanization are shown. The prediction process is shown for the
case of no process noise, and an exponential time weighting into the past is incorporated.
Finally the entire algorithm is written out and examined.

MODIFIED SRIF FILTER

The SRIF filter is a numerical method of implementing the Kalman filter [1]. The Kal-
man filter is obtained from modeling the process as state equations, defining a measurement
procedure, and best-estimating the states of the systems. The state equation and measurement
process are defined as

Xk) = (k) X(k - 1) + r(k) W(k)
and

Xm(k) = (k) X(k) + V(k),

Manuscript submitted February 28, 1978.
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B. H CANTRELL

where it is desired to best-estimate the n-by-I state vector X(k). The remaining quantities are
n-by-n state transition matrix 4(N), an n-by-p matrix F11), an ni-by-n measurement matrix
H1(k), and an rn-by-1 measurement vector XM(k), with W(k) and V(k) being Gaussian noises
with the following properties:

El W(k) = 0,

l Wd ) W'(j) = S() 8jk,

EJV(k)] = 0,

El (k) i') ] = Q(k) 8 jA

and

EtW(A) V(j) = ,

in which

a /A = w when j = k and otherwise.

The covariance matrices S(k) and Qllk) are of dimension p by p and m by m, respectively.

The best estimate of X(k), denoted by X(k) in the standard Kalman-filter format, is

Kk) = + K (k) kIM(k) - A(k) k(k) 1 (E)

where K (k) is the filter gain, given by

KMk) = ft(k) H(k) Q-(k). (2)

In equation (2) P(k) is the smoothed covariance matrix, given by

P 1t)= P-1(k) + 1() Q-'(k) H(k). (3)
In equation (3) Pk) is the predicted covariance matrix, with

H( + 1O= 443k + ) PIk) 4V(k + 1) + F(k + I)
S(k + 1) P(k + 1). (4)

The prediction is

i( + ) = 44k + 1) X(k). (5)

The filter operates in a predict-and-correct fashion. This suggests the following simple deriva-
tion.

Equation (1) is the least-square estimate between the prediction and the measurement at
the kth sample, which is obtained by minimizing the cost function

J(k) = |itk) - X(k)J' P-(k)Xck) - X(k4

+ XM(k - HX(k)'Q'l(k) Xi(k) - HX(k)} (6)

with respect to X(k). The value of X(k) which minimizes X(k), denoted by X(k). is the best
estimate of Xk) and is given in equations () through (3). When the best estimate of ilk)
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is given, the best prediction is simply equation (5) with the covariance of (4). The process is
then simply repeated recursively with equations (4) and (5) being the prediction and equations
(1) through (3) being the correction.

The SRIF filter is a means of implementing the Kalman filter which depends heavily on
Cholsky decomposition and the Householder matrix triangulation algorithm [1]. The Cholsky
decomposition is performed on a symmetric positive-definite matrix by factoring it to the pro-
duct of a lower triangular matrix L and its transpose:

Q - L L'

and

Q-' = (L' L-l.

The algorithm for obtaining L, found in Ref. 1, is

>-Jj= -,q/~, = , n -1,
Aj = q4j/Aj), k=j + 1, ..., n,

and

qk = qA*-1A k=j + 1..., and = k, . n.

In this report the LDL' factorization described in Ref. 1 is used to construct the SRIF-
like filter rather than using the L L' factorization. The algorithm for obtaining the LDL' fac-
torization is

Q = L D L'

and

=-1 (L')-' D-1 L1,

where

Q. =1l, j= l.n7-il,
di = Sal'

i1= q/dj, k=j + 1, 
and

q it~ = qiAk -1jAidj, k = + 1, ..., n and i = k, ..., n,

The matrix L is lower triangular in form and has diagonal elements of 1. The matrix D is a
diagonal matrix with diagonal elements of dp,

The derivation of a SRIF filter using the LDL' factorization proceeds as follows. The cost
function in equation (6) can be written as

J = (k - Xv A I) A( - X) + (X - HXY)

(L ' DA7' L '(XM - HX). (7)
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where the k denoting sample number has been dropped for notational convenience, P-I(k) is
factored into b k, and Q(k) is factored into L DM L' (so that Qtk) - (L') Du-' L').
Equation 7) can be rewritten as

J =(i -A'X)' A(2 -AZ) + (Z, -HX A)' D4-'(ZM -HX),
where

ZW- ' X4,

and

ffw= -L-'.

Equation (8) can be rewritten more compactly as

| W * | |ZM | 0 D- H | w |Mf) 0~~~~~~~~~~~9

With the notation

D I) O 1 || 

the cost function is unaltered if an orthogonal transform T, where T'D = D, is multiplied by
the new resulting vector in equation (9). Consquently use of

Al I - 1 = C

in J = C D C yields the same cost as

J = C'T'D T C

In addition, if T, which is a n-plus-rn square matrix, is chosen such that

T I4 = '| (10)

and

the cost then becomes

J =('X - 2)' b (k'X - ) + e'D - e (12)
By inspection the least-square estimate of X is

k' = , or = ()Z (13)

4



NRL REPORT 8220

the minimum value of the cost J is e'Dj-le, and the smoothed covariance is P(k) = R'D R.
For simplification equation (10) is augmented to equation (11) yielding

[ I [k 1 = { 14)

Later it will be shown that the smoothed covariance factor R does not have all 1s on the diago-
nal elements as the factors h and L did. This can be modified by relating the factors K and D
to new factors R and D, where A has diagonal elements of 1. This can be shown by rewriting
the cost of equation (12) as

J = (X - ' K RK (X - + e'Dm1 e.

Since the smoothed covariance can be rewritten as P = K D6 K' or P = A, the cost func-
tion can be rewritten with either way unaltered. The relation can be found by noting the 2-by-2
example

I 0 ol I o I I1 rF2 l
[r21 T22j 10 d 2 0 2 

which can be rewritten as

[721)71, ? I g ll rl ]11 T2i1T,, l (15)|r211 1 0 221 | ° 1d'j jj[ ° 221 1o I I

Combining terms in equation (15) yields

I 1 [ a; 1 0J 1 1 211r

L 21/711 1 L ° s2 222l L 1 

This is the desired factored form A D R'. The algorithm can easily be generalized to yield

di =dj rU, i =1,..., n, (16)

and

rj- ~/< jJi = i . n. (17)

The least-square estimate of Xin equation (13) is given by K'k = ZA which is also altered into
the form

R'X = Z. (18)

By example again, equation (13) can be written as

| ° 22| [ R21 |2
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which can be written as

It 1 1t 0 7 21/Tl [tl[f
0 F221 I I |X2| 1Z 217

which in turn can be rewritten as

[ 0 1 1 =2 Z2/[22 ] (19)

Equation (19) is the desired form (18), where

i= ZIt7 f. =1..., n. (20)

As a summary of the preceding results, the transform is applied to the augmented
matrix equation (14) and the desired factored form is obtained by applying equation (16), (17),
and (20). We next consider how the matrix transform T which triangulates a matrix with the
property T D T D is obtained.

MODIFIED HOUSEHOLDER TRANSFORM

The elementary Householder transform given in Ref. I is obtained as follows. Let the vec-
tor U be normal to the plane U. An arbitrary vector Ycan be represented by

= Y') + V. (21)

where (J U,I-U7J and V is that part of Y that is orthogonal to U. The reflection of Y,
denoted by Y4s in the plane Uj is

14= -(YY ) + V (22)
and is represented in Fig. 1. Eliminating from equations (21) and (22) yields

Yr Y -2 (YU) U (1 -3UU') Y TY, (23)

112L

Y -

Iok I'

1 \ . 1 , __1

A-{YE) U fl (Yb) U - a

Fig. I - Geometry of the Househoider algorithm
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where 3 is defined as is = 2/U' DV. The matrix T is an elementary Householder transform
with properties T = T" and T2 = I, and it can be shown to triangulate a matrix.

To obtain the desired results required in the previous section, the dot products of equa-
tion (23) are modified by a diagonal matrix D to yield

('DU)

Four properties are given and proved. Property 1 is

T' = 7 (T is symmetric).

Since, from equation (35),

T =(I - 3UU'D)'
= (I - 13D'UU')

= (I- 3DUU'),

the proof that ' = Trequires showing that DUU' = U'D. If DUU' = VU'D, then

U'(DUU') U= U'(UU'D)U
or

(U'DV) (U' - U'U) (U'DU),

which is an identity. QED.

Property 2 is

T' DT = D.

Since

T'DT= ( - UV'D)' D (I - 3UU'D)
=(I- DUU') D ( - UU'D)
= (D - DUUV'D) ( - UV'D)

= D - 2DUU'D + 32DUU'DUU'D
= D - 2DUI U'D - (/3/2) UDUU'DJ,

the proof requires showing that

U'D - (/2) U'DUU'D = 0
or that

U'D= __ 2 'UJD 
2 (U'DU)VDU' 0

or that

U'DUU - U'DUU'D = 0,
which is an identity. QED.

7
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To express properties 3 and 4 the following notation is introduced:

di 0 O oJ
DI Jj7 where D = O 50 01

-V di ' ~~~~~~~~~~~~~~o 0 -.
0 d, 

and

U j

U - 12

:A'n

in which

and

=l -Yl + a,
12 = Y2,

13 = Y3,

Property 3 is

2 -- 

U'DU
1

dicru 1I'

which is proven by writing

2 2

UDPU (y + 2 di + y2 d2 + ... + y2 dn
2

2y,ud, + oa2d1 + ( d, + y2d2 + ... + ynd,)
2

2yardl + oF2'd + a2 di

I _ I
dica(y1 + ar) djtru 1

QED.

Property 4 is

Yr2 - r
Y, = TY Yr2 -

S

��l
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The proof is as follows. From equation (35)

TY= Y-2 ( UDU) U
U'DU

YI@Y + )d + Y2d2 +- +yidn U

d1cru I

(yrdi + 2di) U
dlau1

(y, + )U
Ul

1

=Y -U

Y2 _ Y2 _ r

IYN| YuN 

QED. We will use

TY =-Y + 2 (D'DU) U
U'DU

such that

TY= 

so as to have the convenience of postive diagonal elements in the resulting triangularized
matrix. Properties 3 and 4 can be used to triangulate a matrix by applying them on successive
columns of the matrix.

The following example illustrates the use of the algorithm:

all a2 a3 [ll b 2 b13

T, a21 022 23 0 b22 b23
a31 032 a33 0 b32 33

a41 042 43 0 h42 b43

where

al +-I

U = a21
031
a4l

a1 = sgn a11 /(a?,d?2 + ad 2 + ald3 + add/dj

9
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and

b = -a7 + Anyu,, = ., 3 and i = 1, ... 4,

in which

and

Y=k a]jys + 2jU2 + q2U2 + 3iU3 + a4JU 4 .

The process is repeated for each successive submatnx. The next step is

vi b2 b13 { a12 
I 0 0 b22 b23 _ 10 2 C2 3

I 7T2 0 b32 b33 - 0 0 C3 3:

5 42 b 4 3 _ C4 3

where

b22

U = b32

b42

ar2 - sgn (b22) (b?22 d2 + b32d, + b 2dd/d 2 ,

and

ci =-bj + y 2 juj, = 2, 3 and i =2, ... 4,

in which

d2(r I

and

T2j 2jul + b3jU2 + b4Ju3.

In summary, it was shown that the modified Householder algorithm meets the require-
ments of the modified SRIF fitter (7" T = D with Ttriangulating the matrix). A simple
means of obtaining the prediction portion of the SRIF filter under an important case is next
considered.

PREDICTION PROCESS

The smoothing portion of the Kalman filter using a modified-SRIF-filter implementation
updates the factorization of the smoothed ovariance and the transformed best estimate. It is
desirable to update the prediction process in a commensurable form. Only an important special
case is considered: The process noise W(k) is assumed to be zero, and the state transition
matrix is assumed to be in the upper triangular form. Equation (4) updating the predicted
covariance then becomes

P = '? 'PF, (25)

where the noise W(k) is removed and the sample k has been dropped for notational conveni-
ence, The inverse of (25) is taken, yielding

10



NRL REPORT 8220P-' -(') Ph r'. (26)
The covariances are replaced with their factorizations

A 5 A'- w -1 A D A' -
which can be rewritten as

A b A = ((I)-, A a(i'Ay.
Since (') - R is of the lower triangular form, then

R = (40' A (27a)

and

D=D, (27b)
which shows the simple form of updating the factors of the prediction covariance.

The predicted state given by

from equation (7) is transformed by

(A')-') ± = ' (A1) - tZ

where k = (')-' Zand k (A')-' 2. Solving for Z yields

2 = (A') o(k)-' 2. (28)
Substituting A from (27a) into (28) yields

The transformed smoothed and predicted states are seen to be identical.

Sometimes it is desirable to implement a fading-memory filter by making the smoothed
covariance larger. This is accomplished by rewriting equation (26) as

(')-' aP-' -1.

The parameter is a scalar representing a time fading by

a = e-11T

where r is the time constant and t is time. Equation (27b) is modified, and equations (27a)
and (27b) now are

A - (4'D A

and

D= VDa

and these equations now remain the same under the fading-memory condition.
A functional flow of the filter using the special-case prediction is shown in Fig. 2. The

measurement and measurement matrix are first transformed using the factorization of the
measurement covariance matrix. For zero process noise and upper-triangular-form state transi-
tion matrices, the prediction process is given simply. The transformed predicted and smoothed
states are the same, and the covariances are related by a simple transform. The smoothing on

11
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Prewhiten Measurement:

Q = L DML,

go= L*{H and ZM = L iKM

Fig. 2 - Functional flow of the modified SRIF filter using

LDL factorization and a special-case prediction

12

Prediction:

z 2I,

A 4C-, and 6 = X f)

Smoothing:

t HWZ I = O I .

Relate R to R, Z to Z, and D = D

Output:-

X = R-'Z and
P (t-'h-R- 
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the filter is given by the modified Householder transform previously described, and the terms
are rearranged to obtain a more desirable form. This completes the filter operation except for
forming the smoothed estimate and the covariance if desired from the transformed state and
the covariance factors.

SUMMARY

The SRIF filter is a numerical means of solving the Kalman-filter equations. In this
report the SRIF filter was modified to accommodateLDL factorizations of the covariances rather
that the usual LL factorizations. This factorization required that the Householder algorithm be
modified and required a small manipulation of the results after transforming. Under a special
case the prediction process was shown to be quite simple using the LDL' factorization.

The reason for investigating the SRIF fiter using LDL' factorizations was to try to elim-
inate the square-root operations found in the SRIF filter. Although the square-root operations
using LDL' factorization now do not appear in the prewhitening process, they still are necessary
in the modified Householder algorithm. Consequently the results are not as strong as was first
hoped for. An interesting result does occur in the use of a fading memory: Only the diagonal
elements D of the LDL' factorization need be weighted rather than the entire covariance
matrix.
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