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A MODIFIED SRIF FILTER
USING LDL' FACTORIZATIONS

INTRODUCTION

The problem of estimating a set of parameters or variables from a set of measurements
has long been of interest. Kalman in the early sixties provided a simple recursive estimation
procedures by introducing the concept of state and state transition. This procedure in some
instances provided simpler implementation than batching techniques. Since Kalman’s work a
number of numerical procedures have been developed. An excellent account of these pro-
cedures as well as historical notes can be found in Bierman’s book [1]. Two basic techniques
described in Ref. 1 are the square-root information filter (SRIF filter) and the UDU filter
(where UDU should actually be UDU’, with U being an upper triangular matrix and D being a
diagonal matrix). In both cases the data are prewhitened using Cholesky factorization. The
SRIF filter is then based on the Householder transform. The UDU filter is based on a Chole-
sky factorization of the smoothed covariance update using one measurement at a time and the
modified Gram Schmidt for updating the predicted covariance. These numerical techniques are
claimed to have better numerical stability than direct use of the Kalman filter equations and
may be more amenable to hardware implementation.

In Ref. 1 the SRIF filter described used a Cholesky factorization of the covariance matrix
of the form of a triangular matrix times the transpose of the same triangular matrix. This
report is concerned with reformulating the SRIF filter in terms of a Cholesky factorization of
the covariance matrix using a triangular matrix times a diagonal matrix times the transpose of
the same triangular matrix, where the diagonal elements of the triangular matrix are 1. The
reason for changing the factorization is to attempt to remove some of the square-root opera-
lions,

The following section briefly reviews the Kalman filter. The SRIF filter is next derived
using the alternate factorization. The properties of a modified Householder algorithm which are
necessary for the SRIF-filter mechanization are shown. The prediction process is shown for the
case of no process noise, and an exponential time weighting into the past is incorporated.
Finally the entire algorithm is written out and examined.

MODIFIED SRIF FILTER

The SRIF filter is a numerical method of implementing the Kalman filter [1]. The Kal-
man filter is obtained from modeling the process as state equations, defining a measurement
procedure, and best-estimating the states of the systems. The state equation and measurement
process are defined as

X(k) = 0(k) Xk — 1) + T(k) W(k)
and

Xyk) = H(k) X (k) + V(k),

Manuscript submitted February 28, 1978.
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where it is desired to besi-estimate the n-by-1 state vector X{k). The remaining quantities are
n-by-n state transition matrix ®(k}, an »-by-p matrix I'(4), an m-by-n measurement matrix
H{k}, and an m-by-1 measurement vector X, (&), with W (k) and V{k) being Gaussian noises
with the following properties:

gwwl]=o,
E\W(k) I&f”(j)] = S§{k) 5,
E’V(k)} =0,
v vp] = 0w s,
and
Eww) viy] =0,
in which

&, =1 when j = k and 0 otherwise.

The covariance matrices S{k) and Q (k) are of dimension p by pand m by m, tespectively,
The best estimate of X{k)}, denoted by ¥{k} in the standard Kaiman-filter format, is

R0 = RO + K0 [X (0 — k) Ko, )
where K (&) is the filter gain, given by
K{k) = PLkY H'(K) Q7Y (K). (2)
In equation {2} P(k) is the smoothed covariance matrix, given by
Pk = P7UK) + H'(K) Q7Nk) H(K). &)

1n equation (3) P(k) is the predicied covariance matrix, with
P+ D=0k + 1) PO @k + 1) + Tk + D
Sk + 1) Tk + 1. (4)
The prediction is
Xk + 1) =2k + 1) XK. {5)

The filter operates in a predici-and-correct fashion. This suggests the following simple deriva-
tion.

Equation {1} is the least-square estimate between the prediction and the measurement at
the kth sample, which is obtained by minimizing the cost function

J (k) = [i’{k) - X{k)]‘ f)—‘{k)[i'{k) - x(k)]
+ [mm‘ - HX{k}]’Q“{k} [x,,m - HX(k)] (6

with respect to X{k). The value of X (k) which minimizes X (k), denoted by X{k), is the best
estimate of X (k) and is given in eguations {1} through {3}. When the best estimaie of X{&)
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is given, the best prediction is simply equation (5) with the covariance of (4). The process is
then simply repeated recursively with equations (4) and (5) being the prediction and equations
(1) through (3} being the correction.

The SRIF filter is a means of implementing the Kalman filter which depends heavily on
Cholsky decomposition and the Householder matrix triangulation algorithm [1]. The Cholsky
decomposition is performed on a symmetric positive-definite matrix by factoring it to the pro-
duct of a lower triangular matrix L and its transpose:

Q=L L'
and
O l=(LH'LL,

The algorithm for obtaining L, found in Ref. 1, is
bi=~ay j=1n-1,
L,=qil;,, k=j+1, .., n

and

qn=qy —Lkb, k=i+1,.., nandi=k .., n

In this report the LDL' factorization described in Ref. 1 is used to construct the SRIF-
like filter rather than using the [ L' factorization, The algorithm for obtaining the LDL’ fac-
torization is

Q=L DL
and
0 =)D LY,

where

£;,=1, ;=1 .,n-1,

di = q;

Ly=qyld, k=j+1, .., n,
and

Q=g —Lhyd, k=j+1, .., nandi=+k .., n

The matrix L is lower triangular in form and has diagonal elements of 1. The matrix D is a
diagonal matrix with diagenal elements of d,.

The derivation of a SRIF filter using the LDL' factorization proceeds as follows. The cost
function in equation (6) can be written as

J=(X -X)RDRQX =X+ (X, — HX)'
(L7 Dyt L7Y(Xy — HX), (7



B. H. CANTRELL

where the & denoting sample number has been dropped for notational cofivenience, ﬁ“(k; is
factored into R D R', and Q (k) is factored into L Dy L' {so that Q YWk} = (LN 1 D1 LY,
Equation (7) can be rewrilten as

J=(Z ~RXYD(Z-RZ)+(Zyy — HpXY Di{Zy — HuX), (8)
where
Z= R'Y,
Zy = L7 Xy,
and
H}y = L_EH.

Equation (8) can be rewritten more compactly as

ey, 1z b o Ry, | 2
With the notation
b 0

the cost function is unaltered if an orthogonal transform 7, where T'D 7 = D, is multiplied by
the new resulting vector in equation (93, Consguently use of

-

R’ Zi_

le X—tz,4-¢
in J = ' D Cyields the same cost as

J=0TDTC

in addition, if T, which is a #-plus-m square matrix, is chosen such that

R _IR
T Hol= 0] 1§10
and
Z{ 12
T ZM - e]! {;1}
the cost then becomes
J=(RX—-ZYDRX-Z)+eDyle (12)
By inspection the least-square estimate of X is
RE=Z or X =(R)'Z {13
4
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the minimum value of the cost Jis ¢'Dj;'e, and the smoothed covariance is P(k) = R'D R.
For simplification equation (10) is augmented to equation (11) yielding

R Z

T\ Hy Z| ™

R' 2 (14)

E'ﬂ

Later it will be shown that the smoothed covariance factor R does not have all 1’s on the diago-
nal elements as the factors R and L did. This can be modified by relating the factors R and b
to new factors R and D, where R has diagonal elements of 1. This can be shown by rewriting
the cost of equation (12) as

J=(X-X'RDRX-D+eDyjle

Since the smoothed covariance can be rewritten as P = R D R' or P = R D R, the cost func-
tion can be rewritten with either way unaltered. The relation can be found by noting the 2-by-2

example
oo |4 07 2
Pl |0 dyf | O Ty
which can be rewritten as
1 of[7un o][dyo]l[ru ol 1 7af7y (15
Fa/Fu 1] 0 04, ol lo 1
Combining terms in equation (15) yields
1 o] 47 o 1 ra/ry
maffu | 0 dyhl|o 1
This is the desired factored form R D R'. The algorithm can easily be generalized to vield
di=d; v}k i=1, ..,n (16)
and
Fji‘ b Fﬂ/F”, J = f, weey M (17)

The least-square estimate of ¥ in equation (13) is given by R'X = Z, which is also altered into
the form

RX=2 (18)
By example again, equation (13) can be written as

lfn ”12]
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-

which can be written as

TR 1 ra/ry
G 0 i

which in turn can be rewrillen as

1 /Tl & =/ '
[G 1 ] {fz sz?zz]' : 49
Equation {19) is the desired form (18), where

2,’ = E,'J’F“, i= 1, ey R (2ﬁ)

As a summary of the preceding results, the transform T is applied to the augmented
matrix equation {14) and the desired factored form is obtained by applying egquation (16), (17},
and (20). We nexi consider how the matrix transform 7 which triangulates a matrix with the
property T D'T = D is obtained.

MODIFIED HOUSEHOLDER TRANSFORM

The elementary Householder transform given in Ref. 1 is obtained as follows. Let the vee-
tor {7 be normal {o the plane U 1 An arbitrary vector Y can be represenied by

Y=(rin b+, 21

where J = U/~U'U and V is that part of Y that is orthogonal to {/. The reflection of ¥,
denoied by Y,, in the plane U} is

Y, = =YD + ¥ v2))
and is represented in Fig. 1. Eliminating V from equations {21} and (22) yields
(Y'y) ;
Y=Y -2————U={I- 38U Y =TV, 2
. in) (I - pUUY (23)
U.L
Y, - ¥
; i |
1 v :
¥
; ;
1
f ¥, Y ]
; \
! ;
L L
- (YO ) -——— YUy O — u

Fig. I — Geometry of 1he Householder aigorithm
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where B is defined as 8 = 2/U' DU. The matrix T is an elementary Householder transform
with properties 7 = T' and T? = ], and it can be shown to triangulate a matrix.

To obtain the desired results required in the previous section, the dot products of equa-
tion (23) are modified by a diagonal matrix D to yield

(Y'DU)
(U'DU)

Four properties are given and proved. Property 1 is

Y=Y -2 U= ~BUUDYY =TV, (24)

T' = T (T is symmetric).
Since, from equation (35),
T'=(I — pUU'DY
= ([ - gsD'UU)
= (f - gDUU),
the proof that 7" = T requires showing that DUU' = UU'D. If DUU' = UU'D, then
upbuy) U =uWwu'nbyu
or
(U'bUY (U'U) = (U'U) (U'DV),
which is an identity. QED.,
Property 2 is
T DT =D,
Since
T'DT= (I — BUU'D)' D (I — BUU'D)
=(I — BDUU")Y D ( — BUU'D)
= (D - BDUU'D) (I -~ BUU'D)
=D —28DUU'D + B2DUU'DUU'D
=D - 28DU|U'D — (B/2} U'DUU'D],
the proof requires showing that
U'D - (B/2)U'DUU'D =0
or that

2

v'b - 2(U'DU)

Upuuv'n =90
or that

U'DUU'D — U'DUU'D =0,
which is an identity. QED.
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To express properties 3 and 4, the following notation is introduced:

[V DY nie
o= T where D = g Gz ﬁg
0 0 0 4,
and
i
v=|"
oy
in which
Hl =¥ + &,
Uy, = Y.
Uy =Y
angd
Hy = ¥n-
Property 3 is
8= 2 i
UfDU dlﬂ'h‘! !
which is proven by writing
2 _ 2
UDU {})}'i‘ﬂ'}z dk‘{'ygz d2+...+_}"fdﬂ
_ 2
dywdy + oldy + (yid, + yid, + .+ y2d,)
- 2
2y0d, + old) + a¥d,
_ i _ i
dIG(yl+ﬂ') diurui'
QED.
Property 4 is
yrf —
Y, =Ty =]’ 0
Vrn 0
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The proof is as follows. From equation (35)

(Y'DU)
TY =Y 2—U'DU u
lyl(yl + a)d, + yid, + ... +yid,|U
=Y — |
dlﬂ'ul
(_}’lﬂ'd; + Uzdl)U
- Y —
dlcrul
+
_y-ta,
U
=Y -U
1 nto o
= Y2 _ ¥a - 0
N YN 0
QED. We will use
_ {(Y'DU)
TY = Y+2———U,DU U
such that
+o
tr=| 9
0

so as to have the convenience of postive diagonal elements in the resulting triangularized
matrix. Properties 3 and 4 can be used to triangulate a matrix by applying them on successive
columns of the matrix.

The following example illustrates the use of the algorithm:

apn 4y a3 o, bz b3
7, | %0 92 Gnf _ |0 by by

a3 azp dy 8 by by
a4 Q4 Ag3 by by
where
a” +U’1

a
U = 21
aji

a4
oy = sgn ay/(ahdl + addy + add; + akd)/d,,
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and
by=—a;+Byuu, j=1, ., 3andi=1, ... 4,
in which
__1
dioru;
and
Y= @ty dgtey toagtiy +oayiy toagug

The process is repeated for each successive submatrix. The next step is

oy b by oy b1 b3
1 0§10 b by} 10 o cn
ﬁ T2 i b32 b33 g G Ca3
0 by by 0 0 C42
where
by +o
I.f = b32
by
oy =sgn {byy) /by + bhdy+ bhdid,,
and
CU = ‘-bU + B'}’zjuj_i, } = 2, 3 and i= 2, ces 4,
in which
__ 1
dgf}'it'l
and

Yo = !szﬂi + !.73_}'112 + b4j-113.

In summary, it was shown that the modified Bouseholder algorithm meets the require-
ments of the modified SRIF filter (T'D T = D, with Tiriangulating the matrix). A simple
means of obiaining the prediction portion of the SRIF filter under an important case is next
considered.

PREDICTION PROCESS

The smoothing portion of the Kalman filter using a modified-SRIF-filter impiementation
updates the factorization of the smooihed covariance and the transformed best estimate. I is
desirable to update the prediction process in a commensurable form. Only an important special
case is considered: The process noise W{k) is assumed to be zero, and the state transition
mairix is assumed to be in the upper triangular form. Eguation (4) updating the predicted
covariance then becomes

P=d P, (25}

where the noise WI{k) is removed and the sample & has been dropped for notational conveni-
ence. The inverse of {25} is taken, yielding

10
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Pl = ()1 B o, (26)
The covariances are replaced with their factorizations
RDR =(@)'"RDR a7,
which can be rewritten as
RDR=(@'R D(@'R).
Since (&) ! R is of the lower triangular form, then
R = (0)'R (27a)
and
D=Dp (27b)
which shows the simple form of updating the factors of the prediction covariance.
The predicted state given by
f=0%
from equation (7) is transformed by
(R)1'Z =&(R)™' Z,
where £ = (R)7! Zand ¥ = (R) ! Z Solving for Z yields
Z = (R) (R Z, _ (28)
Substituting R from (27a) into (28) yields
Z=2
The transformed smoothed and predicted states are seen to be identical.

Sometimes it is desirable to implement a fading-memory filter by making the smoothed
covariance larger. This is accomplished by rewriting equation (26) as

Pl = (@)1 g @,
The parameter is a scalar representing a time fading by
a = el

where 7 is the time constant and ¢ is time. Equation (27b) is modified, and equations (27a)
and (27b) now are

R = (@) 'R
and |

D=+ b,
and these equations now remain the same under the fading-memory condition.

A functional flow of the filter using the special-case prediction is shown in Fig. 2. The
measurement and measurement matrix are first transformed using the factorization of the
measurement covariance matrix. For zero process noise and upper-triangular-form state transi-
tion matrices, the prediction process is given simply. The transformed predicted and smoothed
states are the same, and the covariances are related by a simple transform. The smoothing on

i1
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Obtain New Measurement

Prewhiten Measurement:

Q=1L D,L.
Hy= LM and Zyy = L7V Xy

Prediction.

Smoothing.

Relate Rio R, Z1o Z, and D = D

Outpui:
¥ =812 and
P (R) 1R

Fig. 2 — Functional flow of the modified SRIF filter nsing
LDL factorization and a special-case prediction

12
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the filter is given by the modified Householder transform previously described, and the terms
are rearranged to obtain a more desirable form. This completes the filter operation except for
forming the smoothed estimate and the covariance if desired from the transformed state and
the covariance factors.

SUMMARY

The SRIF filter is a numerical means of solving the Kalman-filter equations, In this
report the SRIF filter was modified to accommodate LDL factorizations of the covariances rather
that the usual LL factorizations. This factorization required that the Householder algorithm be
modified and required a small manipulation of the results after transforming. Under a special
case the prediction process was shown to be quite simple using the LDL' factorization.

The reason for investigating the SRIF fiter using LDL' factorizations was to try to elim-
inate the square-root operations found in the SRIF filter. Although the square-root operations
using LDL' factorization now do not appear in the prewhitening process, they still are necessary
in the modified Householder algorithm. Consequently the results are not as strong as was first
hoped for. An interesting resuit does occur in the use of a fading memory: Only the diagonal
elements D of the LDL' factorization need be weighted rather than the entire covariance
matrix.
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