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STATISTICAL PROPERTIES OF A STAGGERED—PRF MTI SYST

INTRODUCTION

To reject unwanted clutter, a radar usually transmits a sequence of pulses, When the
returns of these pulses are properly weighted and summed, stationary clutter can be filtered
out. In a conventional radar system, the interpulse durations (or sampling frequencies) are
held constant. Targets having a doppler frequency which is an integer multiple of -this sam-
pling frequency will be seen as a stationary target and be filtered out. This target is sa1d fo o
have a blind velocity. To alleviate this problem, a staggered-PRF system has been proppsed.
In that system the interpulse durations are varied from pulse to pulse; hence this blind -
velocity phenomenon is avoided. A number of papers dealt with the design problem of this
system [1-4]. However no known analytic method can be used to select a set of interpulse -
durations to achieve a desired MTI performance. In this report the effects of varigtion of -
the interpulse durations on the MTI improvement factor are investigated. A Monte Carlo
approach is used to derive the statistical properties of this improvement factor in a stag
gered-PRF MTI system.*

IMPROVEMENT FACTOR AND INTERPULSE DURATION

To set up a common reference for the convenience of comparison, a criterio
measure the performance of an MTI system will be presented here. One widely a
measurement parameter is the so-called improvement factor, which is defined as th
pected value of the ratio of the output target-signal-to-clutter ratio to the input target-
signal-to-clutter ratio. This improvement factor is

L g2

3

I= =———,

Z Z al-ajR
i

where the a;’s are the MTI filter weights and R is the clutter correlation functlon at'times

t; and t;. Thls correlation funection is the Fourler transform of the clutter spectrum dens1ty e
functlon G(f): :

In deriving Eq. (1) it is assumed that the target doppler has a uniform distribution:fu

Manuscript submitted February 28, 1978.

*Part of this report has been presented as a paper at the 1977 IEEE International Conference on Acoust:c, )
Speech and Signal Processing, Hartford, Connecticut, May 9-11, 1977.
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For a constant-PRF MTI gystem, one may normalize the doppler frequency f by the
radar PRF {the reciprocal of interpulse duration 7'}, and Eqg. {2} becomes

R, - J‘ G_;{f.l ei2n =} g, (3)

Under this assumption the improvement factor 7 is not a function of the radar inter-
pulse duration T However, the clutter spectrum density function may have to be modified
due to this transformation. For example, if the clutter specirum density function is a
Gaussian function

1 —F212,2
G(f)= g H120% {4a)
</ ZTo
then
Rfj = e—2ﬂ202T2{i-f}2 . (4b}
If onelets f = fTand ¢’ = ¢/T, one has
G'(f) = €T (5a)
O
and
R;. = e 2o 20N {5b)

i
One notices that the standard deviation ¢ of the spectrum density is modified. How-

ever, the spectrum density remains unchanged. This formulation has the advantage that the
radar PRF is not direcily involved in the computation of the improvement factor. In & stag-
gered-PRF MTI system the interpulse durations vary from pulse to pulse. To accommuodate
this situation and for the convenience of comparison, a basic interpulse duration T is defined
which is the shortest interpulse time among all pulses in a staggered PRF system. The infer-
pulse time between any two successive pulses is then

Tf - Tf—l = {1 + Otfi}T, (6}
where «; = 0 and
Qi = _1_._ -f2/2a'2
(Fi= N e ) (7}
2
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which is identical to Eq. (5a). In other words, as long as the basic interpulse Lime is the
same, the normalized spectrum density functions are the same for both the ¢onstani I’RF
and the staggered-PRT cases. The correlation function R;; however becomes

J 2
R;; = exp {— 272 0'2[2 1+ ak)] },
k=i

When this relation is inserted into Eq. (1)}, one sees that the variation of mterpulse :
duration ¢, influences the MTI improvement factor. However, one may see intuitively- that
R;; reduces in the case of a staggered-PRF system, because the correlation time becomes
longer. Naturally, the MT1I performance is degraded, and the improvement factor is feduced. . "

OPTIMAL MTI PERFORMANCE

The conclusion has been drawn that the MTI filter can be so chosen that it yieldsa
best improvement factor for a given cluiter spectrum density. Hsiao [5] showed. that-fora -
staggered-PRF system this optimal improvement factor is bounded by two limits. ‘The- upper L
bound is the improvement factor of a constant-PRF system with a PRF that is equlvalenhto
the shortest interpulse duration of the staggered system, and the lower bound is the im-
provement factor of a constant-PRF system which has a PRF equivalent to the longest mter-
pulse duration of the staggered system. !

The preceding conclusion is drawn from investigations of a large number of samples.. .
Each sample has a randomly chosen interpulse duration. However in each case the filter .
weights are so chosen that the improvement factor is optimized. This approach is useful in
determining the performance bounds. In practice, however, one may be more interested in .- -
keeping the filter weights fixed while varying the interpulse durations. Some statistical:® - -
properties of such systems are as follows. 0

Figure 1 shows the statistical distribution of the improvement factor of a thé:ee-pulse, S
staggered-PRF MTI systemn. The filter weights are initially chosen for optimal performapce_ .
for a constant-PRF system assuming that the clutter spectrum density function is, Gaussmn‘
having a normalized standard deviation ¢ (normalized with respect to PRF). The improve-
ment factor of this MT1 system is then computed assuming that the interpulse duration.
varies from T to T + «T where « is a random variable with a uniform distribution. In Fig. 1
four sets of curves are plotted, for normalized standard deviations o = 0.03, 0.05, 0.07 and
0.1. Within each set of curves the limit of the variation of the interpulse time varies from.

0.1 to 0.6. The improvement factor of each sample is computed when the interpulse.dura-
tions of that sample are chosen randomly (with a uniform distribution) with a maximum
limit as mentioned above. The cumulative probability of the improvement factor of these
samples is plotted for each different o and o

Several interesting points may be observed:

® Since the sample having the smallest interpulse duration is the one whmh ha
constant PRF, the highest improvement factor for various o values occurs at the same pomt
(of the constant-PRF case) no matter what o is chosen.
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® The variation of the improvement factor is small for small « but increases as o
increases,

¢ The spreading of the samples is also a function of 6, the standard deviation of the
clutter spectrum density function,. As v increases, the spreading of the samples reduces.

The results shown in Fig. 1 are summarized in Table 1. When o = 0.03, the difference
of the improvement factor varies from 1.5 dB to 8.5 dB as « varies from 0.1 to 0.6, When
g = 0.1, the variation is imited {0 1.2 to 6.2 dB.

Figure 2 shows the same curves for the case of a four-pulse canceler. These curves have
similar properties as those shown in Figure 1. However, the spread of the samples in general
is more pronounced, particularly for high improvement factors. This means that if onehas a
high-performance MTI system, with four or more pulses for rejection of cluiter with smalt
spectral spread, one should be more careful in choosing the interpulse time when a stag-
gered-PRF system is used, particularly when the variation of interpulse duration is large. On
the other hand, if the maximum variation of interpulse duration is small and the designed
MTI systern has a smaller improvement factor, the choice of interpulse duration is not im-
poriant. Probably any randomly selected combination of interpulse durations may yield just
about the same result as that of a carefully selected one.

The resulis shown in Fig. 2 are summarized in Table 2. One notices that in general the
spreading of samples is more pronounced in this case than in the three-pulse case.

Figure 3 snows the statistical properties of the improvement factor of a three-pulse
staggered-PRF MTI system. In the figure the average value and the standard deviation {or
RMS deviation from mean) are plotted as a function of the percent of variation of inter
pulse delay. The average improvement factor is almost a linear function of the percent of
variation of interpulse delay. As the percent of delay variation increases, the improvement
factor reduces. This improvement factor is also very sensitive {o the o value, The RMS
deviation increases as the percent of variation of delay increases, but its value remains small
{the deviation curves in Fig. 3 being plotted to an expanded scale relative to average-value
scale). The significance of this is that by a random choice of any combination of interpulse
durations the amount of improvement-factor variation is small. For examople, for a case of
g = 0.03, when the delay variation of the staggered PRF system is set at §.5%, by any
choice of a combination of interpulse duration, the RMS deviation from the mean of ail
thege samples is no more than 1.8 dB.

Figure 4 shows the same statistic properties of the improvement factor for a four-
pulse staggered system. This figure exhibits properties similar to those exhibited in Fig. 8.

BINOMIALLY WEIGHTED FILTER

In the previous examples, optimal filter weighis are used. In practice, however, filter
weightis are often set according to the binomial distribution. Therefore it is of interest to
investigate the effect of staggering on the MTI system for such cases. The distribution of
improvement factors for a three-pulse and four-pulse staggered-PRF MTI svstem using
binomial weights are respectively shown in Figs. 5 and 8. The clutter spectrum densify fune-
tion is again assumed to be Gaussian with a normalized standard deviation ¢, with the
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variation of interpulse duration being randomly distributed from T to T + T 51mllar to the
variation in the previous examples. Comparing these two figures with Figs. 1 and 2, one sees
that these curves have almost the same shape. Therefore the properties discussed in the pre-
ceding section apply to these cases. In general, for the same ¢ and «, the 1mprovement fac-
tor which can be achieved by a MTI system with optimal weights is slightly better than that
of a binomial case. However the difference is not that much.

Figure 7 and Figure 8 show respectively the statistic properties of the ifnﬁrdv ) é'n.t' ‘
factor of a three-pulse and four-pulse staggered-PRF MTI system. These figures shown_a
similar properties of that of an optimally weighted MTI. '
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PROBABILITY

IMPROVEMENT FACTOR (dB)

Fig. 1 — Distribution of the improvement factor for 2 three-pulse staggered PRF MTI
system using opiimal filter weights

50

Table 1 — Results in Fig. 1

Improvement Factor
o | a (dB)
High | Low | Difference
003 {01 335 | 32 1.5
0.2 ( 83.5 | 305 3.0
03 (| 33.5 | 200 4.5
04 ( 335 | 27.7 5.8
0.5 335 | 265 7.0
0.6 | 335 | 25 8.5
0.056 [ 0.1 | 24.5 | 23.5 1.0
0.2 | 245 | 22.0 2.0
03 | 24.5 | 20.5 4.0
04 | 24.5 | 19.0 5.5
0.5 | 24.5 | 18.0 6.5
06 | 24.5 | 17.0 7.5
0.07 [ 01| 18.0 | 180 1.0
0.2 19.0 | 16.5 2.5
0.3 [ 19.0 | 15,0 4.0
04 19.0 § 138 5.5
0.6 1 19.0 { 12.8 6.2
06 | 19.0 { 11.8 7.2
0.1 01| 13.2 5 120 1.2
0.2 132 11 2.2
0.3 | 13.2 9.5 3.7
0.4 | 13.2 8.5 4.7
051 132 7.5 5.7
06 | 13.2 7.0 6.2
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