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PULSE COMPRESSION DEGRADATION DUE TO
OPEN LOOP ADAPTIVE CANCELLATION,
PART 111

1. INTRODUCTION

An exact expression for the perturbed sidelobe level of a compressed pulse that has been pre-
processed through an adaptive canceller is derived in Ref. 1. The pertinent assumptions of that

analysis are

1. the adaptive canceller is implemented using the Sampled Matrix Inversion (SMI) algorithm
[2] or its equivalent, the Gram-Schmidt canceller [3]

2. the input noises are temporally independent and Gaussian

3.  the desired signal’s input vector (or code) is completely contained within the samples that
were used to calculate the adaptive weights and is only present in the main channel, and

4.  the adaptive weights are computed from the same data set to which they are applied {(con-
current processing).

Earlier research has shown that because of finite sampling, the quiescent compressed pulse
sidelobe levels are degraded by preprocessing the main channel input data stream (the uncompressed
pulse) through the adaptive canceller. It was also shown that the level of degradation is independent
of whether pulse compression occurs before or after the adaptive canceller under assumption 3.

The exact expression [1] for pulse compression degradation requires computer assistance to
evaluate this expression. In Ref. 4, we derived a ‘‘rule of thumb’’ expression that is a good approxi-
mation of the exact expression.

This report considers the case where the desired signal input waveform (or code) can extend
over any number of processing batches of the adaptive canceller. An exact result for the adaptive
range sidelobe level is derived and its associated good approximation is given. In addition, it is
shown that the same analysis can be used to predict the canceller noise power level that is induced by
having the desired signal present in the canceller weight calculation.,

2. BACKGROUND

Figure 1 shows a functional block diagram of an adaptive canceller followed by a pulse
compressor. The adaptive canceller linearly weights the auxiliary channels with weights that are cal-
culated from a batch of sampled input data. The main channel consists of desired signal plus noise

Manuscript approved April 4, 1991.
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MAIN CHANNEL (desired signai only}
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Fig. 1 — GS cancetter followed by a matched filter

correlated with the auxiliary ¢l

the pulse compression degradation, it is only necessary to consider the interaction of the main
channel’s desired signal with the random variables in the auxiliary channels (Fig. 1). Thus, for
analysis purposes, the adaptive weights of x,, n =1,2,...,N—1 are On}y a function of the
desired signal s and the samples of x,. Furthermore, as ihP number

Infinity, the auxiliary adaptive weights go zero {1}

that mayv or may not he
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In Fig. [, s represents the desired signal vector (or code), and x,, n = 1,2, .., N — [
represents the nth auxiliary random data vector of length K. The canceller used is the Gram-Schmidt
{GS) algorithm [3]. We denote it by GSg y, where K is the number of samples per channet used to
calculate the canceller weights and N is the number of input channels {main and auxiharies).

The pulse compressor is essentially the matched filter for a given radar waveform. Most of the
energy in the received radar waveform is compressed into a given single-range cetl and, thus, the sig-
nal level can be increased significantly for deteciion purposes. However, some energy does leak into
the sidelobes of the compressed pulse response, resulting in low gain in range cells outside of the
given range cell. I a tarpet or piece of clutter is large enough, it can break through and be detected
in these range sidelobes, falsely indicating a target detection or masking a real target. Thus, it is
highly desirable to maintain a low sidelobe response.
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Let r equal the 2L — 1 output vector of the pulse compressor. If no adaptive canceller is used
then it is straightforward to show that

r = §'s, ()
where
S = (51 52, ..., sL)T,
| Sy, 0 g -+ 0 1
SL—I St O
Sp—2 Sp—y sp 0 O
sT = 51 5y §3 St (2)
O 5 82 " St —1
0 0 51 Sp -2
0 0 0 R |

and T,r denotes transpose and complex conjugate transpose, respectively. S is a L X 2L — 1)
matrix called the autocorrelation function (ACF) matrix of s.

We assume for this analysis that the GS canceller processes data in blocks of K data samples per
channel. Thus, the desired signal vector may be spread across a number of sample blocks. To
analyze the resultant GS canceller output for the desired signal, we must subdivide the L length code
into M subcodes each of length K where the first and last subcodes may be partially zero-filled.
Define an augmented vector s, such that

1 2
Sug = (80, s@, | sMT, 3)

where each subcode vector s™), m = 1, 2, ..., M is of length K. The leftmost elements of s\ and

the rightmost elements of s* may be partially zero filled. If K | and Ky are the number of nonzero
filled elements of s’ and s™’ | respectively, then for M = 2

L=M-2)K+ K, +K,. 4)
ForM =1,
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For example, if s = (1, —1, -1, 1, 1, =1, —1, I, 1) where . = 9, K = 3, then the input
signal vectors into a GS;n canceller could be sV =0, 0, 1), s = (-1, -1, 1),
s =1, =1, —1), and s = (1, 1, 0). Here, M = 4 and

Sue = (0,0, 1, =1, =1, 1,1, =1, -1, I, [, &)Y

Each subcode vector is input to the GS canceller one at a time. Let s be the resultant output
vector of the canceller for each input s m o= [, 2. ..., M, and S4ug DE the resuitant augmented
output vector. Thus,

S;mg = (5(1)’- S(z)r, cees S(M)')T {6}

is the total result output vector of length KM. This resultant output vector is then inputted to the
matched filter of the vector s, or equivalently, s,,,. If we set r’ equal to the response of s,,, match
filtered with s,,, then

P = SeugS g M
where S, is defined as the KM X (2KM — 1) augmented ACF matrix of s,,,,.

The results and derivations presented are the same whether we use the augmented or non-
augmented notation. Hence, we assume that all vectors are augmented and drop the augmented desig-
nation.

Vector § is often chosen so that the matched filter response has low sidelobes (i.e., rim) < <
r{0)y for m = 0). However, if the desired signal is passed through a GS canceller structure, the
desired signal vector is perturbed and degradations occur in the matched filter response. Examples of
codes that have high compression ratios and low sidelobes are the Frank [3], Lewis and Kretschmer's
P1-P4 {6}, and shift register codes [7]. Al of these codes have an ACF with all sideiobes well below
the matched response. Figure 2, for example, shows the ACF of the 100-clement Frank code.

-20

-30 Jr\

-40 4 | Ll

FILTER RESPONSE IN dB

—

R T T
1 40 BO 120 160 200
SAMPLE NUMBER

Fig. 2 — Frank code autocorrelation function L = 100,
zero Doppler shift and no bandwidth Yimitation

4
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Under the assumption that the signal vector is completely contained within a block of K samples
from which the adaptive weights are calculated (L =< K) [1], it was shown that the average pulse-
compressed sidelobe level after adaptive cancellation is given by

KK + DA (K, N} KK+ 1D

L =GNk -N+2 O RN K- N D

A pKN)is. DN, 8

where

SL,(!) is average pulse-compressed sidelobe level after adaptive cancellation of the /th range
sidelobe (sidelobes are numbered +/,/ = 1, 2, - - - ; these can be related directly to the
elements of r'; for example, / = + 1 are the sidelobes adjacent the match point)

SL,(I) is quiescent pulse-compressed sidelobe level of the ith sidelobe (K = oo or equivalenily no
adaptive cancellation before pulse compression; these can be related directly to the ele-
ments of r)

K is number of independent samples per channel used to calculate the adaptive canceller
weights
N is number of channels (main and auxiliaries)
s.({) is K — Ith column of the augmented ACF matrix, S, ! # K, and
s I* = std)sc (D).

We note that SL,(/) and SL,(I) are normalized to the mainlobe pulse compression gain (adapted or
quiescent, respectively) that is set equal to one or 0 dB.

The scalars A |, (K,N) and 4 ,,(K,N) are computed as follows. Consider the two parallel adap-
tive cancellers shown in Fig. 3. Define

If

Up,¥g = arbitrary K-length main channel input vectors,

Il

uy,vy = K-length main channel output vectors,
x, = (x,(1), x,(2), ..., x,r(K))T, n=1,2,.., N~ 1, K-length random data vector

of the nth auxiliary channel.

The elements of x,,, n = 1, 2, ..., N — | are assumed to have the following characteristics:

1. x,k),n=1 ...,N -1k =1, .., K are identically distributed circular Gaussian com-
plex random variables (r.v.)

2. Elx,()} =0, Ef|x,(k)|*} = 1, where E{-} denotes expectation and | -| denotes magni-
tude.
3. Efx, (kpxf (k) =Ounlessny = nyand by = ky.
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U % % Xpiog Vg o X % Xy
l l o l l e l
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Yna V-1

Fig. 3 — Parallel N-input GS cancellers

Define

2 N 1 n =
K —n (K —nykK —n+1)

a, =1 —

1

by, = .
K ~mMK —n + 1)

It is shown in Ref. 1 that

Ettuly_vy_; |7} A KN Ap(KNY] | Tubvg |2
Efflay 3 1* vy - 73 A (K.NY Az (K.N) L) lag P v

where

rtr(K,N)Aaz(KsN)‘l N-2 [an by |

l
AnK Ny an® M| T s a0

&)

(10}

()

(12)

Equations (11} and (12) resutted from solving the following coupled recursive relationships that were

derived in Ref. 1:

2 i

Ef g v, s, [21 = E{]u,v, ng |:1 -

+EwmmquLKkm£—n+n}’

6

K-n K-mK-n+1

(13)
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2 2y ! 2 1
E{”un+l” ”vn+lH } - EHunvul J li(K — Fl)(K — o+ 1)i|
[ ) 1 1
2 2 _ .
FEIPII |- e ey |

wheren =0, 1, ..., N — 1.

Reference 4 derived a good approximation of SL,(/). It was shown that good approximations of
An(K,N) and 4 (K, N) are given by

. r N _ ljz
KN) = 1 —
Ay ( ) [ X J (15)
and
K- NN - D
A (K,N) = . 16
12(K,N) KK + D (16)
In Ref. 1 it was shown that
AN — 1) . NN - D)
el == - “ l
ANKN)Y + Ap(KN) = 1 e + KK = 1) (17)
A (K, N) = A5 (K.N), (18)
and
A (KN) = A5 (K.N). (19)

3. SIDELOBE DEGRADATION: SIGNAL SEGMENTATION

In this section, we consider desired signals that are segmented and processed through the GS
canceller. We assume that the set of GS weights computed for each X X N data block is statistically
independent from block-to-block. Let the desired signal’s input and output vectors Sy and Sy, of a
canceller be segmented into M vectors such that

so = (8§, 5§, ..., s§M7T, (20)

and

SNy = (S}V”—.]’ SNy s sH DT 21
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Note that we have set s, = s and sy, = s’. Each s§™ and s\, m = 1,2, ..., M is of length K
where the end vectors may be augmented by zeros to fill out the K-length vector. Note that sy or
Sy can be considered augmented so that their length is KM, and that sy is normalized so that
lsoll = 1. Similarly, let s, be a column of the augmented ACF matrix defined as

2 M
s. = (s, sB . sWhT (22)

Thus, an expression representing an output r of the matched filter can be given by

o= 8sSy_y, (23)

and the average adaptive pulse compression icvel associated with s, is given by

Eflsisy_,|°
7 = ”SrSN lll ’ (24)

E{{sh_isy_1]°)

(S

pectations are a function o

We will derive good approximations of the numerator and denomipator of this expression. The

above e function of two kinds of randomness: the first is the anxiliary channel data

and the second is where in time the code s begins with respect to the first segment. We evaluate the
above expectations first with respect to the auxiliary channel data and denote this expectation by

E -1

To this end, £, | |sjsy. 1|7} is decomposed into terms dependent on the individual segments as

I

Ef|stsy_y %)

M
E, W(I T s&siy 121
om=l J

M
AU 10 - Y L E s )12

=1 n=1

]
by

A (0G0 ) ) e gl )
+ E E Ex S. SNﬁI}Ex {SC. SN—};' (25)

We used the fact that the auxiliary random variables are assumed independent from one batch of K,
N-length sample vectors to the next to separate the expectations in this double summation given in Eq.

(25).
It 15 shown in Appendix A that

a7

. .
E.fsi's oy = Ll _ N‘; IJ ng)rs m- (26)
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Thus, Eq. (25) simplifies to

2
H 2y _ M E (n)i {m) 2y _ 1 — N -1 A (m)r(my |2
Ex{!ScSN—li ;*' E XHS[‘ s —l| ] K E |St' Sp I
m=1

=1

N -1 ’ M M () () (a3t (s} .
T T Tk TOX IssE s s 27)
my=1m,=1
However, it can be shown that
M M
L X IsMsg s s = Isise |, (28)
ny =1 m,=1
Using Eq. (11}, it is straightforward to show that
M M ,
E El{ l ng)ts mll ‘ 2} = A “(K, N) E | SE.’”)"S ) | 2
m=1 m=1
{29

M
+ApK, Ny 5 [sE)F - [Is§m e

n =1

Substituting Egs. (28) and (29) into Eq. (27) and taking the total expectation over all random

variables results in

2
Ef|stsy_ 12} = |A; (K, Ny — |1 - N -1 E a2
eSN -1 = 11, e Y IsdMisgh |
m=1

2

N — 1 2

+ |1 - eSo | *
[ K } IS(SO|

M
+tARK ME ¥ lle-’”)IIQHSS”)IIE}- (30)

m=1

At the match point, s, = s, and the summations seen in Eq. (30) are equal so that

N -1 : ! 2
K | shs |

Ef|sh sy |2 = [l -

n N -1 : 4 )
+ A“(K, N) +- AIQ(K, N) I — K E E ”Sb “ . (31)
n =1

9
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However, in lieu of Eq. (17) and shsy = 1,

2
. 5 _N-1 (K-N+ DN -1 M "
E{|sh_isy-1]%) = [1 = J + Ky L {El Isg™ | } (32)

The expectations seen in Eqs. (30) and (32) are dependent on the signal code. For a signal code
that has uniform amplitude elements, it is shown in Appendix B that

2

K 1 K 1

~ = |>] +—, L>K

L 3 [LJ 3.2

M

E Y sy = (33)
m=1 1 L 1

|- == 4+ =
3K 3KL

Note that if either expression given in Eq. (33) is substituted into Eq. (32), the second term of Eq.
(32) is small with respect to the first term. Thus, a good approximation of E{|s} _ sy _; |2} is given

by
N -1 ?
Ef|sh_ysy_1 17} = [1 " J . (34)
For ur;iform amplitude elements, the expectations seen in Eq. (30) may be upper-bounded by
M
E < T |[Is§)* . In fact, this upper bound is a good approximation of the second expectation for
Lm:l

the near-in range sidelobes (small /). It may not be a good approximation of the first expectation
which is expected to be much smaller than the upper bound. Note also the form of the approximation
of A;;(K.N) given by Eq. (15). As a result, it can be shown that the first term in Eq. (30) is small
with respect to the sum of the second and third terms of the equation for the near-in range sidelobe
case. Hence, we delete this term from our approximation.

Close upper bounds to 4 (K, N) and 4,>(K, N) are given by Eqs. (15) and (16), respectively.
If these are substituted into Eq. (30), then for the near-in range sidelobes

. 2 _ _ M
Ef[sisy 117 = [1* N ‘} [sisg |2 + KL DE I)E{E ||s8’”||4}- 35)

K K*(K + 1) il

Dividing by Ef{ | sy _;Sy_1 |2} as given in Eq. (34) results in

M
a |S(SO| (K - N+ 1)2(K + 1) mE:I ||S6 ” ( )

10
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We approximate

K-Nt+tJN-1) . N-1 37

K —N+ DK + 1) (K ~ N+ DK’

m=

M
Furthermore, E { z ||SS”)||4} can be approximated by a close upper-bound using Eq. (33).
1

This is
K
—, L>K
L H
- (‘-A—J- (?g)l\d..w - { £ O
E L Iy - (38)
m=1 1, L=K

Thus, substituting Eqs. (38) and (37) into Eq. (36) results in

) N -1
= L>K 39
SL.(I) = SL,(D + K-N+ DL’ . (39
and
SL, () = SL, (1) + N-1 L <K (4
a 4 (K -~N+ DK’ ’

where SL,(I) and SL,(!) were previously defined and / is small (near-in range sidelobe case).

We note that if the above approximations do not suffice in some cases (for example, { > > 1),
one can always use the exact formulation of SL,(I) given by the ratio of the expressions given by Egs.
(30) and (31).

4. RESULTS

In this section, we calculate the number of independent samples per channel K345 necessary for
the average transient sidelobe level of the maximum quiescent sidelobe level defined by SL, to be
within 3 dB of SL,. We assume that the maximum quiescent sidelobe level occurs in the near-in

are valid. We use this as a performance measure of convergence. If the average adaptive sidelobe
level SL, were plotted vs K, it would be found that SL, monotonically decreases with K and is
asymptotic with SL, as K — co. The K = K45 point is representative of the ‘‘knee’” of this curve
(where SL, decreases siowly with increases in K).

To find K34z, the following two equations (which result from Eqs. (39) and (40), respectively)
are solved for Kz4p:

- _= N -1
28L, = 8L, + , L>K
q 77 (Kagm — N 4+ DL 3dB 41)

1
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and

- _ = N -1
28, =S8SL, + , L = Ky,
© T T W - N ¥ DE e o

Solving Eqs. (41) or (42) for K14p results in

Kug = 1+ —— | W=D, L>Kys (43)
L- 8L,
and
i 1 i
K3dB = — + —_ + — (N — }), I = KBdB- (44)
2 2 N -1-SL

Note that the solution for K24z depends on this solution satisfying the inequalities given with each of
the above solutions. If both inequalities are satisfied, then obviously the first solution given by Eq.
{43y is chosen because this solution is less than the solution given by Eq. (44). Appendix C shows
that at least one of the solutions given above is valid.

It is also shown in Appendix C that Eq. (43) is the solution for K34p if

ey Nau.\'
S, > ———— and L > N, 45
o L(L _ Ncm'.r) an 2173 ( )

where N,,, = N — 1. If cither condition given by Eq. (45) is not true, then the solution given by
Eg. (44) is valid.

We can rewrite Eqs. (43) and (44) as

K
JdB = 1 + 14__ " I > K}d[-.h (46)
Naur L ’ SLq
and
K
wo_ LS L L2k (47)
N“"“‘ 2 2 N, aux SL{;

In Fig. 4, Kag / Ny, is plotted vs L - §Eq. Again, this sotution is valid if Eq. {45) hotds. In Fig.
5, K3gp / Ny is piotted vs N, - SE,. This sotution is valid if Eq. (45) does not hold.

For example, let 8L, = 1077 (or —30 dB), N,,, = 10, and L = [00. In this case, Eq. (45)
does not hold, so we use Fig. 5 to find Ki4g / Ny, which approximately equals 1. As another
example, let 3’[;,, = 1077 (or —20 dB), N,,, = 10, and L. = 100. In this case, the conditions given
by Eq. (45) hold. We use Fig. 4 to find Kyp / Ny = 2.

12
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By examining the solutions for K4y / N, given in Figs. 4 and 5, we make the observations
that for Kyup / Ny, = 2, either Ny, - SL, or L - SL, must be approximately equal to one.

As noted in Refs. 1 and 4, the preceding analysis of pulse compression and canceller interac-
tions can also be applied to quantify the canceiler degradation caused by the presence of a desired sig-
nal in the samples used to calculate the adaptive canceller weights. Set

N -1
_— L K 48)
(K — N+ DL’ > (

ASL(K.N) =

N — 1
= K. 49
(K—-N+ DK’ = @

If the desired signal has the power o2, after pulse compression, then the maximum of the average
power residue caused by signal in the K — ! range bins not containing the signal can be shown from
our analysis to approximately equal o2 ASL,(K,N) plus possibly the signal power caused by the quies-
cent compressed sidelobes. Let o5y, be the quiescent output noise power level of the cancelier (no
desired signal). Define

-

z S OAQF S¥ AN RO

U 2 uu:_..a l\I\,I\'j \JU}
T min

If & > 1, then the signal induced power will be greater than the quiescent output noise power of the
canceller. Hence, it is desirable to choose the number of independent input samples K so that ¢ < t.
Set K = K for when 6 = 1. It is straightforward to show that

-
p
o
——
un
—
e

%m |
112 2 (52)
N Lovwv—n -2 1<k,
2 gi?nin

We note that g2/ o?n,n equals the output signai-to-noise power ratio (§ /N),, of the adaptive canceller.
Thus, Eqgs. (51) and (52) reduce to

N -1 S
- + L L >K
i L (Nl ’ ¢ (53)
. _/ out
Ky =
[U ; AN 1 (54)
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For the radar designer there is the choice of where to put the pulse compressor: before or after
the canceller. A disadvantage of placing it before the canceller is that a pulse compressor must be
placed in each antenna channel (main and auxiliaries) to maintain channel match (mismatched chan-
nels degrade canceller performance). Another disadvantage is that the pulse compressor must have
the dynamic range of the interference (possibly clutter and jamming) that has yet to be cancelled.
These disadvantages do not occur if the compressor is placed after the canceller. However, as we
have seen, a disadvantage of placing the compressor after the canceller is that the range sidelobes of
the compressed pulse increase because a finite number of samples are used to compute the canceller

..... olita
WUIELND.

It should be pointed out, however, that this effect also occurs if the desired waveform is
compressed before the canceller. In this case, it was shown 4] that the ratio of signal-induced power
to the quiescent-noise power level is given by

o{pc before) = o N -1 =K (55)
d 2 (K-N+DK' — =

Note that this is identical for the expression of & (pc after) if L =< K (see Egs. (49) and (50)).
Hence, for waveform codes that have length less than the processing batch length (L < K}, it is
desirable to pulse-compress after cancellation.

However, for L > K, the issue is not so clear-cut, Even though é (pc after) < 6 (pc before)
for L > K, we must remember that the signal induces noise over KM = L samples of output data.
Thus, for M = 2, more samples are affected by degradation caused by performing pulse compression
after cancellation. As a result, for L > K, a trade-off study is necessary to determine whether one
does pulse compression before or after cancellation. The cost function associated with this trade-off
study will depend directly on the user’s system parameters and needs.

One final note. For some applications, the matched filter is replaced by a filtering scheme
whereby the range sidelobes are reduced at the expense of signal gain at the match point. However,
the results derived in this report are also valid for the use of any filter other than the matched filter
Sg. We could replace the sy seen in the “‘matched filter’” block in Fig. 1 with a general weighting
function given by the L length vector a with elements a4, a,, ..., a; _;. In our analysis, we would
replace the S matrix defined by Eg. (2) with an A matrix whose elements are given by replacing the
s s with @ s in Eq. (2). The vector s, then would be taken to be any column in A and the analysis
follows as given,

5. SUMMARY

This report has presented an exact expression for the perturbed range sidelobe level of a
compressed pulse that has been preprocessed through an adaptive canceller. This result is a generali-
zation of Refs. 1 and 4 where the signal was assumed to be completely contained within the
cancellet’s processing batch. In this report, we allow the signal to extend over an arbitrary number
of canceller processing batches. A good approximate expression was also obtained for evaluating the
perturbed range sidelobe level. The number of independent samples per channel (main and auxi-
liaries) necessary so that the average adaptive range sidelobe level is within 3 dB of the quiescent

range sidelobe level was derived. Furthermore, the same analysis was used to predict the canceller
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noise power level that is induced by having the desired signal present in the canceiler weight calcuia-
tion. Placement of the pulse compressor before or afier the canceller was also considered. It was
shown that if the desired waveform’s code length L is less than or equal to the canceller’s processing
batch width K, it is desirable to place the pulse compression after the adaptive cancelier. If L > K,
the issue is not so clear-cut, and a trade-off study is necessary.
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Appendix A
DERIVATION OF EQ. (26}

It is shown in Ref. 8 that if Xy is the main channel K-length vector, then the resultant output
vector yg through a GSg » canceller can be represented as

Vo
JU

= (Fra (A 1Y
e 0 -4 i

where G is the GS complementary projection matrix and is given by

J— ——— Zn -l _
G=1K_%_%_ _w (A2)
)z % IN—1ZN -
In Eq. (A2), Iy is the K x K identity matrix and z,, » = 1, 2, ..., N — 1 is a set of orthogonal

vectors that is an orthogonal basis for the original auxiliary K-length input vectors. If we assume that
the input samples are zero mean independent, identically distributed r.v.s, it is straightforward to
show

. Y

E Lt | _ L Iy foralln (A3)
2,2, K * .
Thus
N —1
EiG} = |1 — Ix.
(G} [ 7 J K (A4)
Thus, for arbitrary K-length vector u
E{u’yy] = E{u'Gxy) (AS)
= W E[{G]x,

I
_
|
=z
I
=-.
L
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Appendix B
DERIVATION OF EQ. (33)

M
In this appendix we derive the expected value of I |sy]|* assuming the code element ampli-
m=1

tudes are uniform. For any M we can write
e K2 K2 K2
- el
ES(M —-2) == + — + — ¢, M =2
u L? L? L?
B=E <X s+ = (B1)
m=1
tl M=
We distinguish between the two cases, L > Kand L = K.
Case 1: L > K
For this case M = 2. Thus from Eq. (B1), if we find expressions for E{M}, E{K7} and E(K3},
L=(M-2K+K, +K,. (B2)
(B3)

we can find 3. Now

EM -2} = % (L — E{K\) — EIKs}).

Therefore
(B4)

Thus, if we can obtain E{K |} and E{K,}, then E{M — 2} can be found by using Eq. (B3). By sym-
E{K7} = EIK3|

metry
EIK |} = E{K>}
Let Proby {v] be the probability that K| = v, where v can range from 1. 2, ..., K. The start-
ing position of the code within the first code segment is uniformly distributed, so that

Proby, (1] = -
2
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Thus
K K k 1
EYK ) = ¥ k Probg tht = 3 — = —(K + 1), {B6)
k=1 k=1 K 2
5 K - K kz‘ 1
EIKT) = L K Probe f) = ¥~ = (K + DEK + 1 (B7)

k=1 bo=1

Using Egs. (B6) and (B7) in Eq. (B3),

E[M—2}=L;]—1. (B8)

Using Eqgs. (B8), (B7), and Eq. (B4), we see that

K~ (L—i ﬁ}w +%(K+1)(2K+}) (B9)

w
I

L ’

Case 2. L = K

For this case M = | or 2. For L = K, we start by computing two probabilities: the probabil-
ity that Ky = L (or equivalently, M = 1) denoted by Prob{K , = L} and the probability that K; =
where v is a positive integer iess than L (or equivalently, M = 2) denoted by Prob{v and v < L}. it
is straightforward to show that

K—L + 1

Probik, = L} = s (B10)
and
Prob{v and v < L} = Probfy | v < L} - Problv < L}
_ 1L
£ -1 K
- L (Bi1)
K
Thus
2 : K-L 41 Ko ]
FiKi1 =1L + 24
1Kl % I(Z::! X
+ | K —L + 1 1
= + — — (L — )L 2L - 1. B2
L [ % } e 6( L ) (B12)
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Note for L = K that Eq. (B4) does not hold. Let Probg, {v} be the probability that X, = v where

v=2=01 .., L — 1. Itis apparent that
i L + I
Probg {0} = Prob(K, = L} = X , (B13)
and for v > 0,
Probg,{v{ = Prob{v | v > 0} - Prob{v > 0},
_ 1 L L-1 1
=TT % % (B14)
Thus
0, Bl 51 11
E{K3} = ¥ k> — = — —(L - DL 2L — 1), (B15)
k=1 a LD
Using Eqs. (B12) and (B15), it can be shown that
(K2 + K3 )
L
L
_K-L+1 +_L (L — DL Q@L - D
K 3 KL?
(B16)

—

Py
_i._

3KL'



Appendix C
CONDITIONS FOR CONVERGENCE SOLUTIONS

If the solution given by Eq. (43} is valid, then L must be greater than K33p. Thus

K3dB = Nau.\‘ |,1 + 1“,,,, W < L. (Cl)
. L-SL, ]
Reducing Eq. (C1) further
l_ < L _ I. (C2)
L SLq N
Now if L = N, Eq. (C2) does not hold. Thus for Eq. (43) to be a valid solution, L > N, .
Equation (C2) can be further simplified to show that

or Nau.r

SL, > —m8888 . C3)
e L(L - Naux) (

We show that one of the solutions given by Eqgs. (43) or (44) is valid. We do this by showing
that if no solution exists, a contradiction results. Assume no solution exists. Thus

N

{ )
1
K3dB = N(m‘.\‘ 1 + p— = L, (C4)
L SL,
and by using Eq. (44) with N, = N — 1,
1 1 1
K3dB = Nm.v.\‘ 5 + _2" t+ < L. (C5)
Naw SLq
Using Eq. (C5), we can show that L/N,,,. > 1.
Solving for Eq in Eq. (C4) results in
oF 1
SL, = . (Co)
5 -]
kNmu' J
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and solving for S_Lq in Eg. (C5) resuits in

1 1 =

< SL,. €N
Naa:r L B 1 2 - l ¢
Now 2 2

Thus, Egs. (C6) and (C7) imply that

1 1 1
7 . (CR)

] 1
J — 5 . {8

Set o = L /N,,.. Thus

2
1 )
ale — 1) < [ ~ 5} - (C10)

This inequality resuits in the contradicting inequality, © < 1 Hence, the original assumption that

no solution exists for Kyug / Ny must be false,



