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VOICE/DATA INTEGRATION IN MOBILE RADIO NETWORKS:
Overview and Future Research Directions

1. INTRODUCTION

The traditional approach in communication network design has been to treat voice traffic com-
pletely separately from data traffic. This is because voice and data impose conflicting requirements on
the networks that must support them. For example, voice communication requires that there be very
low variability of the time delay, so that a continuous voice stream is presented to the user at the des-
tination. In addition, low delay is generally desirable. In contrast, data traffic can often tolerate both
long delay (except for certain time-critical messages) and high variability of delay. Also, data
transmission requires very low probability of error to ensure the preservation of data integrity, while
voice communication can tolerate considerably higher error rates as a result of the inherent redun-
dancy of speech signals.

Many approaches for voice/data integration have been attempted during the past decade. Under
the "boundary" method for multiplexing at a single node, sometimes known as the Slotted Envelope
Network (SENET) scheme,* a fraction of the bandwidth of a node's outgoing link is allocated for
voice and the remainder is available for data. Efforts in the commercial sector have concentrated on
the "movable-boundary" method, under which the fractions are adaptively varied in response to
traffic demands. But this work has emphasized the establishment of Integrated Services Digital Net-
work (ISDN) standards, rather than the development of exact analytical models for such networks.
Very little has been done to develop models that permit optimization. It has been necessary to use
approximations to evaluate the performance of the movable boundary method, except in trivial cases.

Furthermore, analysis generally has been limited to the case of a single isolated node, although
some results have recently been obtained for tandem configurations. In practice, most networks will
have to support communication over multihop paths, where intermediate nodes are used as relays to
connect platforms that are not within direct communication range of each other. The development of
models that can trace performance over more than just a single link is an especially critical issue
when voice is involved because the setup of a multihop voice call requires coordination with all nodes
along the path, i.e., a real-time commitment of resources at each node. Generally, it has been neces-
sary to use simulation to study such networks because analytical techniques are not available. In addi-
tion, the interrelationships between voice/data integration and other aspects of network design, such as
voice compression, error control, channel access, routing, and congestion control have not been
addressed adequately.

Manuscript approved December 16, 1988.
*Although the SENET scheme was originally introduced for use with a Ti carrier (as discussed in Section 7), the term SENET is often
applied to any boundary scheme for voice/data integration.
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Most studies of voice/data integration schemes have considered wireline networks or broadband
satellite links, which are characterized by contention-free operation. Furthermore, their scope gen-
erally has been limited to the problem of multiplexing at a single node. In this study we are interested
primarily in mobile radio networks; whose nature creates a totally new networking environment in
which the problems of voice/data integration have scarcely been addressed.

It is primarily the "broadcast" property of radio networks that distinguishes them from wireline
networks. This means that transmissions can generally be assumed to be heard by or interfere with all
neighbors of a node, rather than only the one for whom the transmission is intended. Thus there is a
much greater degree of interaction among network nodes than in wireline or satellite networks. Chan-
nel access schemes must be developed that reflect the specific needs of voice and data traffic, as well
as the characteristics of the broadcast radio medium.

Another critical feature of mobile networks is their dynamic topology, which may result not only
from actual platform motion, but also as a result of jamming, other-user interference, and changing
propagation conditions. Network control schemes for routing and congestion control must be
developed that are capable of adapting rapidly and robustly to changes in topology.

Few studies of voice/data integration in radio environments have addressed these issues, and vir-
tually no attempts have been made to incorporate realistically the further complications that arise from
considerations related to operation in a hostile Navy environment. Important issues that are pertinent
to operation in such an environment include:

* the low data rate that can be supported by the communication channels in Navy networks (and
the consequent impact on the feasibility of statistical multiplexing schemes that normally
require high data-rate channels);

* security issues such as overhead and synchronization delay;

* the need to incorporate user and message precedences (e.g., the possible preemption of an
ongoing call);

* the need to operate in hostile environments that are characterized by high levels of back-
ground noise, other-user interference, jamming, and fading, and the consequent use of spread
spectrum signaling that leads naturally to the use of code division multiple access (CDMA)
techniques.

Performance measures must be defined that consider the needs of both voice and data traffic and
the nature of the radio channel. There will generally be a trade-off between voice performance meas-
ures (e.g., blocking probability, speech quality, and variability of delay) and data performance meas-
ures (delay, throughput, and error probability). In fact, as in any network, there will be trade-offs
between the criteria specifically associated with voice and those specifically associated with data.

We have initiated a new study of voice/data integration methods for mobile military radio net-
works. This report contains an overview of the major issues that must be addressed when designing
such networks and represents our understanding of this problem after a short period of preliminary
investigation. We emphasize at the outset that our goal is to develop analytical models wherever pos-
sible, rather than to rely solely on simulation to evaluate system performance. Furthermore, we seek
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the development of control schemes for performance optimization, rather than simply the evaluation
of ad hoc schemes. The use of Markovian decision process (MDP) models has recently resulted in
some degree of success for single-node and tandem configurations. However, these techniques and
other traditional methods have not been adequate for overall network modeling, and we expect to
explore new methods that may prove to be more fruitful. In particular, we will investigate the applica-
tion of discrete event dynamic system (DEDS) techniques to the design of communication networks.
This class of approaches shows a great deal of promise, not only for the evaluation of system perfor-
mance and the verification of system consistency, but also for providing a framework for system con-
trol and optimization.

In conclusion, many aspects of the voice/data integration problem require further basic research,
even when considering only the case of wireline networks. When the further complications of the
radio environment are considered, as well as the issues that relate specifically to Navy operation, it is
clear that the study of this problem is still in its infancy.

Outline of the Report

Section 2 discusses the major aspects of the voice/data integration problem. We discuss the
needs that must be satisfied by networks for these two very different classes of traffic, and we study
their impact on network design and performance.

Section 3 discusses multiplexing and switching techniques for use in integrated networks. For
most applications, either circuit switching or virtual circuit switching is best for voice, while the
datagram mode of packet switching is best for bursty interactive data. To satisfy the needs of both
types of traffic, a hybrid switching scheme is generally used for integrated networks, in which voice
is circuit switched while data is packet switched. Section 4 discusses the characteristics of mobile
military radio networks that distinguish them from wireline networks for which voice/data integration
schemes are generally considered.

Section 5 discusses Integrated Services Digital Networks (ISDN), which have been developed
primarily for commercial applications. Studies of ISDN have emphasized the development of stan-
dards, rather than the development of analytical models for performance evaluation or control.

Section 6 discusses speech interpolation methods, which are used to increase the number of calls
that can be handled by a wideband communication link. We address the characteristics of military
communication channels that distinguish them from the commercial ISDN environment. In particular,
the low data rate that can be supported by these channels limits the speech interpolation advantage
that can be achieved.

Section 7 discusses the problem of voice/data integration at a single node. In particular, we
emphasize the movable boundary scheme, which is the most widely used approach for the dynamic
allocation of a multiplexer's bandwidth to voice and data. We discuss several variations of this
method and outline research that has appeared on this method in recent years.

Few substantive results have been obtained on network wide control of integrated voice/data net-
works. Section 8 reviews some of the more notable results that have been obtained to date.

3
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Section 9 discusses the problem of channel access in integrated networks. We show how the dif-
ferent requirements associated with voice and data traffic affect channel-access decisions, and we dis-
cuss some possible approaches.

Section 10 discusses the problem of communication under time constraints. This is an important
issue for voice communication, which must be delivered in nearly real time, as well as for certain
types of tactical data traffic.

We believe that the modeling of communication networks as discrete event dynamic systems
(DEDS) will provide a useful framework that will permit the development of methods for perfor-
mance evaluation and control. Section 11 discusses techniques that have been used to model DEDS,
as well as some possible applications of DEDS techniques to our problem.

Finally, in Section 12 we present a brief summary of the status of voice/data integration
research in the overall research community, and we discuss our future research directions.

The study of optimization methods will be an important part of our studies. Appendix A presents
a generic optimization approach that is applicable to the voice/data multiplexing problem at a single
node, based on the formulation of a related MDP problem. We discuss three methodologies to
approach this problem, namely dynamic programming, stochastic dominance, and linear program-
ming. In Appendix B we demonstrate how almost any queueing control problem that can be formu-
lated as an MDP can be converted into an equivalent linear program. In Appendix C we formulate the
optimal control of a movable boundary scheme as an MDP, and we demonstrate how linear program-
ming can be used to obtain the structure of the optimal policy. Extensions to tandem node configura-
tions and the routing problem are also addressed.

2. GENERAL ISSUES-HOW VOICE DUFFERS FROM DATA

In communication network design, the traditional approach has been to treat voice completely
separately from data. The reason for this is that voice and data impose conflicting requirements on the
networks that must support them. For example, voice communication requires that there be very low
variability of the time delay, so that a continuous voice stream is presented to the user at the destina-
tion. Also, low delay is required to support normal interactive speech. In contrast, data traffic can
usually tolerate relatively long delay (except for certain time-critical messages) and high variability of
delay. Thus, in this regard voice communication imposes a more severe requirement on network
operation. On the other hand, voice traffic can tolerate a considerably higher error rate than data
traffic because of the inherent redundancy in human speech. From this perspective, data communica-
tion imposes the more severe requirement.

Performance measures must be defined that consider the needs of both voice and data traffic and
the nature of the radio channel. There will generally be trade-offs between voice performance meas-
ures (e.g., blocking probability, speech quality, and variability of delay) and data performance meas-
ures (delay, throughput, error probability, and packet loss resulting from buffer overflow). In fact,
there will be trade-offs among the criteria specifically associated with voice; similarly, there will be
trade-offs among the criteria specifically associated with data. Many of the issues associated with
voice/data integration are addressed by Pickens and Hanson (1985). Also of particular interest is a
special issue of the IEEE Journal on Selected Areas in Communications (Decina and Vlack, ed.
1983), which is dedicated to this important topic. Specifically, in this issue Gruber and Le (1983)
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address performance requirements for integrated networks. Several other papers from this issue are
also referenced in this report.

Voice/data integration schemes have been developed for wireline networks and broadband satel-
lite links. However, the nature of radio channels creates a totally new networking environment in
which the problems of voice/data integration have scarcely been addressed. As we discuss later in this
report, radio networks are characterized by a greater degree of interaction among network nodes than
are wireline networks, thus resulting in more complicated network design and analysis. In addition,
military considerations have an important impact on network designs. Of crucial importance are sur-
vivability in stressed environments and security issues.

Voice traffic consists of "calls," a terminology that suggests the continuing need for use of net-
work resources throughout the duration of the exchange. Data traffic, on the other hand, is character-
ized by "messages," which often consist of short transmissions that may be divided into smaller units
known as packets. In this report, the terminology of call and message always refers to voice and data
traffic respectively. In this section we address some of the major differences between voice and data
and their impact on integrated network design.

Data Traffic

The primary performance criteria used to evaluate data networks are usually throughput and
delay. Implicit in the throughput requirement is that the data be delivered with a low bit-error rate
(BER); e.g., a BER of 10-3 or 10- 5 is often specified. When appropriate error-detection codes are
used, automatic repeat request (ARQ) schemes can be implemented in which packets with errors are
retransmitted, thus resulting in nearly error-free performance.*

The magnitude of delay that can be tolerated by data depends greatly on the type of traffic that
must be supported and typically may range from seconds to hours. Whether ARQ schemes can or
cannot be used depends largely on whether or not data packets can tolerate the delay associated with
retransmission. Also, ARQ cannot be used in applications where a reliable feedback channel does not
exist between the destination and the source, e.g., in applications where the destination is radio-silent
or jammed, or if a contention-free channel for feedback is not available. When ARQ is not feasible,
error-correction codes must be used that are sufficiently powerful to enable packets to be delivered
correctly at their first attempt with the specified probability. The delay criterion is especially impor-
tant for bursty traffic, which may consist of one or more packets. For multipacket messages, it is not
critical that packets be delivered with uniform delay, or even that they be delivered in the sequence in
which they were generated; it is essential that enough information be transmitted with each packet to
permit resequencing at the destination. Delay is less important for bulk traffic, which consists of long
file transfers. Such traffic is often handled with a lower precedence rating and is transmitted only
when the network is not busy with higher precedence traffic.

Data traffic can usually be buffered at the node at which it is generated, as well as at relay
nodes along a store-and-forward path in a multihop network. Since, in practice, data buffers are fin-
ite, the probability of packet loss as a result of buffer overflow can be an important performance
measure in times of congestion. This problem is often ignored because most analyses assume the
availability of infinite buffers.

*CIearly, the need to retransmit packets results in reduced throughput.

5



WIESELTHIER AND EPHREMIDES

Many models for data traffic have been considered. It is often assumed that data traffic is bursty
and consists of single fixed-length packets that are characterized by a Poisson arrival process. The use
of fixed-length packets makes it easy to divide the time axis into fixed-length slots, which serve as the
framework for a variety of channel-access schemes. Many channel-access schemes have been
developed that reflect the requirements of bursty traffic. If we consider the case in which traffic is
regular, e.g., if each user may generate a single-packet message periodically, TDMA is appropriate.
When long data transfers are considered (which may be generated in a bursty manner), the
approaches developed for bursty single-packet traffic are no longer appropriate; schemes that reflect
the continuing need for the use of the channel resource should be used. In such cases the characteris-
tics of data traffic are somewhat similar to those of voice, although without the real-time delivery
requirement. We may also consider the intermediate situation in which data messages consist of
several packets (e.g., geometrically distributed). In general, the development of schemes for channel
access and overall network control must reflect the traffic requirements of the particular scenario for
which the network is being designed.

Voice Traffic

The primary characteristic of interactive voice traffic is that it must be delivered as a steady
stream in real time.* Usually, the delays that are associated with ARQ schemes would not be toler-
able. However, because of the inherent redundancy in human speech, relatively high error rates can
be tolerated, and error-control coding requirements are not very stringent. The delays experienced in
voice networks may be broken down into several components. For example, in packet-switched mul-
tihop systems the components of delay that must be considered include packetization delay, the queue-
ing delay at the intermediate nodes along the route, transmission delay, propagation delay, and delay
at the receiving end.

It is difficult to develop an absolute requirement for speech delay, i.e., to determine the delay
that would result in unacceptable speech performance. The difficulty stems primarily from the highly
subjective judgment of speech quality. Few people observe quality degradation in interactive speech
when delays are less than about 300 ms (Gold 1977; Gitman and Frank, 1978). When delays are
larger (between 300 ms and 1.5 s), speakers notice the difference and change their speaking patterns;
speech is then characterized by longer pause intervals and overlapping talk. Significantly larger delays
may be tolerable in military environments, in which poor speech quality has long been accepted as a
fact of life, particularly when the alternative to speech with long delays may be no speech at all.

In circuit-switched networks, delay is fixed because a fixed path is used and because transmis-
sion resources are allocated at each node along the path with no queueing delay. However, in packet-
switched networks speech can experience significant variation in delay from one packet to the next.
For example, packets may take different routes and possibly arrive out of sequence. Even if a fixed
path is used, queueing delays may vary from packet to packet because of traffic fluctuations. The
variability of the delay experienced by the individual segments of speech transfer is a critical issue in
voice networks. This is because the receiving node must provide a continuous stream of bits to the
vocoder to reproduce the speech waveform at the destination. If a packet is not available when it is
needed, the information contained in it is lost; the receiver may either generate noise or silence (if
packets are very small, some form of interpolation may be used), and degraded speecd quality may
result. The effects of speech loss can be quite severe if critical words are lost (e.g., "not"), thereby

*Here we are considering only real-time, interactive speech. One could also consider stored forms of speech ("voice mail"), which would
be similar in delay requirements to bulk data transfer, with, however, the lower fidelity requirements of voice traffic.
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changing the meaning of the phrase completely. For this reason it is necessary to preserve continuity
over the duration of a talkspurt, which should be long enough to contain about one phrase or sentence
(Gruber 1981). The effects of the variance in arrival times can be reduced by delaying packets in the
receiver's buffer to permit smoothing of the received waveform. This, of course, adds to the delay of
the voice stream and requires additional hardware (i.e., buffers) at the receiver.

Blocking probability is also an important performance criterion for voice traffic. In most appli-
cations (e.g., telephone), a call is not accepted by the network if transmission resources are not
immediately available. In contrast, data traffic can usually be buffered and await transmission.

The inherent quality of the speech waveform (assuming delay and delay variance are not prob-
lems) is directly related to the data rate used to encode the digital speech waveform. For example, the
standard for voice communication in commercial digital networks is a 64 kb/s waveform. Recent
efforts to achieve compression have produced linear predictive coder (LPC) encoded voice at 2.4 kb/s
that provides acceptable performance for military applications; recently NRL has developed an 800
b/s LPC voice processor that provides performance that is only slightly worse than that of the 2400
b/s LPC processor (Kang and Fransen 1985). Use of lower data rates to encode voice permits the
sharing of channel bandwidth by several voice streams. Section 6 describes the trade-offs between net-
work throughput and voice quality resulting from the use of lower rate voice.

Voice traffic is characterized, in part, in terms of the arrival rate (i.e., start of new conversa-
tions), the distribution of the length of the conversation, and the frequency with which the two talkers
exchange their roles of speaking and listening. For example, it is often assumed that the lengths of
both active and inactive periods are exponentially distributed. Daigle and Langford (1986) considered
three queueing models for packet speech: a semi-Markov process model, a continuous-time Markov
chain model, and a uniform arrival and service model. The suitability of these models depends on the
parameters of the particular system being considered. Accurate models are needed to characterize the
environment for which the particular networking scheme is being developed.

Speech traffic normally requires a two-way path between source and destination (possibly
traversing several intermediate nodes) that must be maintained for the duration of the call. Section 6
discusses the properties of speech traffic that make speech interpolation schemes possible, thereby
improving the efficiency of speech communication systems.

3. SWITCHING TECHNIQUES FOR INTEGRATED NETWORKS

Switching is the mechanism by which a network's resources (nodal processors and links) are
allocated to the communication functions supported by the network. The switching function permits
communication among a network's members without requiring the construction of permanent dedi-
cated (multihop) links connecting all possible pairs of users. The switching mechanism is implemented
in conjunction with a multiplexing technique, which permits the combination of data or voice from
multiple users on the same communication link. In this section, we first provide a brief discussion of
multiplexing techniques. We then discuss switching techniques, and we comment on their suitability
for use in integrated networks.

Multiplexing Methods

Multiplexing permits the combining of data or voice from several senders on the same communi-
cation link. The suitability of a multiplexing scheme for a particular application depends on the type

7
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of traffic that must be supported and on the type of channels that are available to support this traffic.
Our discussion in this subsection is brief and serves as an introduction to the subsequent material on
switching.

Frequency-division multiplexing (FDM) is the traditional method of sharing channel bandwidth
among a number of users. Under this method, a wideband channel* is divided into a number of
smaller-bandwidth channels, each of which is capable of supporting the demands of one user. This
subdivision of the channel is generally fixed; each channel is assigned to a pair of users for the dura-
tion of the call. Analog filters are used to separate the traffic streams corresponding to the different
users.

A fixed allocation scheme can also be implemented in the time domain by using time-division
multiplexing (TDM). Under TDM each user is granted the full bandwidth of the wideband channel on
a periodic basis, i.e., once per fixed-length time frame. Varying communication requirements can be
accommodated by assigning different-length time slots to the users as needed.

Operation in the time domain permits degrees of freedom that are not available in the frequency
domain. For example, greater efficiency can be achieved when traffic is bursty by using schemes that
allocate the channel on a dynamically assigned basis. With statistical-time-division multiplexing
(STDM) (Chu 1969), the size of the slot apportioned to each user varies dynamically, based on traffic
requirements. Alternatively, STDM schemes can be considered under which the time slots are of
fixed duration but where a time-varying set of users transmits in each frame, based on current user
demands. In either case, a composite packet is constructed that contains contributions from some or
all of the users at the node, as well as the addressing and other overhead information. At periods of
high congestion, it may not be possible to accommodate the traffic of all users in the frame, resulting
in increased buffering requirements or lost data. Thus, STDM permits a greater number of users to
share a wideband channel than is possible under TDM. However, under STDM the users are not
guaranteed a time slot in every frame.

Under packet multiplexing the traffic from each source is individually packetized and contains its
own header and error-detection information. Like STDM, packet multiplexing adapts dynamically to
user demands, but it is more flexible because packets can be transmitted without waiting for the con-
struction of the composite packet. However, overhead is higher than under STDM because of the
need to provide complete header information with every packet.

Comparison of Switching Techniques

The three basic forms of switching used in networks are circuit switching, message switching,
and packet switching. This section briefly discusses these mechanisms and some of their variations
and comments on their suitability for use in integrated networks.

Circuit Switching

Under circuit switching (which is commonly used in telephone systems) a path (which generally
passes through several nodes) is first established between the source and destination nodes before any
information is transmitted. The resources associated with this circuit are then dedicated exclusively to

*In this discussion, we use the term wideband channel to refer to any channel that can support several baseband channels.
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that particular call or transaction. The primary advantage of circuit switching is that virtually no over-
head is incurred once the circuit is set up. The disadvantages of circuit switching are the initial delay
experienced in setting up the circuit (and reestablishing a new circuit in the event of topological
change) and the fact that the resources associated with the circuit cannot be used for any other pur-
pose, even if the users of the circuit are temporarily idle. Circuit switching is best suited for long,
continuous transactions, such as voice calls or bulk data transfers.

The development of faster switches will permit the use of fast circuit switching (Harrington
1980), under which paths can be established much more quickly, thus resulting in efficient operation
even for relatively short transactions. However, such schemes are not feasible for radio networks
because the major components of delay in radio networks are related to channel access, particularly in
multihop applications, rather than to the speed of the switching elements.

Circuit switching can be implemented in conjunction with either FDMA or TDMA multiplexing
schemes.

Message Switching

Under message switching, a message is stored and forwarded from node to node without follow-
ing an assigned physical connection between source and destination. Messages are processed as com-
plete units, and are thus, in general, of variable length. A complete message must be received at a
node before it is forwarded.

Packet Switching

Packet switching is similar to message switching, but messages are divided into fixed-length
blocks, which are individually sent through the network. Thus several packets corresponding to a sin-
gle message can be in transmission simultaneously, often resulting in considerable reduction in delay
as compared to message switching. This property is referred to as the "pipeline" effect. There are
two distinct modes of packet switching, the datagram mode and the virtual circuit mode.

Under the datagram mode, each packet is processed independently by the network and must
contain complete header information, including the complete address of the origin and destination. *
Thus the overhead of the datagram mode can be considerably greater than that of message switching,
under which the header information has to be transmitted only once per complete message. Mul-
tipacket messages must be pieced together at the destination from packets that may have been received
out of order, thus generating the need for resequencing protocols.

Under virtual circuit switching, a logical channel (which generally uses a fixed patht) is esta-
blished for the user pair. Once this is done, the identification (ID) number associated with the virtual
circuit is transmitted instead of complete header information, resulting in considerable saving in over-
head. In addition, this mode provides for the sequencing of packets within each session, eliminating
the need for a resequencing protocol at the destination. There are two basic types of virtual circuit
connections. First, virtual circuits may be set up on a temporary basis in response to a request by one
of the members of the user pair, and then shut down when the call is complete; this is the switched
virtual circuit configuration. Alternatively, a permanent virtual circuit may be assigned to a user pair.

*In military applications, security headers may be extremely long.
tIt would be possible to establish virtual circuits that use varying paths, but to do so would be considerably more difficult.
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The number of virtual circuits that can be supported simultaneously by a network depends on the
buffer space available at each node to store the routing information associated with each of the virtual
circuits. Note that virtual circuits must be shut down and reconstructed whenever their operation is
disrupted by topological changes, which may occur frequently in mobile radio networks (thus preclud-
ing the setup of truly permanent virtual circuits in many applications). Note that, unlike true circuit
switching, virtual circuit switching does not guarantee a fixed-delay path through the network, even
though a fixed path may be followed. The delay is variable because network resources are not dedi-
cated to the exclusive use of a circuit, a situation analogous to STDM discussed earlier. If a virtual
circuit cannot be supported during any particular frame (because all time slots have been assigned to
other users), one approach is to store the untransmitted packets in a buffer. Thus variable queueing
delays may be experienced, particularly when the network is heavily congested. Alternatively, packets
may simply be dropped to ensure that the packets that are actually transmitted do, in fact, experience
uniform delay. This statistical nature of virtual circuit switching is a distinct disadvantage for voice
traffic, as compared with true circuit switching under which channel resources are guaranteed.

The virtual circuit mode provides two main advantages over the datagram mode. In addition to
the reduction of overhead, the virtual circuit mode provides improved controllability of data flow,
because the flow on individual virtual circuits can be controlled. For example, the flow on one virtual
circuit (on all of its links) can be stopped temporarily, until congestion is reduced. No such selective
control can be achieved in datagram networks. Similarly, a virtual call would be accepted only if suf-
ficient bandwidth resources were available within the network. A third advantage of virtual circuit
switching is that it results in loop-free operation, since packets follow a fixed path through the net-
work. In contrast, in the datagram mode packets are treated individually and looping may occur.

Despite its advantages, virtual circuit switching does exhibit some disadvantages compared to the
datagram mode of operation. For example, the call setup phase for nonpermanent connections results
in delays that may not be acceptable, particularly when transmissions are very short and when timing
is critical. Also, increased memory is required at the nodes to store the routing information associated
with the virtual circuits that are being supported, as well as to store the traffic associated with each of
the virtual circuits. Furthermore, the restriction to the use of fixed paths prevents the exploitation of
increased efficiency that may sometimes be obtained through dynamic routing mechanisms. In sum-
mary, virtual circuit switching can be characterized by the following features (Gerla 1985):

* virtual circuit setup prior to transmission;

* fixed path (established at call setup);

* dynamic sharing of bandwidth on the trunks along the path;

* sequencing of user data within each virtual circuit;

* selective flow control; and

* identification of user data within the network by means of an ID number rather than full
source/destination address.

Gerla concluded that virtual circuit switching is more cost-effective than the datagram approach
for applications where the following conditions are satisfied:
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* An initial call setup delay of a few seconds is acceptable.

* The duration of the session is considerably longer than the call setup time.

* The average data flow rate within the session is sufficiently high to justify the dedication of
virtual circuit resources (context blocks, buffers, etc.) along the path for the entire duration of
the session.

Some of the traffic that will be carried by integrated military radio networks will meet these cri-
teria, but certainly other traffic will not. In some applications, the use of a datagram mode of opera-
tion may permit a higher degree of survivability and efficiency. For example, the need to adapt to fre-
quent topological changes may make the use of virtual circuit switching difficult, because virtual cir-
cuits will have to be shut down and then reestablished in response to such changes. In contrast,
datagram traffic can be supported during topological changes, although the derivation of dynamic
routing procedures for such applications remains an area of investigation. Also, datagram operation
may ultimately permit more efficient use of the channel, although at the expense of more complicated
control mechanisms that have not yet been developed.

Switching Methods for Voice Communication

The traditional method for voice communication is, of course, circuit switching, as in the tele-
phone network. We have noted that virtual circuit switching (which uses packet switching as the
underlying data transport mechanism) can provide a service that appears to be very similar to that of
true circuit switching. The feasibility of the use of virtual circuit switching has been demonstrated
experimentally by using the ARPANET and SATNET (Weinstein and Forgie 1983). These studies
concluded that packet communication techniques that use virtual circuit switching are, in fact, practi-
cal for real-time speech communication. This study did not conclude that packet-based virtual circuit
schemes were preferable to circuit switching. However, it did conclude that if a packet data communi-
cation network is already available, it is more attractive economically to add a speech service to this
network, rather than to provide an additional, completely separate speech service. In an earlier study,
Coviello (1979) presented a comparative discussion of circuit-switched and packet-switched voice; he
considered four schemes that ranged from a datagram mode of operation to a virtual-circuit approach
and reached similar conclusions.

The requirements of real-time voice traffic (i.e., low delay combined with low delay variance)
might suggest that either circuit switching or virtual circuit switching is the method of choice. This is
not necessarily true, however. For example, the dynamic nature of mobile networks may render the
implementation of either of these methods difficult or impossible, because communication paths may
not be stable over the duration of a call. Also, the communication requirements may be quite different
in military scenarios than in the commercial world. For example, delays of several seconds may have
to be considered acceptable if the alternative is not to receive the call at all. This relaxation of
delivery times makes the need for real-time connections less important than the reliability of the con-
nections. True packet switching may provide the only means to deliver traffic (either voice or data)
reliably over networks with rapidly changing topology. The control schemes needed to do so do not
exist yet, however.

Very little has been accomplished in terms of developing speech communication methods for
packet radio networks with mobile nodes. Shacham et al. (1983) discuss a networking scheme for
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such networks. Experiments have demonstrated that a "duct-routing" scheme can provide acceptable
performance; this scheme is discussed in Section 8.

At this point it is worth mentioning that a variety of techniques have been developed to multi-
plex several voice calls over the same communication channel. Section 6 discusses time-assigned
speech interpolation (TASI), speech predictive encoded communications (SPEC), digital speech inter-
polation (DSI), and multirate voice coding. These methods may be used in conjunction with hybrid
switching techniques that permit the integration of voice with data.

Hybrid Switching Techniques

Section 2 notes that the different types of traffic that integrated networks must support are
characterized by very different delivery requirements. For example, voice traffic requires real-time
delivery (i.e., low delay combined with low delay variance) but not necessarily very low error rate.
Data traffic requires extremely low error rate and may require low delay, but generally is not sensi-
tive to variance in the delay. To accommodate the widely varying requirements of the different types
of traffic that many networks must support (voice, interactive data, and file transfer), hybrid switch-
ing concepts have been proposed that combine the advantages of the various switching mechanisms
that have been discussed in this section.

What is needed is a switching technique that can provide service similar to circuit switching (or
virtual circuit switching) for voice traffic (or any other traffic that requires real-time delivery) and
packet-switching for interactive data traffic. The elements of circuit and packet switching can be com-

bined through the use of multiplexing methods that permit the sharing of channel capacity among a
number of voice calls and data packets. Section 7 discusses the movable boundary scheme (sometimes
referred to as SENET) and other methods of combining voice and data traffic.

Conclusions on Switching Techniques

In this section we have discussed the principal methods for switching, and we have noted the
applications for which each is most suitable. For example, circuit switching is appropriate when com-
munication requirements are uniform for relatively long periods of time. Virtual circuit switching
(actually a form of packet switching) functions well when voice or data transfers are of relatively long
duration but exhibit some degree of burstiness. The datagram mode of packet switching tends to be
best for data traffic that consists of a small number of packets. Hybrid switching appears to be the
best approach to combine these very different types of network traffic; this approach has been, in
fact, the one most studied.

However, it is not possible at this point to draw any definite conclusions on the switching mode
that is most suitable for integrated military radio networks. For example, the need to adapt to frequent
topological changes (caused by platform mobility, changing propagation conditions, or changing
interference conditions) may make the implementation of virtual circuit switching difficult. Packet-
switched schemes may have to be developed that do, in fact, adapt to such dynamic environments.

Continued study is needed to determine the best switching techniques for mobile military networks.

4. THE MOBILE MILITARY RADIO ENVIRONMENT

Network operation in a mobile radio network environment raises many issues that are not
encountered in the design of networks for wireline applications or broadband satellite links. In either
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of these cases, contention-free links connect the network nodes. However, in radio networks the prob-
lem of channel access must be addressed because the signals of different users may interfere with
each other. In fact, the nature of radio channels creates a totally new networking environment where
the problems of voice/data integration have scarcely been addressed-an environment in which there
is a considerably greater degree of interaction among network nodes than in wireline networks, as we
now discuss.

It is primarily the "broadcast" property of radio networks that distinguishes them from wireline
networks. By this we mean that transmissions can generally be assumed to be heard by or interfere

with all neighbors of a node, rather than by only the one for whom the transmission is intended. Thus

the problem of channel access enters the picture. If contention-based channel access procedures are
used, provision must be made for the retransmission of unsuccessful packets. This may be a consider-
able fraction of the packets transmitted over the channel (more than half of the packets transmitted
may be unsuccessful in heavily congested systems). Analyses must reflect the lack of independence of
operation at network nodes that results from the fact that all packets involved in a collision are nor-

mally assumed to be received incorrectly. In contrast, although packet errors may occur as a result of
interference (e.g., background noise or jamming), in contention-free applications they are normally
independent and relatively infrequent events. Note that contention-free operation can be achieved not
only by scheduled TDMA transmissions but also by demand-assignment (reservation) schemes. One

reasonable approach may be the use of scheduled transmissions to implement a reservation channel,

which is used to establish contention-free channel allocations for the duration of a voice call. Section

9 addresses the problem of channel access in integrated networks.

Dynamic topology is another important feature of mobile networks. This may result not only
from actual platform motion but also as a result of jamming, other-user interference, and changing
propagation conditions. Networking schemes must be developed that are capable of adapting rapidly
and robustly to changes in topology. In particular, it may not be possible to maintain circuit-switched
or virtual-circuit-switched communication paths in rapidly changing environments. This will impact
heavily on voice traffic, which normally relies on one of these switching modes. Thus it may be
necessary to develop new datagram-type approaches that can support voice and data applications in
such environments.

Few studies of voice/data integration in radio environments have been made that address these
issues, and few attempts have been made to incorporate realistically the further complications that
arise from considerations related to operation in a hostile Navy environment. A critical issue is the
data rate that can be supported by the communication channels in the network. Since the data rates

supported by military radio communication channels are generally much lower than those in commer-
cial applications, it is not possible to multiplex as many signals onto the same waveform. Therefore,
it is not possible to achieve the efficiency provided by the statistical multiplexing schemes that are
often used in high bandwidth channels (see Section 6). Such schemes exploit the law of large

numbers, which is not applicable when only a few users can transmit simultaneously by using the

same waveform.

The need to incorporate user and message precedences (e.g., the preemption of an ongoing call)
is critical in many military applications. Also, different performance measures must be considered.
These include the delivery of time-critical messages (e.g., the probability of message delivery within
time constraints), message delay, and channel throughput.
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Security issues must be addressed, especially the impact of overhead and synchronization delay.
For example, packet-switched operation would not be feasible if complete crypto header information
must be transmitted with every packet. These issues are especially important in multihop operation,
where synchronization delays may be accrued at every hop. Schemes must be developed that require a
minimum amount of overhead.

Finally, Navy networks must operate in hostile environments that are characterized by high lev-
els of background noise, other-user interference, jamming, and fading. The use of spread-spectrum
signaling (e.g., frequency hopping), necessitated by antijam considerations, leads naturally to the use
of code division multiple access (CDMA) techniques that permit several signals to share a wideband
channel simultaneously. Multiple access concepts must, in fact, be redefined to take advantage of the
flexibilities offered by CDMA operation (Wieselthier 1988). New performance models must be
developed for CDMA channels that support voice/data integration. These models must reflect the dif-
ferent characteristics of the two types of network traffic and their complex interrelationships. For
example, more powerful forward-error-control codes may be used for data than for voice. Also, the
multiple-user capabilities of channels supporting data and voice simultaneously will have to be
evaluated. Recently, Geraniotis and Gluck (1987) evaluated the performance of coded frequency-
hopped systems in complex hostile environments. Similar models for channels that support two classes
of traffic with different performance requirements have not yet been developed. Such models could
facilitate the development of new types of flow-control schemes that reflect the need of the network to
support both types of traffic. It may be desirable to divide the time axis into alternating intervals that
support either voice or data traffic but not both simultaneously. In this way the ability of voice signals
to tolerate higher interference levels will not impact adversely on data.

We conclude by noting that many aspects of the voice/data integration problem exist that require
further basic research, even when considering only the case of wireline networks. In particular, major
issues include dynamic optimization techniques and multihop operation, which we discuss in Sections
7 and 8. When the further complications of the radio environment are considered (such as channel
access and dynamic topology), as well as the issues that relate specifically to Navy operation, it is
clear that the study of integrated mobile military networks is still in its infancy, and that fundamental
research must be carried out before conclusive design guidelines for practical systems can be formu-
lated. Integrated switching models developed for commercial applications will be the starting point
for our research, but it will be necessary to develop and analyze schemes specifically for military
radio applications.

5. INTEGRATED SERVICES DIGITAL NETWORKS

Data communication (file transfers, electronic mail, facsimile, remote sensing, interactive or dis-
tributed computation, etc.) has experienced and continues to experience a rapid growth. This growth
has created a pressing need for additional communication (i.e., switching and transmission) resources
with increasingly enhanced features. To meet these enhanced needs, the concept of an Integrated Ser-
vices Digital Network (ISDN) has been proposed (Stallings 1985; Decina et al. 1986a,b; Decina and
Roveri 1987; Ronayne 1988). This section discusses efforts toward implementing the ISDN in the
commercial sector, which represents most of the ISDN activity. We note at the outset that most of
these efforts have emphasized the establishment of standards, rather than the development of analyti-
cal models for system performance. We also discuss potential military applications of ISDN, includ-
ing issues specifically related to voice/data integration in mobile radio networks.
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ISDN in Commercial Environments

The use of the existing telephone network, which represents a multibillion dollar investment,
seems to be a sensible approach toward implementing data communications for a variety of reasons.
First, the addition of new subscribers to the existing telephone network means increased utilization of
its resources and, therefore, cost reduction resulting from more efficient network use. Second, from
the users' point of view, a single, common network for both telephone and data communications (in
other words, an integrated services network) provides uniformity of services. For example, separate
sources or multifunctional terminals (e.g., voice, facsimile, data, videotex sets) generating traffic with
differing characteristics and requirements would require a single interface to connect with a single
network that supports all types of traffic.

An ISDN can be loosely described as a digital network that supports users with widely differing
characteristics and requirements. Even though the telephone network is not yet fully digital, it is grad-
ually migrating toward the envisioned ISDN network environment that will eventually use all-digital
switching and transmission facilities. More specifically, we can characterize an ISDN by its three
main features (Decina and Roveri 1987):

* end-to-end digital connectivity,

* multiservice capability (voice, data, video), and

* standard terminal interfaces.

The term ISDN is sometimes used to refer to any network that supports voice and data traffic. How-
ever, in this report we use the term to refer specifically to the integrated commercial networks that
are currently under development and that conform to the standards that have been established for such
networks.

ISDN has two fundamental roles. One is to provide fully digital interconnectivity for sophisti-
cated voice and data applications. The other is to support and advance the distributed processing capa-
bility in a communications environment.

The fundamental objective of the ISDN from its inception was that it be based on the telephone
network-this requires that most existing copper loops be able to carry ISDN traffic by simply adding
electronics at the end. This led to the classic trade-off: future technology vs near-term availability.
Future trends include all-digital transmission facilities (packetized voice on the existing networks or
design of completely new ones) and integration of subscribers requiring bandwidth considerably
higher than that currently offered by the telephone network (e.g., teleconferencing and video
transmission).

ISDN could be implemented as a single, all-encompassing digital network with one integrated
transport and switching fabric. The problem with this approach is the impracticality of replacing all of
today's multibillion-dollar communications infrastructure with this single integrated digital network.
The conceptual view that has unlocked the door to achieving ISDN is the realization that from the
viewpoint of the end user, access to a series of otherwise independent special-purpose digital networks
(e.g., circuit, private line, packet, wideband) is an effective first step. That is, as long as a user has
this integrated network access, the network itself can be implemented in a variety of ways, all of
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which would be transparent to the user. Multiple, independent overlay networks (of which three are
illustrated in Fig. 1) are linked together at a common interface point, which provides integrated access
to the end user. If this interface is defined and standardized, network providers and end users can
implement and evolve their respective subnetworks independently and still ensure compatibility. To
the end user, the particular realization of the network is immaterial since the network capabilities are
defined through the interface. Thus a focus on understanding ISDN becomes a focus on understanding
ISDN access.

B-Channel / '\B-Channel

IChann Cmo Channel
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Fig. 1 - Basic ISDN architecture

ISDN access defines a completely digital interface subdivided into channels. These channels are
of two general types: B channels, which provide a 64 kb/s service, are used only for customer infor-
mation (voice, data, video); D channels, which provide a 16 kb/s service, are used for sending the
signaling and control information that manages the information-carrying channels. Thus the signaling
is "out-of-band" rather than "in-band." This approach has two main benefits: all the capacity in the
information-bearing channels is available for customer use, and the special signaling channel allows
for robust, distributed processing across the ISDN interface.

The International Telegraph and Telephone Consultative Committee (CCITT), an international
agency of which the United States is a member, has been the principal forum for defining the techni-
cal details of ISDN. The committee has selected the fundamental digital rate building block as 64
kb/s. Furthermore, the committee has defined two major interfaces, the basic-rate interface (BRI) and
the primary-rate interface (PRI). BRI is intended to serve information sources or sinks of relatively
small capacity such as terminals. PRI is intended for large-capacity vehicles such as private branch
exchanges (PBXs). Both have a similar structure-one D channel and a number of B channels. The
basic-rate arrangement is 2B + D. The structure for primary-rate is 23B + D for North America and
Japan, and 30B + D for Europe.

The discussion of AT&T plans for ISDN center on integrated access and on the signaling needed
to support the resulting distributed processing. With this infrastructure in place, the next steps in the
AT&T ISDN evolution can be identified. During the evolutionary phase, there will be compatibility at
all levels, made possible by adherence to internationally accepted standards.
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These steps in ISDN will accommodate the need for higher bandwidth and larger capacity.
Higher bandwidths, of the order of 25 to 50 Mb/s, will arise from rapid and nearly universal high-
speed fiber deployment. This higher bandwidth will accommodate high-quality video transmission and
large-scale data transfer.

ISDN will allow access to today's multiple networks on a call-by-call basis by using common
access facilities. The integration of these functions to allow full flexibility requires a general-purpose
network with a single fabric that can support all transport modes (circuit, channel, and packet).
AT&T's wideband packet technology is capable of supporting virtual circuits, virtual channels, and
individual packets. It also has a bandwidth capacity to handle the multiple service requirements of
voice, data, and image.

The fundamental networking principles-networks based on distributed intelligence and open
system interfaces-are critical for meeting future customer needs in advanced communications applica-
tions. Elements of this architecture are already in place in central office and premises-based networks.
The upcoming ISDN offerings are the next logical step in the evolution of this architecture.

At least at first, voice seems to receive primary attention in any ISDN scheme. This is because
transmission facilities are currently mostly analog, even though switching is increasingly digital.
Despite its potential benefits, implementation of ISDN has been delayed by controversies among the
various constituencies in the ISDN community, i.e., the carriers, regulators, investors, suppliers, and
end users (Bolger 1988). For example, users have to be convinced that they really do need the
enhanced services that can be provided by ISDN before they will make the corresponding financial
commitment. Also, other approaches may be more appropriate in some applications. For example,
technological criticism has raised the question of ISDN vs LANs (local area networks), PBXs (private
branch exchanges), and FONs (fiber-optic networks). LANs, FONs, and PBXs (especially the first
two), offer solutions that tend to favor data more than voice and may be more appropriate for local
applications. They provide high bandwidth for data communications, which telephony network-based
ISDN cannot presently do.

The first ISDN network became operational in West Germany in November 1988. It offers
basic-rate service, with two 64 kbps channels for voice, data, and facsimile transmission (B-channels),
along with a 16 kbps channel for control signaling (D-channel). Primary-rate service will provide 30
B-channels and one 64 kbps control D-channel. Numerous field trials are already in progress in the
United States, Japan, France, and Great Britain.

Therefore, ISDN has made the transition from initial design to real-life implementation. How-
ever, although great effort has gone into the establishment of standards for ISDN operation, relatively
little progress has been made in the development of analytical models to evaluate network perform-
ance. Although it is desirable to study optimality of integration for a "true" network of many nodes
and links and of arbitrary topology, the difficulty (in fact, the enormity) of the problem has forced
researchers to follow a moderate step-by-step approach. Thus analyses of voice/data integration sys-
tems have generally been confined to operation at a single node, or possibly at all nodes of simple
network configurations. Simulation is required to evaluate all but the simplest scenarios. Section 7
reviews the movable-boundary method, which has been proposed for the integration of voice and data
at a single node. Even for this simple case, very few results are available on control schemes that
optimize network performance. Even fewer are available for multiple-node configurations.
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ISDN in Military Enviromnents

Like the commercial sector, the military has requirements for integrated communication ser-
vices. The question naturally arises of whether the commercially developed ISDN is appropriate for
military applications or if a completely different approach is necessary. We now summarize briefly
some of the major issues associated with the use of ISDN in military applications. Our discussion is
based in part on Silverman (1987). Other useful references include Roehr (1987) and Mercer and
Edwards (1986).

Silverman (1987) concluded that most military communication requirements can be satisfied by
the standard commercial ISDN. For example, the ISDN architecture will be able to provide high-
quality secure voice because it uses 64 kb/s digital channels, provided that encryption devices are
developed that are compatible with this signaling format. Another important issue is how well military
networks will be able to exploit the advanced capabilities and protocol standards established for
ISDN; this can be done, but it will not be a simple task. One important requirement not satisfied by
the standard ISDN architecture is the need for a multilevel precedence and preemption (MLLP) capa-
bility. Silverman concluded that no problems are insurmountable in the transition of military commun-
ication networks to ISDN-based systems; however, considerable work is needed to develop a
comprehensive security architecture.

Voice/Data Integration in Mobile Military Radio Networks

Section 4 outlines some of the major features that distinguish mobile military radio networks
from the wireline or satellite-based networks for which integrated networking methods have been
developed. The low data rates available in mobile military radio networks preclude the use of ISDN
standards in these networks. However, the methods developed for ISDN, in particular the movable-
boundary method for integrated switching, will serve as the starting point for our research.

6. SPEECH INTERPOLATION METHODS

A major goal of communication network design is to make efficient use of the communication
resource. In particular, it is often desirable to maximize the traffic that can be supported by the net-
work, subject to various constraints on performance, e.g., speech quality. Before we address the issue
of integrating voice and data traffic, we consider ways in which voice conversations themselves can
be multiplexed to improve channel efficiency.

The normal mode of operation for voice communication is a full-duplex circuit, i.e., two
circuit-switched connections are established between the two parties in the conversation, one for com-
munication in each direction. Clearly, this mode of operation does not make efficient use of the chan-
nel, because only one talker normally speaks at a time. Thus each channel is, on the average, idle at
least half the time. Since there are also silent periods in conversation, speech is actually present on a
telephone channel only about 40% of the time (Brady 1968); thus more than half of the channel
resource is not used.

Several speech interpolation schemes (Campanella 1987) have been developed that permit a
number of voice calls to share a smaller number of channels on a statistically multiplexed basis,
thereby improving efficiency by a factor greater than two in some cases. The first such scheme was
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time-assigned speech interpolation (TASI), which was developed for analog channels. Improved per-
formance can be obtained through the use of digital speech interpolation (DSI) methods; e.g., the
digital implementation of TASI is often referred to as TASI-D. Other forms of speech interpolation
exploit the inherent redundancy in speech, rather than simply the silence periods. Such schemes
include speech predictive encoded communication (SPEC) and multirate voice processing. An over-
view of statistical multiplexing techniques for integrated voice and data traffic is given in Bially et al.
(1980a).

This section discusses the principles of speech interpolation schemes and their potential applica-
bility to integrated mobile radio networks in military environments. We note at the outset that our
environment is quite different from that for which the TASI-type schemes have been developed. In
particular, in our case only a small number of calls can be multiplexed onto the same waveform,
whereas a large number are needed to obtain the impressive performance gains that can be achieved
in commercial systems. Thus many of the results discussed in the literature cannot be applied directly
to our problem, and future research is needed to develop appropriate speech interpolation schemes for
the military radio environment.

Time-Assigned Speech Interpolation (TASI)

The TASI technique (Bullington and Fraser 1959; Fraser, Bullock, and Long 1962; Midema and
Schachtman 1962) is used to permit the sharing of a number of channels (that share a wideband chan-
nel by means of FDM) by a larger number of users on a statistically multiplexed basis. The basic
principle of TASI is quite straightforward. Speech activity detectors (SAD) are used to distinguish
between talkspurts and silent periods. At the beginning of a talkspurt, the multiplexer assigns one of
the currently unused channels to the speaker. This channel is relinquished at the end of the talkspurt.
At the speaker's next talkspurt, an unused channel is again assigned. In general, the channels may be
assigned at random from one talkspurt to another. The multiplexer sends the appropriate signaling
information to the demultiplexer at the other end of the communication link to associate each talkspurt
with the correct conversation.

Clearly, there is no guarantee that a channel will be available because of the bursty nature of the
talkspurts. If a channel is not available at the beginning of a talkspurt, the initial part of the talkspurt
is lost. This clipping of the initial portion of a talkspurt is called competitive clipping or freeze-out.
Studies have shown that speech clips longer than 50 ms cause perceptible degradation of speech.
Campanella (1987) discusses TASI under the criterion that the percentage of speech clips longer than
50 ms was less than 2%. The ratio of the number of input channels that can be supported to the
number of channels available for transmission (subject to such a criterion) approaches the reciprocal
of the channel activity as the number of channels increases; this ratio is somewhat greater than 2, pro-
vided that the number of channels is sufficiently large that the law of large numbers is applicable. A
reasonable number of transmission channels for practical applications would be about 40 or more.
When the number of channels is smaller, the interpolation advantage (also known as TASI advantage
or channel multiplication ratio) that can be achieved is smaller.

Digital Speech Interpolation (DSI)

A digital form of TASI, sometimes referred to as TASI-D, can also be implemented. Upon its
arrival at the multiplexer, each talkspurt is assigned a periodically recurring TDMA time slot (pro-
vided that one is available), which is analogous to the FDM frequency channel used in analog TASI.
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TASI-D has several advantages over analog TASI. Digital speech detectors perform better than analog
ones, and digital switching avoids the annoying clicks that characterize analog TASI. In addition,
TASI-D permits the incorporation of variable rate and embedded coding techniques, which we discuss
later in this section. Furthermore, voice in military communications is increasingly being encoded by
digital rather than by analog waveforms because digital encryption for security reasons is both easier
and less vulnerable to unauthorized decryption.

As with analog TASI, the number of channels available for transmission is a critical system
parameter. In military communication systems, this number is quite low, since only low data rates
(rarely greater than 9600 b/s) are typically supported. The data rate needed to support voice commun-
ication is somewhere between 2400 and 800 b/s, with possible reduction to 600 b/s, as we discuss
later in this section. Thus the number of voice channels that can be multiplexed over a single com-
munication link may be between 4 and 16, which is generally not sufficiently high for TASI opera-
tion.

During times of congestion, the number of bits used to specify amplitude can be reduced,
thereby effectively increasing the number of calls that the channel can handle simultaneously. Alterna-
tively, an embedded coding scheme can be used, under which the voice stream is divided into packets
of two or more priority levels; lower priority packets would be dropped as needed (Kang and Fransen
1982; Bially et al. 1980a,b; Yin et al. 1987a,b). These approaches reduce the quality of the speech,
but also reduce the occurrence of clipping because most of the high priority information will be
delivered. Basically, these approaches spread minor degradation over all channels, rather than impos-
ing severe degradation (clipping) over a few channels. In many applications, this is a reasonable
trade-off. Performance of such schemes was evaluated by simulation only in Bially et al. (1980a) and
by queueing analysis for a simplified model in Yin et al. (1987a,b). No effort to optimize in any
sense was attempted. Note that the decision to drop packets would be made dynamically in response
to instantaneous conditions at a node, thus resulting in a time-varying quality of speech. Also note
that in multihop applications, the decision to drop low-priority packets could be made at intermediate
nodes; of course, once the low-priority packets are dropped, they cannot be restored.

The inability to achieve high interpolation advantage when the number of channels is small may
be alleviated by buffering the speech; this is possible in digital systems but not analog systems.
Buffering by perhaps several hundred ms would reduce competitive clipping; alternatively, for a
specified level of competitive clipping, the number of users able to share a fixed number of channels
would be increased. Note that speech would have to be buffered not only at the originating node and
relay nodes (i.e., when waiting for a time slot to become available) but also at the ultimate destination
where buffering would be needed to maintain continuity over the duration of every talkspurt. Thus a
trade-off exists between the TASI advantage that can be achieved and the delay that is tolerated. Basi-
cally, if buffering delays can be tolerated, a TASI advantage that is close to the reciprocal of channel
activity can be achieved, even when the number of users is not sufficiently large for unbuffered
TASI-D to provide good performance (Weinstein and Hofstetter 1979; Sriram et al. 1983; Janakira-
man et al. 1984b). Buffering of speech by as much as several seconds may be a reasonable approach
for military communications if this is the only way in which efficient channel operation can be
achieved; further analysis of such systems is needed. However, communication resources can gen-
erally be used more efficiently if channel capacity is shared dynamically between voice and data needs
by taking advantage of the fact that most data traffic does not have the same type of real-time delivery
requirements as speech traffic.
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We now address the impact of Navy waveform considerations on the performance of speech
interpolation schemes.

Navy Waveform Considerations

We have noted that the number of signals that can be multiplexed onto a single waveform is a
critical parameter in speech interpolation schemes. This number depends on the data rate supported by
the channel and on the data rate required to support each voice call. The standard implementation of
digital speech in the commercial sector uses 8-bit per sample pulse code modulation (PCM), resulting
in a data rate of 64 kb/s. Data rates of 32 and 16 kb/s are also being considered for commercial
applications. However, in the military environment, channel bandwidth is a scarce commodity, and
the use of much lower data rates is necessary. We now review the characteristics of the encoding
schemes that have been proposed for speech in navy systems, and we address their impact on system
performance.

The linear predictive coder (LPC) technique is a practical approach for the implementation of
digitized speech where large bandwidths are not available.* In particular, 2400 b/s LPC speech has
been standardized within government agencies (Federal Standard 1015 or MIL-STD-188-113) and by
NATO (STANAG 4198) (Kang and Fransen 1985). The 2400 b/s LPC is characterized by low qual-
ity, but highly intelligible speech (Kang and Fransen 1982). For example, it does not reproduce indis-
tinct or rapidly spoken speech and is somewhat biased against female voices; for this reason Kang and
Fransen (1985) have suggested that 4800 b/s LPC may be worth studying for some applications.
Clearly, higher data rates result in better voice quality. However, since the overall data rates sup-
ported by military communication channels will be low (4800 b/s or possibly 9600 b/s), we are
interested in using the lowest possible data rates so that some form of voice multiplexing or interpola-
tion can be achieved. This may, in fact, be possible, because NRL has developed an 800 b/s LPC
voice processor that provides performance that is only slightly worse than that of the 2400 b/s LPC
processor (Kang and Fransen 1985). It is hoped that future research in speech processing will produce
even lower data rate requirements for speech, perhaps as low as 600 b/s. Further reduction in data
rate (to 300 b/s or lower) may be possible if conversation is limited to a predetermined vocabulary.

The ability to multiplex several voice streams over the same communication channel will make it
possible to exploit some of the approaches that have been developed for voice multiplexing in com-
mercial applications. However, the fact that only a small number of voice calls can be multiplexed
over the same waveform will preclude the achievability of large interpolation advantages. We have
noted that buffering speech (at the expense of increased delay and buffer storage requirements) may
be a reasonable approach for some military communication applications. More research is needed to
determine the performance of speech interpolation systems under such constraints. Similarly, more
research is needed to determine the performance of voice/data integration schemes, such as the
movable-boundary method to be discussed in Section 7, for small systems of this type.

Multirate Voice Processing and Navy Applications

We have noted that multirate coding can be used to permit a variable number of digital voice
calls to share a communication channel. The NRL multirate processor (Kang and Fransen 1982) uses

*For example, LPC speech at 9.6 kb/s provided speech quality that is comparable to that of the continuously variable slope delta (CVSD)
modulator operating at 16 kb/s, and LPC at 16 kb/s is comparable to CVSD at 32 kb/s (Kang and Fransen 1982).
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the LPC principle to generate a voice waveform at three data rates simultaneously-2.4, 9.6, and 16
kb/s. The waveform actually transmitted would depend on the channel and transmission system
characteristics, including possibly the level of congestion in the network. The 2.4 kb/s bit stream is a
subset of the 9.6 kb/s bit stream, which in turn is a subset of the 16 kb/s bit stream. Thus lower rate
data can be extracted from the higher rate data in applications where data rates have to be changed at
intermediate nodes in multihop (tandem) networks. An important property is that end-to-end encryp-
tion can be maintained in this bit-stripping process. However, the practicality of this approach in
mobile radio network applications is limited by the fact that the lowest data rate available may be the
highest data rate that could be transmitted in the network. Thus operation at 2400 b/s would be com-
monplace, leaving no room for further lowering of the data rate.

7. VOICE/DATA INTEGRATION METHODS AT A SINGLE NODE

We have discussed the differences between voice and data communication, and the resulting
differences in the networking schemes that must be developed to support them. For example, voice is
characterized by a need for real-time delivery and by the need for a relatively long-term commitment
of channel resources (typically several seconds to minutes). To support this type of traffic, either cir-
cuit switching or virtual circuit switching is generally used. This section discusses the problem of
voice/data integration from the perspective of multiplexing voice and data at a single network node.
The two possible control actions the multiplexer can take are to accept the voice call (thereby imply-
ing a long-term commitment of resources, i.e., until the call is completed) or to reject it.

On the other hand, data traffic is often bursty in nature, and messages may consist of one or a
small number of packets. Low delay is usually desirable. However, since real-time delivery is not
normally required, a store-and-forward mode of operation with buffering is usually feasible. This
results in a preference for the datagram mode of packet switching in many applications. Large data
file transfers may also be considered, for which virtual circuit switching may be appropriate. How-
ever, unlike voice, delay is usually not an important performance criterion for such traffic, which
may often be handled with a lower precedence rating.

The goal of voice/data integration is to share network resources efficiently between these two
classes of traffic while satisfying the performance requirements of both. Networking schemes are
needed that can simultaneously provide the equivalent of circuit switching for voice and packet
switching for data. From the perspective of operation at a single node, a multiplexing scheme is
needed that satisfies the real-time delivery requirements of a sufficiently large number of voice calls,
while providing for adequate data throughput with acceptable delays. Our discussion focuses on the
"movable-boundary" scheme, which has emerged as the prime hybrid system of integrated switching.
The term slotted envelope network (SENET) is often applied to any boundary scheme for voice/data
integration. However, in this report, we prefer to use the more general term movable-
boundary to describe this type of multiplexing mechanism.

Boundary Schemes for Voice/Data Multiplexing

The most basic approach to voice/data integration is the "boundary" scheme for multiplexing,
which is based on a TDMA frame structure* (Fig. 2). The fixed-length TDMA frame is partitioned
into two compartments, with voice being circuit-switched in one and data being packet-switched in the
other. The boundary between the two compartments can be either fixed or movable. In the fixed

*Alternatively, FDMA can be used to share the wideband channel.
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Fig. 2 - The movable-boundary channel

boundary scheme, voice is transmitted only in the slots of one compartment; any unused slots from
the data compartment are left unused. Data are handled in a similar way. Under the movable-
boundary scheme, data traffic is allowed to use any idle slots of the voice compartment, but not con-
versely. By permitting data to use the unneeded voice slots, higher bandwidth utilization is achieved.

The acceptance of a voice call by the multiplexer implies a long-term commitment of a channel
(in this case a TDMA slot) to support the call. It is generally assumed that a voice call cannot be
interrupted once it is assigned a channel. Data traffic requires only a short-term commitment, i.e.,
one packet at a time.* Since each data packet occupies only one slot at a time, data traffic does not
interfere with voice traffic; the voice slot that was borrowed for data reverts to its original status as a
voice slot immediately when needed for this purpose.

A great deal of flexibility can be achieved with movable-boundary schemes. For example, voice
calls with different bandwidth requirements can be accommodated by assigning them slots of different
lengths. Similarly, data packets of different lengths can be accommodated by assigning them different
size slots. A control channel, which may be implemented as the first time slot in the frame, can keep
track of changing multiplexer allocations. Other variations include the use of variable length frames
and multiple boundaries (e.g., three classes of traffic may be considered, where the third could be
long file transfers).

The use of movable-boundary schemes permits the use of dynamic optimization techniques that
adapt to channel traffic. Based on traffic, the position of the boundary can be chosen to optimize sys-
tem performance. Allocation of too small a fraction of the channel to voice traffic can result in the
blockage of too many calls (voice traffic cannot use data slots, even when they are not in use); alloca-
tion of too large a fraction to voice can result in excessive queueing delay for data (or packet loss if
buffer capacities are exceeded). In general, a performance measure can be defined as a weighted sum
of voice and data criteria. Analysis of movable-boundary schemes is very difficult, except for the sim-
plest of examples.

In the basic movable-boundary model, it is assumed that a slot is assigned to each call for its
entire duration, even when the user is silent (i.e., between talkspurts). Section 6 notes that users are
normally silent more than half the time, thus permitting the use of speech interpolation schemes that
increase the number of users supported by a wideband channel. Digital speech interpolation schemes
may be used in conjunction with the movable-boundary scheme to increase channel throughput. Alter-
natively, it is possible to transmit data in silent periods, a method known as time-assigned data inter-
polation (TADI). This section emphasizes the movable-boundary scheme but also indicates how these
other methods can be used to complement it.

*Although data messages can consist of more than one packet, each packet of a multipacket message can be treated separately by the
network since there is no need for uniformity of delay.
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Most performance evaluations to date have shown that movable-boundary schemes hold the
greatest potential in integrated voice and data communication and that they have the greatest flexibility
in handling various mix factors of voice and data. These mix factors range from one extreme of
100% voice (in which case it can become a pure circuit-switching scheme) to another extreme of
100% data (in which case it can coincide with a pure packet-switching scheme). Furthermore,
movable-boundary schemes can be modified to accommodate buffering of voice and other dynamic
allocation methods such as TASI and TADI. These schemes can be completely software-controlled;
they can be easily reconfigured; and they are compatible with a local area network environment.

The main reason that the movable-boundary scheme possesses all these powerful advantages is
that it is based on an inherently flexible and simple idea of implementing the switching function in the
time domain by allocating an adjustable number of time slots to voice calls and data packets. Of
course, it is not a panacea for all switching problems. It is, however, the best compromise for many
network switching environments.

Movable-boundary schemes can be implemented by using either FDMA or TDMA structures.
The analysis is easier for FDMA models because the resulting control problems are Markovian.
TDMA models are more difficult to analyze because they yield semi-Markovian control problems.
However, linear programming techniques, which have been applied to FDMA-based systems, may
also prove to be useful for this type of problem (Viniotis 1988), as discussed in Appendixes A, B,
and C.

Studies of the Movable-Boundary Method

The movable-boundary scheme has been studied extensively since it was first proposed by Kum-
merle (1974) and Zafiropoulo (1974). Since then, many variations of the movable-boundary scheme
have been proposed and analyzed. We now review some of the major studies of these schemes.

Coviello and Vena (1975) described in detail the operation of a movable-boundary scheme
developed for a T1 carrier, which they named the Slotted Envelope Network (SENET). The T1 car-
rier supports a data rate of 1.544 Mb/s; time- is divided into 10-ms frames, each containing 15,440
bits. Each of these frames is divided into a large number of slots for voice and data applications. This
scheme is very flexible in that a variety of data rates may be chosen for the voice and data slots,
depending on the user demands. A common control channel (e.g., the first slot in each frame) is used
to control the assignment and delivery of slots. The term SENET is often applied to any boundary
scheme for voice/data integration. However, in this report, we use the more general term movable-
boundary to describe this type of multiplexing mechanism.

Fischer and Harris (1976) were the first to analyze the movable-boundary scheme under the
assumption of Poisson statistics for the voice and data inputs. They performed a detailed queueing
analysis of voice and data traffic and presented results for channel utilization and delay. Weinstein et
al. (1980) corrected an error in the analysis and demonstrated that the original analysis was too
optimistic because large data delays can occur when the voice traffic load through the multiplexer
exceeds its statistical average. This paper also addressed flow control mechanisms to reduce data
packet delays, including control of voice bit rate, limitation of the data buffer size, and a combination
of these methods. The effectiveness of these methods was demonstrated by simulations.

Konheim and Pickholtz (1984) generalized the assumption of Poisson statistics for the voice and
data inputs to general renewal process statistics. Their model incorporates buffering of both voice and
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data. Lee and Un (1985) also studied several variations of the boundary scheme that permit the queue-
ing of voice and data.

Since in a fixed-duration TDMA frame the capacity is not fully utilized when overall traffic is
sparse, a variable-length frame model was considered (Miyahara and Hasegawa 1978; Maglaris and
Schwartz 1981). In this scheme, the frame duration is adjusted in accordance with the traffic varia-
tions. To ensure synchronous operation of the circuit-switched voice calls, an upper bound on the
frame duration is established and voice calls are buffered. By using heavy-traffic approximations, it
was shown that the scheme indeed provides a savings in bandwidth.

Janakiraman et al. (1984a) also considered a variable frame-length multiplexer with a
minimum-maximum constraint on frame length. By using a single-server queueing model, they
showed that the performance of the multiplexer with respect to blocking, channel utilization, and
delay is better than that offered by a fixed frame-length multiplexer.

Since many models do not lend themselves to exact analysis, a number of approximations based
on fluid flow models of the data arrival and departure processes have been considered. Leon-Garcia et
al. (1982) examined the movable-boundary scheme to estimate the mean number of data packets in an
integrated communication system. They modeled the packet queueing process as a single-server queue
with randomly varying service rate and infinite buffer space to obtain the quasi-stationary behavior of
the process. When the conditions for obtaining the quasi-stationary behavior were not met, fluid
approximations were used to obtain the behavior of the packet queueing process. Gaver and Lehoczky
(1982) also used the fluid approximation to model movable-boundary schemes. They obtained the
voice loss probability and mean data queue length as a function of the arriving traffic rate and
determined how to allocate channel capacity between voice and data for fixed traffic intensities.

Ross and Mowafi (1982) evaluated the comparative performance of the basic variations of the
movable-boundary scheme for multiplexing data and voice over a T1 carrier-the application for
which the term SENET was originally introduced. They found that, in terms of voice delay, the
hybrid SENET schemes showed less variation in voice delay with changes in throughput than did pure
packet-switching schemes. Also, with respect to voice continuity, they showed that movable-boundary
schemes consistently outperform packet switching schemes. They concluded that such hybrid schemes
are preferred for integrated voice and data communication over purely packet-switching schemes and
that, in particular, the movable-boundary scheme (either by itself or combined with digital speech
interpolation) appears to be the most promising scheme.

Arthurs and Stuck (1983) examined alternate schemes for allocating frame capacity to synchro-
nous and asynchronous traffic by using a general queueing model. They studied the properties of the
statistics of the amount of data waiting to be transmitted at the start of each frame.

Sriram et al. (1983) performed a discrete-time analysis of the movable-boundary scheme used in
conjunction with digital speech interpolation (DSI), which is discussed in Section 6. DSI permits the
number of active voice calls to be greater than the number of time slots assigned to voice in each
frame (although some voice packets may be lost). The speech activity detectors used to implement
DSI also permit the detection of unused slots that may be used for data traffic. Thus data may be
transmitted in the voice slots that are left over after the DSI operation is performed; the transmission
of data in silent periods is sometimes called time-assigned data interpolation (TADI). The use of a
discrete-time analysis is advantageous because it permits the modeling of a general distribution for the
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data message length (including fixed packet size), whereas the continuous-time analysis permitted the
modeling of only exponentially distributed message lengths. Performance was evaluated under a
variety of criteria, including probability of voice call loss, probability of speech clipping, probability
of speech packet blocking, and data message delay.

In general, the literature on voice/data integration can be characterized by two features. First,
virtually all attempts at analysis have been confined to isolated nodes of the network. Interaction from
other nodes is too complicated and is ignored, except in some simulation-based studies. Second,
almost all analyses have dealt with performance evaluation of ad hoc schemes. Very few studies have
looked at integrated networking models from the perspective of optimal control. The first attempt to
do so was by Maglaris and Schwartz (1982), who formulated the problem of dynamically allocating
the bandwidth of a movable-boundary node to voice and data as a Markovian decision process
(MDP). They showed that the movable-boundary scheme does, in fact, display near-optimum proper-
ties. Other efforts in this area may be found in Viniotis and Ephremides (1987, 1988a); Lambadaris et
al. (1987); and Tsang and Ross (1988). In Viniotis (1988) and Viniotis and Ephremides (1988a) a
first attempt to analyze a tandem network of movable-boundary nodes is made.

All these analyses are not conclusive. They are based on specialized traffic assumptions and on
the use of inadequate analytical tools. Furthermore, the analysis has also suffered from several other
limitations. First, it has been assumed that no buffering is required for voice (since classical circuit
switching was used for the voice compartment), and that an infinite number of buffers was available
for the data traffic. Second, buffer management schemes and their relationship to channel management
schemes have been treated in only a cursory fashion. One finds many analyses of buffer sharing stra-
tegies or channel allocation strategies in isolation, at a single node. However, analyses of integrated
buffer/channel sharing schemes are few.

Appendixes A, B, and C discuss optimization problems further. In particular, Appendix A
formulates the voice/data integration problem at a single node. This formulation is generic and amen-
able to optimization. We show that it is useful to characterize the problem as an MDP problem, and
we discuss three solution methodologies that have been used for such problems. These are:

* the derivation of optimality conditions from the dynamic programming equation (DPE) that is
associated with the corresponding MDP,

* the use of sample path or stochastic dominance arguments, and

* the reformulation of the MDP as a linear program.

Appendix B demonstrates how almost any queueing control problem that can be formulated as an
MDP can be converted into an equivalent linear program. Appendix C formulates the optimal control
of a movable-boundary scheme as an MDP and demonstrates how linear programming can be used to
obtain the structure of the optimal policy. The development of improved optimization models for
single-node applications and their extension to multinode operation in radio networks will be an
important part of our studies on voice/data integration.

We now review the models of hybrid integrated nodes that use the boundary method to multi-
plex circuit-switched voice and packet-switched data. We begin with a baseline description that
addresses both the number of time slots allocated to each type of traffic and the number of buffers
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required. We then discuss specifically the fixed-boundary scheme, the movable-boundary scheme, and
some variations.

Baseline Description of a Hybrid Integrated Node

To establish a baseline description of the switching problem, we introduce a simple generic
model. This model will serve as a point of departure for considering the various alternatives for
integration by using the boundary method. Figure 3 shows a single switching node that is assumed to
be part of a larger distributed packet communication network. As shown, the switching node consists
of three basic elements: a finite buffer (which is shared in some fashion by all arriving traffic), a
nodal processor (which selects data from the buffer, performs a limited amount of processing on it,
and forwards it to the next node), and an outgoing channel (which has a fixed transmission capacity
and is assumed to be shared by all outgoing traffic).

,Pc.cXss.o_ mH Channe

Boundary

Fig. 3 - The movable-boundary node

Assume that the total number of buffers is K, the outgoing channel capacity is b bits per second,
and the delay introduced by the nodal processor is 0. Furthermore, assume that at any given time t,
the total number of buffers allocated to data traffic (denoted by KD (t)) and the total number of
buffers allocated to voice traffic (denoted by Kv(t)) are such that K = KD(t) + Kv(t). Data packets
are lost when the buffer capacity is exceeded. We assume that the available channel capacity is
divided into equal length frames of duration r s each. Since the channel capacity is b bits/s, the frame
size is N = r b bits. Frames are further assumed to be subdivided into two compartments, one allo-
cated to voice traffic and the other to data traffic. The size in bits, at any given time t, of these two
compartments is denoted by Nv(t) and ND(t), respectively, and is such that N = ND(t) + Nv(t).
This is shown in Fig. 3.

The combination of the total number of buffers allocated to data traffic, the required nodal pro-
cessing, and the total amount of channel capacity allocated to data traffic is called the data subsystem
of the switching node. The voice subsystem of the switching node can be defined in an analogous
fashion.
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Voice and data traffic arrive at the switching node independently of one another. They are then
either immediately buffered or lost; if buffered, they undergo some queueing delay before transmis-
sion over the outgoing channel. We assume that any queueing delay that may be experienced is
caused by the limited channel transmission capacity and the effects of the channel allocation scheme.
We neglect the delay introduced by the nodal processor.

Voice traffic is assumed to consist of a slowly varying, finite number of voice calls. Each voice
call (VC) is assumed to be implemented as a packetized virtual circuit and is assumed to be indepen-
dent of any other VC. Typically, the voice call interarrival and call length distributions associated
with all VCs are assumed to be exponential, with parameters Xvc and JtvC, respectively. In such
cases, since the voice call arrival process for each VC is Poisson, so is the sum of the arrival
processes. Hence, the aggregate expected voice traffic arrival rate is given by Xv = nXvC, and the
interarrival distribution is exponential.

The switching node is capable of handling a maximum of n VCs. The selection of n is deter-
mined, in part, by the desired voice-call blocking probability and, in part, by the required minimum
data-traffic throughput. When the maximum number of VCs has been attained, any new request to
establish a VC is blocked until a currently active VC is deactivated; we assume that there is no queue-
ing of voice calls.

Unlike voice traffic, data traffic is assumed to consist of individual packets; typically, these
packets may arrive at the switching node according to an exponential interarrival distribution at an
expected rate of XD packets per second. The expected length of all data packets is assumed to be 1/81D
bits; e.g., the packet length may be constant or exponentially distributed. Buffer space and channel
capacity are assumed to be allocated to data packets on a first-come-first-serve basis.

The expected data and voice packet arrival rates are selected and enforced by the switching
node's flow control mechanism. Selection of the expected data packet arrival rate XD for a given
KD(t) and ND(t) is accomplished subject to the requirements that the expected loss rate of data packets
from the switching node is less than a given loss-rate threshold.

Similarly, selection of the expected voice-packet arrival rate Xv is assumed to be based on the
current values of Kv(t),Nv(t), and n, such that the expected voice packet loss rate stays below a
chosen threshold and such that Xv c n Xvc.

Enforcement of the expected arrival rates is accomplished by blocking excess packets.

The flow-control mechanism of the switching node accomplishes selection and enforcement by
using the integrated buffer/channel sharing scheme and external flow-control protocols. The integrated
buffer/channel sharing scheme regulates the use and allocation of buffer and channel capacity within
the switching node. External flow-control protocols inform other nodes of the successful or unsuccess-
ful receipt of packets by the switching node and of the aggregate expected traffic rate that is currently
available for each class of traffic.

Although voice traffic is typically given higher priority than data traffic for acquiring and retain-
ing buffer space and channel capacity (up to the specified maximum number n of VCs), the objective
of an integrated buffer/channel sharing scheme and network flow-control policy is to ensure that the
rate of loss of data packets is maintained below the chosen threshold (or equivalently, that data-packet
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throughput is sustained above a specified threshold). As a consequence, the integrated buffer/channel
sharing scheme is continuously presented with the conflicting goals of attempting to minimize VC
setup time and voice packet losses while trying to maximize data packet throughput and minimize data
packet loss, all within the constraints of finite buffer and channel capacity. The means by which each
variation of the boundary scheme satisfies these requirements provides the key to measuring their
relative adaptability and ultimate performance.

The Fixed-Boundary Scheme

The fixed boundary scheme divides the available channel capacity into equal length frames,
each of duration a s. Since we assume that the channel capacity is b bits per second, the frame size is
n = ba bits.

Each frame is further divided into two mutually exclusive compartments allocated to voice and
data, respectively. The size NV in bits of the voice compartment is fixed and selected so that voice
call-blocking probability requirements are met. The size ND in bits of the data compartment is also
fixed and set equal to the remaining frame capacity; i.e., ND = N - NV. The mean voice packet
length (for all VCs) is l/Lv bits per packet, and the mean data packet length is 1/JLD bits per packet.
Hence, the mean channel bandwidth allocated to voice traffic is .VNv/a voice packets per second,
while the mean channel bandwidth allocated to data traffic is ItDND Ia data packets per second.

The voice compartment is divided into a number of slots; each slot is of sufficient length to
satisfy the bandwidth requirements of the particular voice call to which it is assigned. Given the mean
channel bandwidth for voice traffic as previously described, there are n = tLvNv voice compartment
slots. Since we assume a one-to-one correspondence between voice compartment slots and VCs, the
maximum number of simultaneously active VCs that can be supported by the voice compartment is n.
Obviously, we must have Xv ' irivNv/c.

The static buffer-allocation scheme implies that the total number of buffers available within the
switching node is partitioned into two fixed sets: one dedicated to voice traffic and the other dedicated
to data traffic. Once made, the particular allocations are held fixed, and no sharing is permitted. By
assuming that the voice bit flow is constant and because Xv < ltvNv/a, the necessary and sufficient
number of buffers that must be allocated to each VC to maintain uninterrupted continuity is two.
Since a maximum of n VCs can be supported by the voice compartment of the channel, 2n buffers are
required for voice traffic in the switch's buffer; i.e., Kv = 2n. Finally, if the total number of buffers
at the switching node is K (>2n), the number of buffers allocated to data traffic is KD = K - 2n.

It must be repeated that, under this scheme, the allocation of buffer and channel capacity
between the voice and data subsystems, once made, is held fixed regardless of any variation in the
number of active VCs, the expected voice packet arrival rate with each VC, or the expected data
packet arrival rate. Hence, the voice and data subsystems can be viewed as operating independently of
one another.

The Movable-Boundary Scheme

As with the fixed-boundary scheme, the movable-boundary scheme divides channel capacity into
equal-length frames, each of which is further subdivided into two compartments: one for voice traffic
and one for data traffic. Unlike the fixed-boundary scheme, however, although the buffer allocation
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remains fixed, the boundary between the voice and data compartments is not fixed. Instead, as the
number of active VCs varies over time, the data subsystem may acquire and use those portions of the
voice-channel capacity that would otherwise be unused as a result of fewer than the maximum possi-
ble number n of VCs being active. In particular, it is assumed that once a previously active VC is
deactivated, its portion (i.e., slot) of the voice channel capacity is immediately allocated to the data
subsystem for its use. It is further assumed that the switching node's flow-control mechanism
immediately calculates a new value for XD(t) and informs the network of this new value. The particu-
lar value for XD(t) selected is governed again by the requirement that the loss probability remains
below a given threshold.

On the other hand, when a new VC requests activation at the switching node, the channel capa-
city it requires is immediately reallocated from the data subsystem to the voice subsystem, provided
that the new VC does not cause the total number of VCs to exceed the maximum n. As before, it is
assumed that the switching node's flow-control mechanism immediately calculates a new value for
XD(t), which is actually achieved with a fixed constant delay.

The buffer-allocation mechanism for the movable-boundary scheme is identical to that for the
fixed-boundary scheme. That is, if the total number of buffers at the switching node is K, then
Kv = 2n buffers are allocated to voice traffic, and KD = K - 2n buffers are allocated to data traffic.
no buffer sharing is permitted, and the allocation, once made, is assumed to remain fixed.

As with the fixed-boundary model, the two queues are independent as far as arrivals and storage
are concerned, but they are permitted to share service resources.

Exploitation of Silent Periods in Speech

In the basic movable-boundary model, it is assumed that a slot is assigned to each call for its
entire duration, even when the user is silent (i.e., between talkspurts). Section 6 notes that users are
normally silent more than half the time, resulting in inefficient use of the channel. The use of speech
activity detectors permits the use of digital speech interpolation schemes that increase the number of
users supported by a wideband channel. Digital speech interpolation schemes may be used in conjunc-
tion with the movable-boundary scheme to increase voice channel throughput by permitting more than
n VCs to share the n slots in the voice compartment (possibly resulting in occasional lost packets).

As mentioned before, it is also possible to transmit data in silent periods, a method known as
time assigned data interpolation (TADI). We have already noted that Sriram et al. (1983) analyzed the
movable-boundary scheme in conjunction with DSI and TADI. The combined use of these methods
results in the most efficient use of the channel.

The strategy of redirecting the blocked data traffic to the voice portion of the switching node is
based on the assumption that both the buffer and channel capacity allocated to voice traffic are
inherently underutilized. This is because speech typically consists of alternating sequences of
talkspurts and silent periods. As a consequence, the voice subsystem of the switching node can be
used to absorb temporarily any data traffic input to a level that can be accommodated by the new data
packet channel service capacity.

As in the previous schemes, allocation of buffers between the voice and data subsystems, once
made, stay fixed for all time. Unlike the previous schemes, however, data packets may share voice
subsystem buffers during overflow periods.
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Dynamic Buffer Allocation

The movable-boundary scheme can be considered with the additional capability of dynamic allo-
cation of buffer space between voice and data within the switching node. Such a scheme would
operate analogously to the movable-boundary scheme where the number of VCs is constant or
decreasing. However, when the number of VCs is increasing, the required channel capacity is not
reassigned immediately. Instead, it is delayed according to the following strategy.

When a virtual circuit is deactivated, not only is its associated voice channel capacity released
for use by the data subsystem, but its associated buffers are also released. More specifically, if a sin-
gle VC becomes inactive, its voice compartment slot and two buffers are assigned to the data subsys-
tem. This buffer and channel capacity assigned is assumed to occur immediately upon deactivation of
the VC.

On the other hand, when a new VC requests activation, this scheme immediately removes the
equivalent of one voice slot and two buffers from further use by the data subsystem. However, before
reassigning these resources to the voice subsystem, any data packets that might reside in the buffers
must first be served. Once these data packets have been served, the buffer and channel capacity reas-
signments are made and the virtual circuit is activated.

Note that the practical reason for introducing this VC delay is that a non-zero probability exists
that data packets will have accumulated in the buffers that have been designated for reassignment to
the voice subsystem; this delay ensures that data packets, once accepted by the switching node, are
not rejected or lost.

Mfixed SENET

The mixed SENET scheme (Upton, 1984) is based on the movable-boundary scheme for channel
allocation and dynamic partitioning for buffer sharing with several additional features.

First, when a VC is deactivated, its associated voice channel slot is immediately released for use
by the data subsystem. However, the VC's associated buffer space is released only if doing so would
not lower the number of reserve buffers below a prespecified number. If m is the number of currently
active VCs, then 2m buffers are required to support them. Let q be an even integer that specifies the
number of buffers the voice subsystem tries to maintain in reserve; i.e., buffers that are not currently
dedicated to an active VC. Then, a deactivated VC's associated buffer space is released for use by the
data subsystem only if, upon deactivation of the VC, the total number of buffers contained within the
voice subsystem is greater than q + 2m. Note that, as a result of this condition, if we assume there
are initially 2n (the maximum possible) buffers supporting n active VCs within the voice subsystem of
the switch, then only after q VCs become inactive may voice subsystem buffers begin to be released
to the data subsystem. Furthermore, at least 2X7 buffers will always be in the voice subsystem regard-
less of the number of active VCs.

A second feature of this scheme is that when a new VC requests activation, the channel capacity
it requires is immediately reacquired from the data subsystem. Like the previous scheme, this scheme
immediately removes the equivalent of one voice channel slot and two buffers from further use by the
data subsystem. However, before reassigning these resources to the voice subsystem, any data packets
that might reside in the buffers are first served. Once the data packets have been served, the buffer
and channel capacity reassignments are made, and the virtual circuit is activated.
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Finally, if the number of reserve voice packet buffers falls below n for any reason, the switch's
flow-control mechanism readjusts the data traffic arrival rate. This reassigns a sufficient number of
data subsystem buffers to the voice subsystem to bring the number of reserve buffers back to -l. This
is accomplished in a fashion identical to the way in which delayed VCs are handled.

Final Remarks

We have noted that research on voice/data integration has concentrated on the multiplexing
operation at a single network node because of the difficulty of evaluating multinode network confi-
gurations. The movable-boundary scheme (combined with some form of digital speech or data inter-
polation) has emerged as the method of choice because it supports both (virtual-) circuit-switched
traffic and packet-switched traffic. and it permits the incorporation of dynamic control schemes.
Tables I and 2 compare the hybrid boundary-type buffer/channel sharing schemes we have described
in terms of their key parameters and features.

In this study we plan to develop improved analytical models that permit optimization, both at a
single node and on a networkwide basis. These models must reflect the nature of the mobile radio
network channel, as described in Section 4. Section 9 addresses some of the issues associated with the
control of multinode networks.

We conclude this section by noting that there are other ways to integrate data with voice.
Appendix D discusses a voice/data integration scheme that is based on the 2400 b/s LPC system. An
approach such as this one may be useful in augmenting the communication capability that may be
achieved between a single source-destination pair, and it can be used in conjunction with the hybrid
switching techniques described in this section.

Table 1 - Key Parameters of the Boundary Schemes

Parameters

Scheme Voice Subsystem Data Subsystem

Arrival Rate Arrival Rate NVD KV.D

Fixed boundary XV(t) XD (t) Constant Constant

Movable boundary Xv(t) XD(t) Time Constant
dependent

Movable boundary Time
with DSI > Xv(t) XD(t) dependent Constant

Movable boundary with Time Time
dynamic buffer allocation Xv(t) XD (t) dependent dependent

Mixed SENET > X)(t) XD(t) Time Time
dependent dependent
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Table 2 - Key Features of the Boundary Schemes

Features

Scheme Buffer Buffer Channel Channel VC Set-up

Allocation Sharing Allocation Sharing Delay

Fixed boundary Static No Static No No

Movable boundary Static No Dynamic No No

Movable boundary
with DSI Static Yes Dynamic Yes No

Movable boundary with
dynamic buffer
allocation Dynamic No Dynamic No Yes

Mixed SENET Dynamic Yes |_Dynamic Yes Sometimes

8. CONTROL OF INTEGRATED VOICE/DATA NETWORKS

Section 7 discusses the problem of voice/data integration from the perspective of multiplexing at
a single node and notes that few analytical results on optimal control have been obtained. When the
problem of networkwide control is addressed, the problems become considerably more difficult. This
section describes some of the most notable and representative approaches that have been proposed in
addressing this problem. Although many attempts have been made in the last 10 years, very few sub-
stantive results have been obtained to date on networkwide control of integrated voice/data networks.
Perhaps this disparity between interest and achievement indicates that the "right" approach to the
problem has not been discovered yet. A useful approach that holds some promise is one that looks at
tandems of nodes that correspond to virtual circuits as the building blocks of a general network.
Results on scheduling for real-time communications that have been obtained recently by Bhattacharya
and Ephremides (1988, 1989) provide some motivation for this argument, which finds additional sup-
port emerging from the vast literature on voice/data integration. Section 10 discusses the problem of
communication under time constraints.

The problems of routing and flow control in an integrated network cannot be decoupled from the
basic multiplexing problem at a single node, which was discussed in the preceding section. First, the
multiplexing function itself (whether or not implemented in terms of the movable-boundary method) is
a form of flow control, since it performs a first screening function on new incoming calls. Second,
the routing function, by virtue of selecting a virtual-circuit path for each voice call, implies the com-
mitment of bandwidth (hence, affecting the multiplexing function) in subsequent nodes and links of
the network. This intricate coupling of the controls at different locations in the network is the primary
source of complexity that has retarded the advancement of the field. Thus, not unexpectedly, most of
the work on the subject has been ad hoc and experimental, rather than analytical.
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Network Control Schemes

Before discussing schemes for integrated networks, we first consider a scheme developed strictly
for speech transport in mobile packet radio networks. Shacham et al. (1983) considered a single-
channel network, i.e., a network that supports only one packet stream at a time in any neighborhood;
thus the problem of multiplexing is not relevant here. A "duct-routing" protocol was developed under
which a primary route (normally traversing several intermediate nodes) is established between a
source and destination pair. When communication on one of the links on the primary route is unsuc-
cessful (e.g., as a result of topological change, equipment malfunction, or jamming) a "helper" node
routes the packet along an alternate path. Control mechanisms are used to avoid flooding the network
with too many copies of the same packet. Experimental results show that the duct-routing protocol
provides better speech quality than the regular data protocol that had been used for the network.

Voice/data integration may be considered for low data-rate applications in which the voice signal
uses the complete bandwidth of the transmitted waveform, thus precluding the multiplexing of addi-
tional voice or data signals. In such cases, voice traffic could be handled only if the data transport
operation is disabled throughout the duration of each voice call. Although the military waveforms
being considered in this study can support only low data rates, they should be able to support some
degree of multiplexing, as discussed in Section 6. Thus we are primarily interested in applications
where multiplexing of voice and data is in fact possible, although limited to relatively small numbers
of signals.

As noted earlier, the use of virtual circuits is usually the preferred switching method for voice
because of the need to provide real-time delivery of speech. The establishment of virtual circuits
implies a commitment of resources (time slots or bandwidth units) by all nodes along the path, but
only in a statistically multiplexed sense. Thus, as a result of normal traffic fluctuations, some packets
may be lost. To alleviate this problem, embedded coding schemes may be used, under which the
voice stream is divided into packets of two or more priority levels, as discussed in Section 6. Lower
priority packets can be dropped during periods of high congestion with little degradation in speech
quality, resulting in an implicit form of flow or congestion control. Performance of such schemes for
single-node operation was evaluated by simulation only in Bially et al. (1980a) and by queueing
analysis for a simplified model in Yin et al. (1987a,b). No effort to optimize in any sense was
attempted. It would be desirable to be able to model such schemes in multihop applications. However,
as noted in Section 6, the applicability of such schemes to military mobile radio networks may be lim-
ited. This is because in normal operation integrated networks may already be using the lowest possi-
ble data rate that can support acceptable speech quality, so that some degree of speech multiplexing
and/or voice/data integration is possible. Thus there may be no room to back off to lower data rates
for voice.

In Li and Mark (1984) the idea of window flow control was borrowed from nonintegrated
environments and was explored for time-division multiplexed integrated systems. Again, the effort
consisted mostly of microanalysis based on gross averages and approximations, and did not (or
perhaps, could not) attempt optimization.

In Douligeris and Mazumdar (1988) the performance index of network "power" (defined as the
ratio of throughput to average delay) was chosen and studied in the context of integrated environ-
ments. This study was based on the assumption that each commodity (i.e., the voice and the data
traffic processes) desires to optimize its own network power. Thus a game-theoretic formulation was
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proposed, and an interesting analysis was pursued that searched for Pareto-optimal and Nash equili-
brium solutions. Although this approach deserves credit for its ambitious multioptimization objectives,
it fell short of its goals. In part hampered by analytical difficulties, but mostly owing to poor model-
ing, the approach did not match the problem properly. It failed to account for the special characteris-
tics of voice traffic, namely the need for low and invariant delay, and the ability to withstand errors
and losses (a shortcoming that is shared with many "multicommodity" approaches to integration).

In The (1985) and Yum and Schwartz (1987) more pragmatic approaches were taken. Ibe formu-
lated the routing problem as a multicommodity flow problem based on macroscopic, steady-state-type
flow models (in the spirit of the original Gallager algorithm (Gallager 1977)). The cost functions were
chosen to be the mean and the variance of the voice-packet delay. A static optimization procedure was
then followed, based on a standard, Lagrange multiplier method. Yum and Schwartz studied the
effects on the circuit-switched (data) average delay of the trade-offs involved in the selection of rout-
ing rules for purely circuit-switched, nonhierarchical networks (something that had been previously
studied by Yum and Schwartz as a separate problem), where the movable-boundary idea was used as
a means of switching integration.

A (philosophically) similar approach was taken in Maglaris et al. (1987), where a realistic
integrated model was considered in which digital speech interpolation was used for voice switching
and low-precedence, cut-through switching was used for data. Again, the analysis was based on aver-
age flows and simplifications. However, several practical issues such as stability and loop freedom
were addressed as fallout from the resultant linear program solution.

In Lippman (1985) a simulation study of three poorly described alternative routing algorithms
was performed for an integrated model of the Defense Switched Network. Thomopoulos and Zhang
(1987) partially analyzed three alternative flow-control methods (which were inappropriately com-
pared with the movable-boundary method, which is not exactly a flow-control procedure, nor is it
easy to analyze across more than a single node in a network).

Perhaps the most notable (and hopeful) advances in the area of integrated, networkwide flow
control and routing are the ones described in Ross and Tsang (1989) and Katevenis (1987). Ross and
Tsang considered a simple flow-control model in which messages (or calls) are accepted or rejected at
a single node (but for circuit-switched operation, which implies networkwide operation). A fixed
number of classes of traffic is considered without attempt to distinguish the special characteristics of
voice and data (or other real-life commodities, such as video, or high-priority tactical data). However,
the approach is analytically rigorous and poses optimization goals. The solution is carried out by
means of Markovian decision problem formulation tools (such as the ones described in Appendix A),
and threshold-type results are obtained by direct use of dynamic programming methodology.

Katevenis, on the other hand, proposed a radically different and potentially far-reaching
approach to flow control. This approach is based on the availability of new technologies and is espe-
cially applicable to wideband networks (such as SHF or EHF satellite systems and/or fiber-optic
media), although not to HF networks or other applications in which the channel resource is a scarce
commodity. It assumes superfast switches that are based on parallel (VLSI-implementable) architec-
tures and plentiful availability of inexpensive, compact memory. Then a rotary switching concept is
introduced that samples all virtual circuits at their required rates, thereby eliminating the queueing
delay. The idea is simple (yet brilliant) and might represent a solution concept for the future, pro-
vided the assumed availability of technology matches the requirements of bandwidth, response time,
etc.
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The movable-boundary method for a tandem of nodes was recently studied by Viniotis and
Ephremides (1988a), who used a Markovian decision process model to formulate the problem as a
linear program. They showed that the optimum policy, which minimizes the weighted sum of block-
ing probability and data delay, is characterized by a switching curve. Appendix C discusses this
approach in greater detail.

Final Remarks

The approaches we have outlined in this brief survey represent only a small (yet carefully
selected to be significant and somewhat representative) portion of the work effort that has gone into
the question of integrated network design. If anything resembling a trend emerges from this work, it
is perhaps that the network must not be thought of as consisting of nodes and links that can be arbi-
trarily interconnected and switched. Rather, it should be thought of as consisting of arbitrary virtual
circuits (that, of course, do share links and nodes among them), each of which, in turn, can be
thought of as a tandem of links. Then, the transition from single-node analysis, as described in the
preceding section, to full-network design, starts to appear feasible (though, still, only remotely so).
To demonstrate somewhat more concretely that this is indeed a step in the right direction, in Section
10 we outline briefly an approach that concerns real-time communication (and is thus applicable to
packetized voice) and addresses the problem of scheduling the transmission of messages that are sub-
ject to strict deadlines. Before we do so, however, we address the problem of channel access in
integrated radio networks.

9. CHANNEL ACCESS IN INTEGRATED RADIO NETWORKS

This section discusses the major issues associated with channel access in integrated networks and
presents our preliminary thoughts on this subject. Section 4 notes that the channel-access mechanism
is a critical aspect of the design of radio networks. The process of channel access induces a much
greater degree of interaction among network nodes than is present in wireline networks, and thus
creates a totally different networking environment. In general, channel-access protocols must reflect
the characteristics of the communication traffic that must be supported as well as the nature of the
communication medium. In particular, when considering integrated voice/data radio networks, channel
access methods must be developed that reflect the different requirements on delay and error rate that
are associated with voice and data traffic as well as the impact each type of traffic has on the other.

The traffic generated at any node may consist of either a single user's transmission or a multi-
plexed waveform containing the traffic of several users. Also, the traffic may consist of either voice
only, data only, or a combination of the two. In this section we do not distinguish separately each of
these possibilities, but we limit our discussion primarily to general issues of channel access for voice
and data. These special cases are topics for future research. At the end of this section we discuss the
importance of studying the interrelationships between channel access and other aspects of network
design.

Channel Access for Voice

Voice traffic, which is tolerant of relatively high error rates, is characterized by the need for
delivery as a continuous stream in near-real time. This discussion assumes that buffering is not possi-
ble. Calls are blocked if channel resource is not immediately available, and the transmission of a
voice call requires a continuous commitment of channel resource (e.g., a time slot in every frame) for
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the entire duration of the call. Data traffic may be either bursty or regular in nature and may consist
of either one or several packets. In either case, the data are characterized by a need for very low
packet-error probability but not for real-time delivery. Delay requirements depend on the nature of the
traffic and may be different for different classes of traffic in the network. Buffering of data packets is
permitted.

The need to support the long-term nature of voice traffic results in a requirement for
contention-free channel access once a call has been set up. However, traffic requirements change as
existing calls are completed and as new calls are established. Despite the fact that voice calls are gen-
erally of long duration, as compared with data packet size, voice traffic is normally quite bursty when
viewed from the perspective of call arrival and completion times. A Poisson arrival process is often
used to describe call arrivals, and an exponential distribution is used to describe call duration. Thus
fixed schedules cannot normally be used for voice traffic, and the protocol must be able to adapt to
changing communication requirements by means of a demand-assignment scheme.*

Reservation schemes, which can maintain throughput levels near channel capacity, are the logi-
cal choice for voice calls. Many reservation schemes are proposed in the literature, and most of them
are modifications of the demand-assignment scheme originally proposed by Roberts (1973).
Reservations may be made either on a contention basis or contention free; in the latter case, a reason-
able approach is to use the schedules produced by a link-activation algorithm (such as those developed
by Baker et al. (1982, 1984)) as a reservation channel. Once a reservation is successfully made and
acknowledged, the user is allowed contention-free access to the channel until the end of the call. This
is signaled by the user's end-of-message indicator, at which point the channel (time slot) becomes
available for assignment to another user. The reservation mechanism can be implemented in either a
centralized or decentralized manner. However, decentralized reservation schemes are highly vulner-
able to inconsistencies in the databases at the users, potentially resulting in chaos if two users think
they are supposed to transmit at the same time. Such inconsistencies can be expected to be common-
place in hostile military environments. Note that, unlike most reservation schemes for data traffic,
there is no need to specify the call length a priori. This is because any time lost in turning the channel
over to the next user is negligible in comparison to the length of the call. In contrast, in data applica-
tions where messages usually consist of a small number of packets, the message duration is normally
specified to minimize such wasted time and thereby maintain high throughput. The impact of propaga-
tion delay is especially important in geosynchronous satellite networks, which are characterized by a
round-trip propagation time of about 0.25 s.

In multihop applications it is necessary to reserve a channel for each call on every link of the
multihop path before transmission of the call can actually begin. Thus the channel-access problem is
intimately related to the routing problem, since routing decisions directly affect the amount of conges-
tion (and hence availability of time slots) throughout the network. Before addressing the use of
integrated channel-access protocols, however, we make a few more observations on the voice
channel-access problem.

The problem of voice-call channel access bears some similarity to the problem of multipacket-
message channel access. For example, Reservation-ALOHA (Lam 1980) is a hybrid scheme under
which only the first packet of the message contends for channel access. Under this scheme, once the

*Fixed schedules may be appropriate in some applications such as those in which a large number of users are attached to each node (thus
the total demand summned over all users sharing the node may be relatively constant) or in those in which the communication resource is
sufficiently ample to support many high-capacity links so that efficiency is not of critical importance.
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first packet is successful the user is granted ownership of one time slot per frame as long as there are
packets to transmit, i.e., for the duration of the call. Such an approach might be considered for
single-hop voice call applications. However, in multihop applications a time slot is needed for each
hop along the way. This approach may result in the initial acceptance of a call for transmission over
the first link but the subsequent abortion of the call if a collision is experienced downstream. Another
disadvantage, even in single-hop applications, is that the call might have to be started several times
before it successfully acquires a time slot. Use of a conventional reservation scheme appears to be
more appropriate, especially if contention-free reservations can be made. Even when only contention-
based access to the reservation channel is possible, the use of smaller reservation packets will permit
efficient use of the reservation orderwire channel.

Channel Access for Integrated Voice and Data

Many approaches are available for channel access in data networks. Descriptions of many of
these schemes may be found in survey articles by Tobagi (1980) and Lam (1983). Depending on the
nature of the traffic, either contention-based or contention-free schemes or their hybrids can be used.
Many comparative discussions of channel access protocols are in the literature, and we do not intend
to discuss their merits here. However, the problem of channel access in integrated networks has not
received much attention in the literature, and it is worth mentioning the models studied by Suda et al.
(1983) and Wu and Li (1938) for access to satellite channels. These schemes are characterized by a
fixed-length frame structure that contains reservation channels and information channels (some of
which are allocated for voice and the remainder for data). Voice is handled on a reservation basis in
both of these studies. Once a reservation for a voice call is made successfully, one slot per frame is
allocated to the call until its completion. There are a number of differences in the two models,
however, particularly in the channel access mechanism for data.

Suda et al. considered only the use of the slotted ALOHA random-access protocol for data
traffic (making the assumption of infinite buffer capacity) and considered operation only under a
fixed-boundary scheme. They noted that extensions of their analysis to movable-boundary schemes
and finite buffer models would be difficult. UWu and Li considered three options for data traffic,
namely, random access, reservation, and hybrid (i.e., combining features of random access and reser-
vation).* Where reservations are used (i.e., for all voice schemes and for random access and hybrid
data schemes) a distributed reservation scheme was used. Both fixed- and movable-boundary schemes
were considered for sharing the channel resource between voice and data traffic. However, their
analysis was overly simplified.

Clearly, similarities exist between the channel access problem and the multiplexing problem that
are discussed in Section 7. However, there are also some important differences. In the multiplexing
problem the goal is the optimal sharing of a contention-free channel that has already been established
between the source and destination. A single node makes the decisions of which voice and data
streams to multiplex into a single waveform. The link throughput can be maintained at its maximum
value as long as the node has something to transmit over it. An important trade-off in mutiplexing is
that of call-blocking probability vs data-packet delay (data-packet loss can also be considered in the
case of finite buffers).

*The distributed reservation scheme considered by Wu and Li is similar in principle to the Interleaved Framc Flush-Out (IFFO) protocols
developed by Wieselthier and Ephrcmides (1980) for data. Thc class of IFFO protocols contains both pure reservation and hybrid (random
access and reservation) schemes.
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In the channel-access problem, the goal is the optimal use of a channel by a distributed popula-
tion of users that can interfere with each other's transmissions. The channel-access problem is consid-
erably more complicated than the multiplexing problem because not all transmissions are successful
and because distributed operation is often necessary to obtain robust and efficient performance.

Spread-Spectrum Considerations

The use of spread-spectrum signaling, necessitated by antijam considerations in many military
applications, leads naturally to the use of code-division multiple-access (CDMA) techniques. The use
of CDMA provides an environment that is radically different from that of narrowband time-domain
operation. A great deal of flexibility in channel-access protocol design can be achieved by taking
advantage of the multiple-user capability, the selective-addressing capability, and the selective-
reception capability of CDMA signaling (Wieselthier 1988). In particular, our future studies will
exploit the ability of the CDMA channel to support several transmissions (on quasiorthogonal
frequency-hopping patterns, or codes) simultaneously. The number of users permitted to share the
wideband channel simultaneously can be described by a threshold corresponding to the allowable
packet-error rate.* Voice traffic may be able to tolerate higher levels of other-user interference than
data traffic because of its ability to tolerate relatively high error rates (as a result of its inherent
redundancy). Voice traffic would have to take precedence over data traffic (in the sense of not permit-
ting data to preempt ongoing voice calls) for the reasons discussed earlier. If the allowable threshold
is not exceeded by voice calls alone, data packets may be permitted access to the channel. The deci-
sion of whether or not to permit a new voice call to access the channel may, in general, be based on a
criterion that is a weighted sum of voice and data error probabilities that reflects the need to handle
both forms of traffic. Note, however, that since data packets have more stringent packet-error proba-
bility requirements than voice, the threshold for data will be lower than that for voice (if the same
code rates are used for both).

Relationships Between Channel Access and Other Network Functions

The relationships between routing and channel access must be investigated. It is easiest to
address this problem when contention-free channel access is used. Clearly, these network functions
are not independent, because the schedules used to govern channel access determine when particular
links are active and thus determine the amount of traffic that can be transmitted through these links. t-
The link-scheduling function determines the capacities of the links in the network, one of the most
critical factors in the generation of routing schemes. Conversely, the routing scheme impacts directly
on the traffic that must be supported over each of the network's links. A joint routing-scheduling
problem can be formulated as a two-stage optimization problem. First, for a given routing scheme,
the schedule is determined that provides optimum performance. Then this performance is optimized
over all possible routing schemes. Some preliminary results are available fo1 the joint routing-
scheduling problem for data-only applications (Tassiulas and Ephremides 1989). Extending these
results to integrated radio networks would be of great interest. This problem is also of great interest
in the study of mixed-media networks, i.e., networks that contain links of markedly different charac-
teristics such as data rate, error rate, delay, or connectivity. Such studies represent one of the first

*The modeling of the effects of other-user interference in CDMA systems is actually quite complex. Binary threshold channel models are
often used. In these models, a packet is assumed to be received correctly as long as the number of other users transmitting simultaneously
does not exceed the threshold; it is assume to be received incorrectly whenever the threshold is exceeded. Such models do not characterize
system performance accurately (wlesielthier 1988). However, a legitimate use of a threshold-based model is to characterize a link in terms
of whether or not the specified packet-error probability is exceeded.
tThe numrber of times a link is activated per frame determines the capacity of that link.
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attempts to bridge the layers in the Open Systems Interconnection (OSI) seven-layer protocol model,
i.e., to combine the channel-access function (normally considered to be part of layer 2, the data link
layer) with the routing function (layer 3, the network layer). The OSI model is described in detail by
Tanenbaum (1988). The design of a layered protocol for integrated voice/data networks is discussed
in Hoberecht (1983).

Also, the impact of mutiplexing on channel access and routing must be studied. The quantity
and type (voice vs data) of information multiplexed at a node will impact the channel-access perfor-
mance that must be supported. Clearly, routing decisions affect the quantity and mixture of traffic at
each node, thus complicating this problem further.

Future Channel Access Studies

This section has outlined the major issues associated with channel access in integrated radio net-
works. Despite the great interest in channel access over the past 15 years, and despite the great
interest in voice/data integration, in fact, few studies have been made of channel access in integrated
radio networks. This remains an area requiring fundamental research.

Channel access will be an important aspect of our voice/data integration studies. As discussed in
this section, reservation schemes will be our primary choice for voice traffic. A variety of schemes,
including scheduled access, demand access, and random access will be considered for data traffic.
The use of fixed- and movable-boundary schemes for channel access will be investigated. The impact
of military communication considerations will be addressed, including the use of spread-spectrum sig-
naling.

We have seen that the problem of channel access should not be studied independently of routing
because of the strong relationships between these two aspects of network control. Therefore, we will
study jointly the channel access and routing problems, an area that is especially important for voice
traffic because of the need to support virtual circuits throughout the duration of calls. We will also
study the impact of multiplexing on both channel access and routing.

10. COMMUNICATION UNDER TIME CONSTRAINTS

As noted throughout this report, speech communication is characterized by the need for real-
time delivery, which translates to a requirement for low delay and low variability of delay. Also,
some data communication is time-critical in nature. This section addresses communication under time
constraints, a crucial aspect of both voice and data communication.

First, we consider contention-free operation over a single network link, subject to a constraint
on the time of message delivery. Such a system can be modeled as a single-server queueing system
that accepts packets from neighboring links for transmission, each carrying its own "extinction" time.
If service (transmission) of a packet does not begin by the extinction time of that packet, it is dropped
from the system, since its delivery offers zero reward while occupying network resources that could
be used for some othcr purpose. This is a reasonable model for voice communication, which is
characterized by the loss of packets that are not available when needed. We are interested in minimiz-
ing the number of lost packets.
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The problem becomes considerably more complicated when multihop network operation is con-
sidered. In this case, the time by which a packet must be received over a multihop virtual circuit path
is specified. Factors that must be considered include the variable queueing delay that may be experi-
enced at intermediate nodes and the interaction among the different traffic streams supported by the
network, which are controlled by the various protocols that govern network operation.

Few results have been reported in the literature on problems involving deadlines. In fact, most
of the work in the past has considered slightly different variations of the problem discussed above.
This problem has been formulated either as a waiting-time analysis of systems with impatient custo-
mers (no scheduling) on a first-come-first-served discipline, or as the scheduling of jobs in closed sys-
tems (no arrivals or losses). The performance criterion of average tardiness (i.e., the time past the
extinction time until the completion of the service) is considered, rather than the percentage of com-
pleted services.

We now summarize some results on optimal scheduling with strict deadlines that have recently
been obtained by Bhattacharya and Ephremides (1988, 1989) by using stochastic dominance argu-
ments (see Appendix A). We first consider a single link. Each message, upon its arrival, announces
its extinction time. If transmission does not begin by this time, the message is considered lost and is
never scheduled for service. The objective is to schedule the transmission of messages so that the
average number of messages lost over any time interval is minimized. Under a fairly general set of
conditions, including exponential service times (message lengths), it has been shown that the policy of
scheduling the eligible customer with the shortest time to extinction (STE) is optimal among all
nonpreemptive and nonidling policies.* This approach of scheduling the most urgent message first is
certainly intuitively appealing. Sometimes (e.g., loosely speaking, when the only packets in queue
have very long extinction times) better performance can be obtained when idling is permitted (i.e., by
remaining idle in case a packet with a short extinction time arrives). In this case, the optimal policy
among the class of nonpreemptive policies is in the class of STE with idling (STEI) policies; when-
ever the server is not idle, it schedules messages according to the STE rule. Bhattacharya and
Ephremides also addressed the problem for the case in which the constraint is on the complete
transmission time rather than on waiting time, as well as the case in which the scheduler does not
have exact information on the deadlines. It would be desirable to be able to extend these results to
other than exponential message lengths.

It is difficult to extend the analysis to the case of a tandem of nodes. To permit the analysis,
Bhattacharya and Ephremides had to remove the condition that late messages are lost. Instead, a tardi-
ness cost was considered, representing the delay beyond the extinction time with which the message is
received. Under fairly general conditions it was shown that the policy of scheduling the message with
the earliest deadline at each node minimizes the tardiness cost over a finite operating horizon among
the class of nonidling nonpreemptive policies.

These studies show that communication under time constraints represents a challenging analytical
study. For single links, further study is needed to extend these results to nonexponential service times.
For tandem operation, it would be desirable to obtain results for the performance measure we are
really interested in, i.e., the probability of packet loss. Ultimately, we would like to be able to con-
sider more general network configurations. The study of these configurations raises a host of new
problems such as the following.

*By eligible, we mean a customer whose extinction time has not yet occurred. Nonidling means that the server must never remain idle
when there is an eligible packet awaiting service.
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In radio networks the relationships between the multiple-access protocol and the scheduling pol-
icy (which controls the order in which packets are transmitted by a particular node) must be examined
when dealing with time-critical applications. In particular, in a contention-based random-access
environment, the service time (the time until the packet is successfully received at the destination) can
be highly variable because collisions often necessitate packet retransmission. It may be necessary to
maintain throughput at low levels to ensure that a sufficiently high percentage of packets are received
within the specified time. Even in contention-free applications, packet errors may occur as a result of
noise, jamming, or (in the case of CDMA applications) other-user secondary interference. Also, since
the service time is variable, it may sometimes be best to throw away packets that have only a small
chance of being received in time, with the goal of maximizing the percentage of packets that are, in
fact, received in a timely fashion. Only a few studies of multiple-access protocols under time con-
straints have been made. These include Kurose et al. (1984, 1988); Panwar et al. (1987); and
Paterakis et al. (1987). Of course, this problem becomes considerably more complicated when mul-
tihop operation must be considered.

Section 9 notes that the relationships between routing and channel access must be investigated
because these two aspects of network control are intimately related to each other. There is no reason
to believe that optimum performance can be achieved by addressing these problems separately. In this
section we are again primarily (although not exclusively) interested in contention-free link-activation
schemes. When the issue of time criticality is introduced, the sequence in which links are activated (in
addition to the issue of the frequency with which a link is activated per unit time) and the order in
which packets at a particular node are transmitted become important. Thus two distinct aspects to the
scheduling problem must be addressed-the order in which links are activated and the sequence in
which the packets at a particular node are transmitted. A natural question is whether or not acceptable
performance can be achieved if the implementation of routing and scheduling (both of its aspects) is
separated. In other words, should a node perform routing decisions independently of the packet
extinction times (resulting in simpler algorithms) and then schedule the packet in each link optimally,
or should both decisions be made concurrently (resulting, presumably, in better performance)? Thus
we see that the introduction of time constraints further complicates the already complex problem of
joint routing and scheduling, and will represent a challenging research area in the coming years.

Final Remarks

Communication under time constraints is one aspect of voice/data integration that we plan to
study in the coming years. Scheduling problems such as these are generally quite complex. Thus far,
Bhattacharya and Ephremides have successfully applied both dynamic programming and probabilistic
techniques to the relatively simple versions of these problems. Such techniques hold promise for the
more complex versions, but they may have to be aided and complemented by simulation and computa-
tion. Alternatively, the formulation of these problems as discrete event dynamic systems (DEDS),
which are discussed in the next section, may provide a useful framework to address these problems.

11. DISCRETE EVENT DYNAMIC SYSTEM (DEDS) MODELS
AND THEIR ROLE IN THIS STUDY

Communication networks display dynamic discontinuity in that their evolution in time depends
on the complex interactions of the timing of various discrete events, such as the arrival or transmis-
sion of packets, as well as on the interactions induced by the protocols that control the processes in
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these systems. These characteristics suggest that it may be advantageous to model communication net-
works as discrete event dynamic systems (DEDS). This class of systems has received a great deal of
attention from control theorists in the last few years. Important considerations in the modeling of
DEDS include system specification, functional correctness, the effective usage of available resources
(e.g., communication channels), the verification of orderly information flow, the maintenance of secu-
rity, and more generally the effective management and control of these systems.

Unlike naturally occurring physical systems, which are continuous, DEDS are not easily
described by standard tools such as differential or difference equations. Since DEDS have evolved
only recently, their study does not have the benefit of a long history of mathematical modeling. Simu-
lation, which can be prohibitively expensive while providing little insight, is often the only way to
evaluate system performance. Therefore, fundamental research is needed to develop a framework, or
paradigm, for the design and performance evaluation of such systems.

An important aspect of this study will be developing analytical techniques for the control and
performance evaluation of integrated networks. In particular, we plan to develop new modeling tech-
niques for such networks based on the DEDS framework. These studies will involve applying existing
DEDS techniques to new networking models, as well as developing new techniques for the modeling
of DEDS.

In this section we first outline the difficulties involved in developing a paradigm for DEDS. We
then discuss some of the methods that have been used in the past to characterize such systems, as well
as some promising new approaches that have created a lot of interest in the last few years. Finally,
we discuss the application of DEDS models to integrated networks.

The DEDS Modeling Problem

The area of DEDS was identified as one of the important future research topics in control theory
at a recent workshop (Levis et al. 1987). Subsequently, in an editorial Ho (1987a) discussed the
importance of the development of a paradigm for DEDS while stressing the need to produce models
that reflect real-world problems, rather than purely mathematical concepts. A recent special issue of
the Proceedings of the IEEE was devoted to this area (Ho, ed. 1989). This is one of the best sources
of material on DEDS, and several papers from this issue are referenced later in this section. A key
observation that can be made after reading these papers is that, despite the efforts of a number of out-
standing researchers, only modest progress has been made thus far.

The task of developing a comprehensive framework for the modeling of DEDS would be monu-
mental. This is true because a complete model for DEDS would have to address the following issues:

* the discontinuous nature of discrete events;

* the continuous nature of most performance measures;

* the importance of probabilistic formulation;

* the need for modular analysis;

* the presence of dynamics;
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* the feasibility of the computational burden; and

* the communicating processes within the system that govern its dynamical evolution.

This list has been adapted from Ho (1987a). The first and last items reflect the special charac-
teristics of DEDS, as compared with continuous-variable dynamic systems (CVDS); the others are
common to both discrete and continuous systems. Ultimately, the research community would like to
have a model for DEDS that is as complete as existing models for CVDS. It is worth discussing two
of these items at this point. First, modular analysis is desirable so that .various aspects of system per-
formance can be analyzed without requiring a complete system performance evaluation; a hierarchical
analysis may be beneficial in some cases. Second, the computational burden is generally not prohibi-
tive in CVDS because accurate models often exist; however, current approaches to DEDS often per-
rnit the evaluation of only trivially small examples. Parallel processing capabilities of modern
machines may be useful in the evaluation of DEDS.

Existing Models for DEDS

The techniques that have been used to model DEDS are discussed by Ho (1987b). These include
relatively conventional techniques that have been used for some time, as well as a variety of new
approaches that are in early stages of development and show a great deal of promise.

Conventional Techniques

The most basic modeling technique for DEDS is the use of finite-state Markov chains or
processes. The primary difficulty with such models is the combinatorial explosion in the number of
states. For example, a communication network may be characterized by a vector consisting of the
number of packets in queue at each node; an extremely large number of states result for all but the
smallest systems. Furthermore, state transition probabilities must be evaluated for all pairs of states.

Another disadvantage of the use of finite-state Markov chain models is that the state description
offers very little insight into the structural properties of the system being modeled. Since the state is
characterized as a one-dimensional vector, relationships among states are difficult to exploit in
developing dynamic system models. Petri nets (Peterson 1981) are a useful approach for graphically
illustrating the relationships among the states in a dynamic system. However, they are best suited to
answering qualitative questions about system performance, rather than being able to provide numerical
performance measures. Another limitation is that they are generally useful only for relatively small
systems.

Queueing network models (Kleinrock 1975; Gelenbe and Pujolle 1987; Walrand 1988) are useful
for evaluating equilibrium behavior in systems that can be classified as "standard," in which case
"product-form" solutions may be obtained. The major properties of standard systems include statisti-
cal independence of arrival and service processes, statistical independence of successive service times,
and infinite buffer size. Although many queueing networks are quite robust with respect to these
assumptions (Suri 1983) (i.e., product-form solutions often provide acceptable solutions even when
these assumptions are violated, as they are in most practical systems), it is generally not possible to
determine robustness without also doing an exact performance evaluation. Thus the applicability of
standard queueing models is generally quite limited. "Operational analyses" (Denning and Buzen
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1978; Buzen and Denning 1980) that are based on measured quantities rather than probabilistic pro-
perties have been developed that do not require that the standard properties be satisfied. However,
even these approaches run into difficulty in systems with finite queue limit, state-dependent routing,
simultaneous resource sharing, and nonstandard queue disciplines. A fundamental limitation of all of
these queueing network approaches is that they are only quasi-dynamic in nature, i.e., although sys-
tem dynamics are incorporated into the model, system performance can be evaluated only on an aver-
age basis in the steady state. Thus, these techniques cannot be used for transient analysis, and an ade-
quate framework for incorporating control mechanisms does not exist. Limitations on the applicability
of the queueing models to communication networks are discussed by Ephremides (1986).

It was noted earlier that simulation can be a useful tool for the performance evaluation of DEDS
but that its effectiveness is often limited by cost and time considerations. Research in simulation
methods has emphasized the development of good simulation languages to facilitate modeling. Also,
statistical analysis has been used to make simulation experiments more efficient. For example, proba-
bility transformations have been used to make "unlikely" events more probable, thus shortening the
time required for simulation runs (Parekh and Walrand 1989; Cottrell et al. 1983). In addition,
mathematical techniques that enhance the simulation process have been studied. For example, under
the theory of generalized semi-Markov processes (GSMPs), one distinguishes between the
discrete/countable and continuous/uncountable parts of the state space (Whitt 1980; Schassberger
1976; Glynn 1989). Simulation languages have been developed by using this approach. But a com-
plete mathematical framework to support such efforts has not yet been developed.

New Techniques

Recently, a number of new techniques have been applied to the modeling and analysis of DEDS.
The first that we consider, which is basically a control theory approach, is perturbation analysis (PA).
This technique was developed primarily by Ho and his associates (Ho 1985, 1987b, 1988; Ho and Li
1988; Gong and Ho 1987; Cassandras and Strickland 1989) and by Suri (1987, 1989). Under this
approach, system dynamics are "linearized" about a particular trajectory. A single simulation run is
executed, and the sensitivity of system performance to various system parameters is analyzed, thereby
permitting one to obtain performance results without running a separate simulation for each set of
parameters.

Figure 4 shows the principles of PA. The network dynamics are driven by a vector of random
variables w(k ;O) where k represents time and 0 is a specified parameter vector. The performance
measure for a specific realization is denoted as J(w;O). The objective of PA is to estimate the sample
path sensitivity AJ (w ;AO), given a perturbation AO, when J (w ;0) is observed. Although used in con-
junction with simulation, PA is primarily an analytical approach that provides more information from
a limited number of simulations.

The ability of PA techniques to provide performance sensitivities with respect to given parame-
ter perturbations permits one to obtain the answers to "what if ... " questions without executing many
simulation runs. In addition, PA permits the estimation of performance gradients with respect to sys-
tem parameters. Such performance gradients are normally required for the execution of stochastic
optimization algorithms. Important considerations relating to the applicability of PA include the size
of perturbations that can be handled without requiring additional simulation runs, and the related issue
of whether such methods can be applicable when perturbations result in changes in the order in which
events occur in the system.
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Fig. 4 - Perturbation analysis framework

PA has been applied successfully to a number of queueing and networking problems (Ho and
Cao 1983, 1985; Cao and Ho 1987; Cao 1987, 1989; Cassandras and Strickland, 1988; Cassandras et
al. 1988; Suri 1989; Vakili and Ho 1987), but considerably more work is needed. In particular, Cas-
sandras and Strickland have applied PA to distributed routing. In this problem the derivatives of delay
with respect to link flows are needed for the minimization of delay with respect to link flows, and PA
is used to determine these derivatives.

The modeling of DEDS can also be approached from the perspective of computer science in the
form of "language development" for supervisory control of DEDS, an approach developed by Won-
ham and Ramadge (Ramadge and Wonham 1987, 1989; Wonham and Ramadge 1987, 1988; Ramadge
1989). The problem addressed by such approaches is that of achieving or verifying the orderly flow
of events in a dynamic system. The techniques used are derived from logic, language, and automata
theory (see e.g., Hopcroft and Ullman 1979). A related approach is that of using finitely recursive
processes to model DEDS, a technique developed by Inan and Varaiya (1988, 1989), based on
Hoare's theory of communicating sequential processes (Hoare 1985). Perhaps the most obvious appli-
cation of either of these techniques is the verification of protocol structures (i.e., the orderly flow of
events in a network). However, advances in these areas may permit the development of comprehen-
sive control models that permit the implementation of system controllers and the evaluation of system
performance as well. Another approach is the development of algebraic tools to characterize a certain
class of DEDS that can be modeled by timed event graphs, which are a special class of Petri nets
(Cohen et al. 1989).

Application of DEDS Techniques to Voice/Data Integration

The DEDS approach appears to be a natural framework in which to study integrated voice/data
networks. To illustrate this, we first consider operation at a single node. Each node in a network can
be characterized in terms of a state (m,n), where m is the number of calls in progress and n is the
number of data packets in the buffer. The control action taken by a node is the acceptance or block-
age of a voice call. Clearly there is a trade-off, since the acceptance of voice calls results in less
channel capacity being available for data traffic, and hence an increase in queue size, which in turn
results in increased delay. As noted earlier, the control problem at a node can be formulated in any of
three basic ways:

* minimize packet delay subject to a constraint on blocking probability,

* minimize blocking probability subject to a constraint on packet delay, or

* minimize a weighted sum of blocking probability and packet delay.
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Most studies of voice/data integration systems have considered operation at only a single node.
An overall system description would be characterized by a composite state that contains the state of
each node, as discussed here. Events include message arrivals and successful transmissions. System
dynamics are driven by the complex interactions of such events and must reflect the characteristics of
network traffic (e.g., arrival statistics and message lengths). Global performance criteria (e.g., net-
work throughput) must be established, in contrast to the purely local criteria discussed here. Control
schemes must be developed under which the control actions taken by each node are based on its own
state, and possibly on its estimates of the states of other nodes in the network. Such estimates may be
derived from observations of network traffic as well as from the information explicitly transmitted in
status messages. Furthermore, such control actions are based on the performance criteria that have
been chosen for the particular network application.

Final Remarks

In addition to using DEDS techniques, we will also use other analytical techniques for perfor-
mance evaluation and optimization. For example, in Appendixes A, B, and C we discuss the formula-
tion of the movable-boundary problem as a Markovian decision process problem, and we indicate how
several techniques may be used to solve such problems. However, the applicability of these methods
may be limited to operation at a single node, or possibly extended to simple network configurations
such as tandem networks. New methods are needed to permit the analysis of more general network
models. We feel that DEDS may provide the framework that is necessary for this task.

In conclusion, we believe that the study of DEDS will provide a fruitful framework for the study
of integrated voice/data networks. Our study will involve the development of new DEDS techniques,
as well as the application of both new and existing techniques to the modeling and control of such net-
works. We note that although simulation will be used in these studies, the emphasis will be on the
development and application of analytical techniques, including those that may be used in conjunction
with the simulation process to enhance its effectiveness.

12. SUMMARY, CONCLUSIONS, AND FUTURE PLANS

The transport of both voice and data will be an important requirement of many future military
communication networks. In this report we have discussed many of the fundamental issues associated
with the design of such integrated networks, and we have indicated areas that require future--basic
research. This report represents our preliminary assessment of the area of voice/data integration after
a short period of background investigation. Thus many of our conclusions are necessarily tentative at
this point; they should be interpreted as the basis for future research plans, rather than as an assess-
ment of ultimate network designs. In this concluding section, we review the voice/data integration
problem briefly, and we outline our future research plans in this area.

Most studies of voice/data integration have investigated wireline or satellite networks, which are
characterized by contention-free links. In this study we are interested primarily in mobile radio net-
works. The nature of these networks creates a totally new networking environment in which the prob-
lems of voice/data integration have scarcely been addressed. In particular, the broadcast property of
radio networks results in a much greater degree of interaction among network nodes than in wireline
or satellite networks. Also, mobile radio networks are characterized by a dynamic topology, requiring
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the development of network control schemes that are capable of adapting rapidly and robustly to topo-

logical change. Although a variety of such schemes has been developed for data networks, consider-

able work is still needed. When the additional features of integrated networks must be considered, we

see that this area is still in its infancy. Furthermore, when the further complications that arise from

considerations related to operation in a hostile Navy environment are considered (e.g., jamming, plat-

form destruction, security issues, and precedence requirements), it is easily recognized that this is a

critical area in which basic research must be pursued before survivable, robust, and efficient network
designs can be developed.

In this report we have indicated how voice and data traffic impose different and often conflicting

demands on network operation. For example, voice traffic requires nearly real-time delivery, while
data traffic can usually tolerate some delay. Another difference is that voice traffic can tolerate rela-

tively high error rates, while data traffic cannot.

We reviewed the switching methods that can be used in networks. Generally, packet switching is

preferable for bursty data, while circuit switching or virtual circuit switching (actually a form of
packet switching) is generally preferable for voice. Thus a hybrid form of switching that combines

features of both packet and (virtual) circuit switching is often used in integrated networks. Although
such an approach appears reasonable for mobile military networks, it is still too soon to make definite

conclusions on a switching method. A crucial consideration is whether it will be possible to imple-

ment virtual circuit switching in a network with rapidly changing topology. To achieve the required

levels of adaptability and robustness, it may be necessary to develop purely packet-switched

(datagram) schemes. This is an important subject for future research.

Voice/data integration efforts in the commercial sector have concentrated on the development of

the Integrated Services Digital Network (ISDN), a network that will be able to support a wide variety

of digital communication traffic. These studies have emphasized the development of standards for the

ISDN, rather than the development of exact analytical models for such networks. To put our studies

in perspective, we have reviewed some of the major characteristics of the ISDN.

Before addressing methods for actual integration of voice and data, we reviewed speech

interpolation methods that permit more efficient channel use by exploiting the characteristics of speech

traffic. Critical issues include whether or not any form of speech interpolation will be possible with

the low data rate channels used in military applications, and whether or not the buffering of speech
will facilitate speech interpolation.

Research efforts in the literature have concentrated on the movable-boundary method for multi-

plexing data and voice. However, very little has been accomplished in the area of optimization of

such schemes. Furthermore, analysis has generally been limited to the case of a single isolated node

because of the complexity of modeling multihop operation. Thus, even after a decade or so of study,
the area of voice/data integration remains in need of additional basic research. We reviewed some of
the major variations of the movable-boundary scheme and the most significant studies to date. We

then discussed some of the issues associated with networkwide control and channel access in
integrated networks. The extension from a single node to a tandem node configuration results in con-

siderable complication, and few results have been obtained in this area. Virtually nothing has been
accomplished in the area of control of more general network configurations. As a step in this direc-
tion, we have reviewed some of the issues associated with communication under time constraints.
This area is important to voice traffic and to time-critical data traffic.
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A variety of methods have been used to evaluate integrated networks. Except for the simplest of
configurations, the use of approximations or simulation has generally been necessary. In Appendixes
A, B, and C we discuss the formulation of the optimal control of the movable-boundary scheme as a
Markovian decision process problem. This approach has permitted some extension to the case of tan-
dem networks.

However, it is clear that new approaches are needed if we are to make real breakthroughs in the
study of integrated networks. We feel that a promising approach is the use of discrete event dynamic
systems (DEDS) models to characterize network operation. We have reviewed the basic characteris-
tics of DEDS, and we have indicated why we feel that these techniques may provide the framework
that is necessary to model many communication networks and other problems of interest to the Navy.

Future Plans

We are now in the early stages of a basic research study entitled "Modeling Techniques for
DEDS and Voice/Data Integration in Radio Networks." Our plans for the next 5 years are summar-
ized as follows:

In FY89 we will study existing models for DEDS and examine their applicability to problems of
Navy interest, which are not necessarily limited to the voice/data integration problem. After such
preliminary studies, we will identify new directions for basic research in DEDS that reflect Navy
needs and begin research in one or more of the most promising areas. At the same time, we will con-
tinue our study of existing techniques for voice/data integration and methods currently available for
their evaluation and optimization. We will develop preliminary networking models that exploit the
DEDS framework, with emphasis on integrated voice/data radio networks. Alternative approaches for
analysis and control, such as the use of Markovian decision process models, will also be considered,
and their possible relationships to DEDS models will be studied. At this stage of our studies, the
emphasis will be on small and simple networks because of the difficulty of modeling more complex
configurations.

In FY90 we will develop new DEDS techniques to permit evaluation of the networking models
developed in the previous year. We will also develop improved models and control techniques for
integrated networks. The accuracy of the models developed in the previous year for small networks
will be improved. Also, models for larger and more complicated networks will be developed. The
performance of integrated voice/data networks will be evaluated by analysis where possible and by
simulation where necessary. Where simulation is used, the emphasis will be on analytical techniques
that enhance the effectiveness of the simulation, rather than on the development of simulation tech-
niques themselves.

In FY91 we will continue basic research in techniques for the modeling, control, and evaluation
of DEDS. In addition to voice/data integration, we will identify other areas for application of DEDS
techniques, where appropriate. We will continue to develop improved models and control techniques
for voice/data integration in radio networks. Our studies to date will be integrated into a preliminary
system concept for integrated voice/data radio networks that addresses channel access, routing, flow
control, and network organization.

In FY92 we will continue to develop DEDS techniques for use with integrated voice/data radio
networks and other Navy applications. We will also continue to improve integrated voice/data radio
network models and control schemes.
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In FY93 we will develop a system concept for integrated voice/data radio networks that
addresses all aspects of network design. As we complete this study, we plan to transition to a 6.2
task in voice/data integration and possibly other areas that can exploit DEDS models.
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Appendix A

MARKOVAN DECISION PROCESS PROBLEMS
AND A GENERIC OPTIMIZATION APPROACH

A major goal of our studies is the development of control schemes that will provide optimal or
near-optimal performance in integrated networks. We have noted that even the problem of multiplex-
ing at a single node (e.g., using the movable-boundary scheme) has been a rather poorly analyzed
problem. Rigorous analysis is needed to provide a solid framework for integrated networks, which
are usually evaluated by means of approximations or simulation. In this appendix we review a formu-
lation of the voice/data integration problem that is generic in nature and amenable to an optimization
approach. Thus what has been a rather poorly analyzed problem can be subjected to rigorous analysis
on which the ultimate design can be based.

We start from a routing problem first considered by Ephremides et al. (1980). A node with two
outgoing link buffers was considered, and it was shown that a message should simply join the shortest
queue. This model, despite its simplicity, proved to be rather difficult to analyze. It is not important
to repeat the details here. It is sufficient to state that although the result was hardly surprising, a very
intricate argument on the dynamic programming equation (DPE) was needed. Furthermore, some
counterintuitive side results were obtained, including the observation that it was no longer necessary
to require Poisson arrival statistics.

What is important is that this problem formulation is one of many related ones (see Nain and
Ross 1986; Rosberg et al. 1982; Bhattacharya et al. 1987; and Hajek 1984). These formulations are
slightly more complicated, but they share some fundamental characteristics. These characteristics, in
fact, extend beyond the confines of the routing problem into the areas of priority assignment, resource
allocation, and flow control. They are all Markovian decision process (MDP) problems. This appen-
dix describes a fairly general MDP problem that includes the dynamic routing problem as a special
case. In fact, it includes almost all of the queueing control problems that have been studied in connec-
tion with communication network issues. We then outline the solution methodologies that have been
used. These are:

* the derivation of optimality conditions from the DPE that is associated with the corresponding
MDP,

* the use of sample path or stochastic dominance arguments, and

* the reformulation of the MDP as a linear program (LP).

In fact, the last method seems to be quite powerful and possesses distinct advantages not shared by
the other two. It was first used in Walrand (1984), and, more recently, the generality of it was
demonstrated by Viniotis and Ephremides (1987, 1988a,b) and Viniotis (1988) who applied it to the
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analysis and control of the movable-boundary scheme. We must emphasize that the problems are
quite complex, and only modest results can generally be obtained. Typically, these results do not pro-
vide the optimal control; they only characterize the structure of the optimal policy. However, the
knowledge of the structure is often sufficient to permit close approximation of the actual policy by
well-founded heuristics. In this appendix we discuss the application of these techniques to the
voice/data integration problem.

Let us recall briefly what an MDP is (for details see e.g., Lippman 1973, 1975; Ross 1983;
Tijms 1986). We need a state description of the process to be controlled. Let S be its state space.
When in state sES, a set As of admissible control actions is specified. When action aeA, is applied, a
transition from state s to s' occurs that is governed by the probability distribution q(s' s,a), and
which occurs after a random time T that is exponentially distributed with the distribution denoted by
t(T sas'). Clearly, q and t together describe the stochastic dynamics of the problem. Finally, this
transition is accompanied by a cost penalty that we denote by C (T | s, a, s').

We need to specify the notion of a control policy and the optimization criterion. Let us denote
by t , 42, ' the state transitions that occur at instants tj, t2 , . A policy 7r is a sequence of
decision rules l7r,, 7i2 , ' , where Tr, determines the choice of action after the completion of the
(n - I)-st transition. It can be viewed as a conditional distribution on the past history h' of the pro-
cess, which consists of the triplet (sl, al, c]) and the quadruples (Ti, si, a,, ci) for
i = l, - , - n'- 1. If the action rule is nonrandom, we say that the policy is atomic. Finally, if 7r,
depends only on the current state, the policy is called stationary.

The optimization criterion that we generally prefer to consider is the long-run average, expected
cost; namely, if we denote by V(7r, i, t) the expected cost incurred under policy T, with initial state
i, until time t, we consider as the optimization criterion the function

V (7r, i) '_ lim inft,_. V (7 ', ').
t

However, for technical reasons that are well known to optimization specialists, optimality conditions
are easier to establish if we consider, instead, the so-called U-discounted cost, i.e.,

Va'(7r,i) = i e-aV(7r,i,t)dt.
t=0

The latter converges to the former as ae - 1 under a variety of ergodicity-like conditions.

Dynamic Programming

Again for technical reasons that this time have to do with weaknesses of linear programming
theory in infinite dimensions, we consider finite-horizon costs. These are defined in a similar fashion
except that we let time extend only to t, the instant of the nth transition. If we denote the values of
these cost functions by V'(i) and V(i) (and also Vn(i) and V,(i) for the finite-horizon cases) when 7r
is chosen optimally, we are led to the dynamic programming equation (DPE), which assumes here the
form (Bertsekas 1987):
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Va(i) = inf S,[c(i, a, i) + t3(i,a,i )Va(i')] q(i Ia,i)

or

V: + I (i) inf a[c (i, a, i') + fl(i, a, i') V(i')] q (i' a, i),

where

f3(s,a,s') 5 Se aedt(TIjs,a,s')
0

and

c(s,a,s') - S"c(T| s,a,s ')dt(Tj s,a,s')

are the discount factor and cost values per transition, respectively. In operator notation we can write

V:a+l(i) =(TVDWi~

where T represents the DPE map from Vn to V +' ,.

The DPE is fundamentally important in the study of MDPs because the value function V' usu-
ally has convenient properties of convexity, supermodularity, and other forms of monotonicity that
readily lead to sufficient conditions for optimality. The difficulty with the analysis of the DPE is that
the optimality conditions are heavily problem-dependent and often lead to explosively large numbers
of cases to be verified separately. This is especially true for MDPs that arise from queueing models.
For this reason, and because of additional difficulties that arise when the state is on the boundaries, it
became evident that alternative methods of solution were needed.

Note also that the conditions of optimality usually supply only structural properties of the
optimal policy. To determine the optimal policy exactly is a much more difficult task. Often it is
necessary to settle on the related goal of determining the optimal value of the cost, Va(i).* This can
be done by the so-called value-iteration method by which almost any function f, under very general
conditions, converges to V'(i) as the dynamic programming operator acts on it, i.e.,

V'(i) = lim Tnf
n -0

Sample-Path or Stochastic Dominance

One alternative method that has received attention recently, and which has produced successful
results in problems of queueing control (akin to the routing problem), is a probabilistic method called
sample-path or stochastic dominance (Walrand 1984). This method bypasses completely the need to
deal with the value function. Instead it focuses directly on seeking the optimal policy. Let G be the
class of admissible policies. If we suspect that the optimal policy r has a property p and wish to

*With this information, it is possible to determine how close a suboptimal policy, e.g., one obtained by heuristics, comes to the optimal.

61



WIESELTHIER AND EPHREMIDES

prove that it actually does have that property, we can proceed as follows. Let S be a proper subset of
G, to which we know the optimal policy belongs. We consider a subset of policies Sp C S, all ele-
ments of which have the property p. If ir is not in the set Sp, we attempt to construct a policy

-E G - Sp that performs better than 7r. If we succeed, we have established a contradiction, and thus
we must conclude that 7r E Sp. In constructing 7r we often must carefully reorganize the underlying
probability space to align the sample paths properly, so that the comparison of the two policies can be
made for every sample path. This procedure is full of risks, and extreme care is required to avoid
faulty arguments. Note, also, that to apply this method usefully, we must have correctly "guessed"
the properties of the optimal policy. Thus, at best, it is a method of reorganizing our conclusions,
rather than a method that leads us to the right conclusions.

Linear Programming

The third method is the linear programming (LP) method. It was first applied to the study of a
specific queueing control problem by Rosberg et al. (1982), and recently was extended broadly by
Viniotis (1988) for application to the voice/data integration problem. Very plainly, almost any queue-
ing control problem that can be formulated as an MDP (therefore the problem of dynamic routing, as
well) can be converted to an equivalent linear program. The advantages of this conversion are that it
is less dependent on the specific features of the problem than dynamic programming, it leads to a
complete characterization of the solution, and it sometimes leads to successful study of semi-
Markovian decision problems as well. Furthermore, it facilitates the characterization of optimal solu-
tion properties. In Appendix B we demonstrate how MDPs can be converted to equivalent linear pro-
grams under very mild conditions that are usually satisfied by dynamic routing and other queueing
control problems.

A Final Remark

We have discussed three possible approaches to the solution of MDPs. Whether to choose the
dynamic programming approach, stochastic dominance tools, or linear programming, depends on the
specific problem that is being addressed and on the (as yet undeveloped) intuition that we hope to
develop in the course of this study.
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Appendix B

FORMULATION OF THE MDP AS A LINEAR PROGRAM

In Appendix A we note that almost any queueing control problem that can be formulated as an
MDP can be converted to an equivalent linear program (LP). In this appendix we show how this
conversion can be accomplished.

Let us concentrate on an MDP under a finite-horizon, discounted-cost formulation. The reason
that we cannot work directly with infinite horizons is the possibility of so-called duality gaps in linear
programming theory with infinite dimensional variables. We consider a queueing model with state
dynamics given by a general equation of the form

Xk+1 = Xk + 4k+1Zk+l-

Here, Xk (a vector) denotes the state at tk (the instant of the kth transition), (k (a matrix) represents
that transition, and Zk (a vector) represents the control action at that transition. For example, in
Appendix A we mention a simple routing model in which an arriving message joins one of two output
queues at a node. In this case, xk would be a two-element vector whose elements are the two queue
sizes. The transition matrix 4k can represent an arrival or a departure as an increment of the state.
The control z, is conveniently defined to enable (Zk = 1) or disable (Zk = 0) a transition. For exam-
ple, sending an arriving message to the first queue would be represented by the first component of a
two-dimensional vector Zk being equal to 1 and the second component of it being 0. (More generally,
a probabilistic control could be also implemented under which the elements of the vector are the pro-
babilities that the particular queues are chosen.) Typically, Zk would be chosen as a function of the
state, with the goal of optimizing some performance criterion. Indeed, a broad variety of queueing
control problems (in fact, the vast majority of those that have been considered in connection with
communication network problems) can be represented in this manner.

The crucial aspect of this state equation is the linear dependence on the controls. Note also that
the cost function is usually linear in the state (since the usual cost criterion is the expected delay,
which is coupled to the queue sizes, and hence the state, by Little's result*). Consequently, the cost
is linear in the controls. Selecting an optimal policy amounts to minimizing the cost by choosing the
control actions. The minimization is constrained since the state equation must be satisfied, namely,

Xk+I = (Xk + 4kZk) e S.

*Little's result states that the average number of customers in a queueing system is equal to the average arrival rate times the average time a
customer spends in the system (see e.g., Kleinrock 1975).
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To reflect physical constraints, the states must be nonnegative (xk 2 0) and must not exceed the
available buffer size (xk • B). Thus the constraints are also linear in the controls. In short, this is an
outline of the conversion to a linear program.

There are, however, points that require attention. First, the variables in a linear program take
values in a continuum, e.g., ZkE [0,1] or ZkERn. In contrast, in an unconstrained MDP problem the
controls are integer-valued, i.e., zkE[O,ll or (0,1,2, * * * ,N). Second, in the MDP the z,'s are ran-
dom, in general, and depend on the past history.

The first problem is taken care of in one of two ways: by construction, or by use of a property
of the constraint matrix of the linear program called unimodularity. The construction method simply
involves using a (noninteger) z* that solves the problem whose restriction (integer-valued) z satisfies
the MDP optimality conditions. The use of unimodularity involves a theorem that states that if in the
linear program defined by

min c'y subject to Ay < b, y 2 0

(where c' denotes the transpose of a constant column vector) A is totally unimodular (i.e., every sub-
determinant of A is + 1, -1, or 0), then the set of extreme points of the polyhedron Ay C b, y 2 0
(to which, we know, the optimal y must belong) consists of integer-valued vectors. In many queueing
problems of interest, including incidentally the dynamic routing problem, A is indeed totally unimodu-
lar.

The second problem is easily taken care of by thinking of the Zk's as functions from the sample
space Q to the action space. Thus the cost criterion can be written as a functional on the underlying
probability space.

Let Zk(Wk) represent the control action at the kth transition, with wk denoting the random "his-
tory" until the kth transition. We have

Xk+1(CAk+1) = Xk(Ok) + Zk+1(Wk+0)(k+1(Wk+0)-

Let x = ox0,xI, x * ,x , with x0 = x, represent the trajectory of the state. A trajectory is feasible
if Xk(C)k) E S, V k. Let Z be the set of admissible controls, and let Z1 be the subset of Z with integer
valued Zk's. The ,B-discounted, n-step, expected cost under policy z and initial condition x is given by

n-I
Jn (x,z) = Ex O ,k(Zk)

k =O

where

L (zk) = c xk + d'zk

(where c' and d' denote transposed constant column vectors). This is a cost function that is adequately
general. For example, in a pure resource-allocation problem without blocking or rejection of messages
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we have d = 0, whereas in pure blocking problems we take c = 0. The state equation, after repeated
iteration, yields

k

Xk(Wk) = x + , Zj (j) j (j), k > 0.
j=1

Therefore,

n-X k
Jg(x,z) = El x 3k(c'x + c'Ezjtj + d'zkI

k=0 j=1

1 _oAn n k
= 1-S c'x +±ExE/~kICZjtj + d'zk.

k=1 jil
But

EX(Zk) = Z ZkPr(Wk)-

Hence

Jo (x Z) CX + E Yk(Wk)Zk(wk),1 - / k=1 wk

where Yk((Wk) is a known function that depends on p (Ok), C, 4k, and ok. Consequently, the MDP is
equivalent to

n

minm E -Yk((-)k)Zk((I-k)
Zk k = I (ok

subject to

r k 
x + F Zj (Wj) E S.

j=l 

We recognize this last problem to be a classic linear program. Note that the initial condition plays the
role of a parameter, the sensitivity with respect to which can be studied by the well-developed theory
of sensitivity analysis of linear programming.

If we now let

VanO(x) _' min[JOa(x, z); x-S )

be the value function of the integer programming problem and

W2(x) = minfJ](x,z); ieS
zZf
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be the value function of the linear program, we conclude that if the LP admits integer-valued solution,
the two problems coincide and V,(x) is the restriction of WO(x). Thus all properties of W (convexity,
supermodularity, etc.) are inherited by V. In particular, V:(x) is indeed an increasing, convex, super-
modular, piecewise linear function of x.

In conclusion, we see that the MDP is converted to an equivalent LP under very mild conditions
that are usually satisfied by dynamic routing and other queueing control problems.
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Appendix C

MDP MODEL FOR OPTIMIZATION OF
VOICE/DATA INTEGRATION AT A SINGLE NODE

This appendix addresses the problem of the optimization of the movable-boundary scheme at a
single node of an integrated network. We formulate the control problem as a Markovian decision
process (MDP) problem, and we show how linear programming (LP) can be used to obtain the struc-
ture of the optimal policy. Extension of this model to multinode networks is a difficult problem. We
discuss briefly the case of tandem networks for which some results have been obtained. The material
in this appendix is based primarily on the recent work of Viniotis and Ephremides (Viniotis and
Ephremides 1987, 1988a,b; Viniotis 1988).

We assume that a single link of bandwidth C serves voice and data that arrive at the node.* We
use the standard terminology of "voice call" and "data message" to describe these two types of
traffic; we sometimes use the simpler terminology of "call" and "message" since there is no ambi-
guity. The available bandwidth of the link is divided into N units of equal bandwidth CO. CO is the
capacity required to serve a voice call. For simplicity, we assume that CO = 1.

At any time t, t E [0, oo], the link may serve i voice calls, 0 < i < N. which consume a total
of i units of the available bandwidth; the remaining capacity is allocated to data message traffic. In
the present discussion, we assume that the entire bandwidth of N - i frequency slots is allocated to
only one data message. Messages that do not receive immediate service when they arrive are placed
in a buffer, unlike voice calls, which are blocked (lost) if they cannot be serviced immediately.
Flow-control mechanisms are needed to handle the possibility of overflowing a finite buffer. The
assumption of very large (infinite) buffer capacity simplifies the flow-control aspect. In this appendix,
we assume that the buffer capacity is infinite.

Note that the model considered in this appendix is somewhat different from that described in
Section 7. Here we are considering a continuous-time frequency-division multiplexed system. In this
system, each voice call is given a bandwidth allocation, and a single data message is given the

remaining bandwidth. Since the number of calls varies with time, the bandwidth allocated to a mes-
sage is time-varying, and it may actually vary during the transmission of one particular message.

Since it is assumed here that time is continuous, the time-varying rate of service does not result in
gaps between messages as it would in a time-slotted system. Thus, such a model makes the analysis

easier than that for time-division systems, such as those considered in Section 7. We believe that the
optimal controls and resulting performance obtained for the continuous-time case provide a good indi-
cation of the performance of time-division systems as well, although they will not necessarily provide
exactly optimal performance.

*When more than one link is connected to the node, the situation is different; data buffers may or may not be common to all links.
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When calls arrive, they are either given a bandwidth unit immediately or blocked (by choice or
because there is no room for them). The decision to block a call may be dictated by the unavailability
of resources at another node of the call path in the network, or it may be dictated by the need to ser-
vice messages that are incurring long delays at a higher rate of service. When a call is accepted, the
service rate for the message (if one is being served) is instantaneously decreased by one unit of
bandwidth (CO).

We adopt the following assumptions for the statistics of the arrival and service processes. Voice
call arrivals form a Poisson stream of rate Xc. Their corresponding holding times form a sequence of
independent, identically distributed, exponential random variables with rate Itc. Similarly, data mes-
sages are described by the parameters X0, and utm. All processes are statistically independent from
each other.

Under these assumptions, the number of messages in the system (those in queue plus the one in
service) and the number of calls being served, constitute a suitable state description of the system.*

We can now formulate the control problem in more precise terms, by using the theory of
MDPs.

Control Problem Formulation

We wish to control the operation of the link (at transition instants) in the following way. When a
message arrives to find one or more messages already in the system, it is placed in a queue.t When
the arriving message finds no other messages in the queue and if i calls are already in service, it is
immediately given N - i bandwidth units, and service commences. Here we understand that when
i = N, the message is placed in the queue.

When a call arrives to find i = N calls already in service, it is immediately blocked (and lost),
since no bandwidth is available. However, when it finds i < N calls in service, a decision is made
whether to accept it or not. The decision need not be deterministic and might be influenced by the
availability of resources in other nodes of the network. The controller at a given node has to choose
its actions so that a certain performance criterion (to be precisely defined later) is optimized. This is
a dynamic form of the movable-boundary scheme under which the position of the boundary is chosen
based on the instantaneous state of the node and traffic statistics, and possibly on the state at other
nodes in the network as well.

When a data message completes service, another message from the queue (if nonempty) is
immediately forwarded for service. Finally, when a call completes its service, the service rate for the
message being served is instantaneously increased by one unit.

We see from the above considerations that calls are given "priority" over messages in the sense
that the arrival (and acceptance) of a call results in the lowering of the message service rate by one
unit. Also, calls are given priority in the sense that each call that is accepted maintains the use of a

*Clearly, some of these assumptions are not valid in a general multinode network, where the input at a particular node is the output of other
node(s), possibly combined with exogenous new arrivals at the node. Few results are available for any but the simplest configurations, i.e.,
single nodes or simple tandems.
tWhen the queue has finite capacity, overflow may occur. This message is lost and must be retransmitted. Since retransmissions degrade
system performance, overflow has to be included somehow in the system performance measure. When the capacity of the queue is infinite,
as we assume here, buffer overflow cannot occur.
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dedicated unit of bandwidth C0 for its duration and is neither forced to wait nor can it be disrupted by
data traffic. However, the possibility exists that a call will not be accepted so that data can be served
more efficiently; the priority rule is not absolute.

We further assume that there is no interaction from other nodes in the sense that the decisions
made at a particular node are not influenced by decisions at other nodes.

To formulate the optimal control problem as a Markovian decision process problem, we have to
specify four elements:

* the state of the system,

* the controls,

* the (controlled) transitions among the states, and

* the cost functional (i.e., the cost incurred by the controls at each transition).

For any time t E [0, oo], the vector st A (itjt) is a suitable state of the system, which con-
sists of a single node. Here, it denotes the number of calls being served at time t, and jt denotes the
total number of messages at the node (in the buffer and in service) at time t. Then
st E S @ 0 1, -, ,NJ x [0, 1,2, 1, where S is the state space of the system.

Transitions among the states are described by the following operators (that map S into S):

call arrival: Aj(i,j) = (i ED 1,])

message arrival: Am(i,j) = (ij + 1)

call completion: D,(i,j) = (i 9 1,J)

message completion: Dm(i,j) = (ij 0 1)

where we have used the notation 1 E 1 = min[N,I + 11 and 1 0 1 = max{0,l -I.

We exercise control on call arrivals only. (All data messages are accepted and stored in an
infinite buffer.) The decision to block or accept an incoming call need not be deterministic; it may
depend on the history of the system up to t (i.e., state transitions and decisions). In general, the class
of admissible controls is allowed to contain any nonanticipative rules. A policy is just a rule that
prescribes actions at call arrival instants. Let t be such an instant. We denote the probability of reject-
ing an incoming call by zt. The action of blocking a call (with probability 1) thus corresponds to set-
ting z, = 1. In general, we let zt E [0,1]. Thus the action space is At = [0,1] At E [0, oo], such that
t is a call arrival instant.

Under the statistical assumptions adopted before, st is a two-dimensional continuous-time Mar-
kov chain.
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Notice that the transition rate "out" of a state varies from a minimum of X)m + X, to a max-
imum of X)m + Xc + Nmaxtjm,,/c 1. It is useful (when "discretizing" the continuous-time chain) to
consider an imbedded chain for which the total rate out of a state does not depend on the state. Such a
uniform discretization leads to a single discrete-time dynamic programming equation that holds true
for any state, whether on the boundary or not. Properties of the optimal cost function are, therefore,
easier to prove. Moreover, the discount factor (for discounted cost criteria) is constant, independent
of the state. Thus, for "uniformization" purposes (Lippman 1975; Tijms 1986), we conveniently
define the "total event rate" r* as

r = Xc + Xm + Ntm + Ntc.

Notice that r is greater than the maximum rate out of a state. Let x - (ij) be an arbitary state; let
l(A) denote the indicator function of the event A. For each control value z, define the transition prob-
ability functionp( | ,z) by

p(y I x,z) r = (1 - z)XcI(y = Acx)

+ ZXI(y = x)

+ XmI(y = AmX)

+ iycI(y = Dcx)

+ (N - i)ALI(y = DmX)

+ (tmi + (N - i)ltc)I(y = x).

The last term represents the dummy transition rate (i.e., transitions from a state into itself that simply
make the total rate out of a state equal to r).

To complete the description of the MDP, a performance criterion (cost function) should be
specified. Since two different types of users are supported, the cost function must reflect the require-
ments of both. In general, cost criteria reflect performance requirements that are user-oriented or
network-oriented. However, user-oriented requirements must eventually be mapped to network-
oriented performance parameters that are more applicable to the design and operation of the network.

Typically, probability of blocking and average delay are the most useful performance parameters
for voice and data respectively.t The most frequently used criterion has been that of minimizing
delay while keeping probability of blocking below certain thresholds.

*Any rate larger than X. + X, + Nmaxlt,,,cj suffices for unifprmization purposes; this particular choice of r will make the wk's described
earlier identically distributed.
fIn systen ulat use speech interpolation to increase the number of voice users, voice clipping is of primary interest as well, as discussed in
Section 6.
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This criterion leads to constrained MDP problems, a class of problems that have randomized
optimal policies. In other words, when in state x, the policy takes an action a with some probability
p(x,a) that is not necessarily equal to 0 or 1. Such optimal probabilities are difficult to compute,
even in simple optimal control problems. In a study of the movable-boundary scheme, Maglaris and
Schwartz (1982) had to make an oversimplifying assumption to reduce the two-dimensional Markov
chain to a set of two independent chains. Under this simplified model, deterministic policies yield the
optimal solution.

Alternatively, a different criterion can be used, namely that of minimizing the weighted sum of
the two performance parameters-delay, and blocking probability. Such an approach is attractive for
two reasons. First, the control problem is unconstrained, and therefore deterministic policies exist.
Such policies are easier to characterize. Second, the weighting factor a is very similar to a Lagrange
multiplier, and therefore this criterion can serve as an intermediate step for studying the constrained
criterion problem. The cost functional we consider is, therefore,

EW + (x Pb,

where EW is the average delay for data messages and Pb is the probability that a voice call is
blocked.

This criterion yields a continuous-time, infinite-horizon, undiscounted cost functional. How-
ever, it is much simpler to work with a discrete-time, finite-horizon, discounted cost functional* first,
and then obtain the results for the original criterion, by considering appropriate limits.

In summary, our goal is to minimize (by blocking or accepting an arriving call) the weighted
sum of the discounted delay for interactive data and blocking probability for calls. This problem is
formulated as follows.

Let (it,j,) be the system state at time t and (ij) be the state at t = 0. Note that jt is a measure
of delay for data (since delay is directly proportional to the number of equal-size messages in the sys-
tem), and zi is a measure of blocking probability. We therefore let the instantaneous cost be given by
jt + a z1, where ax is a weighting factor. In general 0 < a < co. For a = 0 we have the trivial case
where blocking an incoming call is of negligible importance. At the other extreme, for a = Ao,
blocking an incoming call is of paramount importance. The optimal policy for these limiting cases is
simply always block or always accept, respectively.

Linear Programming Formulation

We now show how the optimization problem can be converted to a linear programming problem
in the spirit of our earlier discussion.

We need to establish some notation and terminology first. We consider here the case in which
the time horizon n is fixed and finite; k denotes the (discrete) time index.

*For discounted cost criteria, the dynamic programming (DPi operator is a contraction mapping; therefore, existence and uniqueness of
solutions to the DP equation are guaranteed. On the other hand, it is not known a priori whether the same is true for undiscounted cost
criteria.
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Definition: A sample path ck is a sequence of events:

Xk= - {X1,2, . , 'k where Cdk EtAc,Am,Dc,Dm. 1 < k c n.

Am, AC DM, and DC are the transition operators corresponding to arrivals and departures of data
messages and voice calls as defined earlier. Recall that uniformization introduces extra transitions.
To be complete, we should allow in the sample path the event Wk = D, where D (i,j) = (i,j); this is
dummy transition for which there are no arrivals and no departures. However, since we have
Wk(Ok) = (0,0), the analysis (cost function expression and total unimodularity of the constraint matrix)
is not affected. For this reason, we will ignore dummy transitions. For any k, let £k denote the set of
all events co

Definition: A transition (k (at time k) is defined as the two-dimensional vector

(1,0) Uk = A,
(0, 1) Uk = Am

WCOOk)= (-1,0) Ok = D, (C1)
(0,-1) Ok = Dm
(0, 0) Wk = D

In other words, Ok denotes the change in state incurred by the kth transition.

Definition: A control policy z - (Z I,z 2 , * zn) is defined as

Ckk 0 Xk Am, D
Zk(W ) E [0, 1] Uk = A, Dc, Dm (C2)

Note that even though the control is allowed to depend on the entire "history" co k it actually
depends only on the most recent state co, i.e., it is Markovian. This is not a restriction, since it is
known that the optimal control is indeed Markovian. *

Definition: A state trajectory x _ (x1 ,x 2 , x * ,xn) is defined as

O= x A (i,j)

Xk(Cok) = Xk_,(.k-I + (1 - Zk(wk)) tk(ck). (C3)

We see from Eq. (C2) that when the transition is a call arrival, we allow zk = 0 or 1, and thus
the transition is possibly disabled. However, when we have Wk * A,, the control Zk should be set to

*In fact, it is the feature that makes us believe that the LP technique might be useful for semi-Markovian problems as well. Problems
arising in integrated networks that use TDMA multiplexing techniques are of that nature.
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0 to allow the transition, since we are assuming that all data messages are accepted and stored in the
buffer; no control action is taken on data messages. The uniformization procedure, however, intro-
duces certain "dummy" departures of calls and messages from states with zero calls or messages.
Such (fictitious) transitions would result in states with negative components, and they should of course
be disabled. Therefore, "fictitious" controls at departures should be introduced.*

The cost incurred by a policy z is denoted as J,(Z,ij). The elements of Ok, xk are denoted as
1', k2, and Xk 1, Xk2. The first element refers to calls; the second one refers to data messages.

Following the procedure described earlier, we may rewrite the cost incurred by z as

JI(ZiJ) = (1 + + an-)j + ,E ( k) Z(Ck), (C4)
k=1 @te

where the coefficients yk(COk) are given by

0 (Ok =D

'Yk(cok) = Pr(co k)(k + . * * + on I')k2("k) Wk = Am, Dm. (C5)
Pr (ck)(1 k + . . . + aln-1)e k A = ,

The above selection of yk(wk) does not incorporate departure controls into the cost; therefore blocking
probability is correctly expressed. The crucial point is that J0 (zij) depends linearly on Zk(,.k). Tak-
ing liberty with notation, let us write Zk(Wk ,z) to denote the dependence of the state on the control.
Since the term (1 + . . - + Of - l)j does not depend on the policy in operation, the optimal policy is
characterized by the following LP problem:

n-1
min F, E -k(CO k)Zk (Ck) (C6)

Z k=I 2ken

under the constraints

O C Zk(CO k) I 1 k = Ac DC ,Dn

Zk (CO) o= 0 k = Am, D (C7)

(a) (nonnegative states)

k

Xk(Wk,Z) = X + S (1 -Zj(co))(jW) 2 0 (C8)
j=1

(b) (bounded number of calls)

k
Xkl(W k,Z) = i + E (1 - zj(w')) ji(ci) • N. (C9)

j=1

*This requires extra caution, since the instantaneous cost includes Zk. The cost of disabling departure should not be included
in the call blocking probability. As we shall see, proper selection of the cost coefficients yk(wk) takes care of this problem.
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The set of constraints, Eqs. (C8) (C9), for 1 < k < n, w kEfk, can be written in compact form
as

AZ c Fb + b0 . (CIO)

The vector b is defined as b _ [i j 1. The matrix F is

10
F = I I

where 0, 1 and - 1 denote strings of all 0, 1, and -1 respectively. Also,

bo = L

The LP formulation of the optimal control problem is now complete; the theory described earlier
can be applied to yield the properties of the optimal cost function.

Structure of the Optimal Policy

Although we are primarily interested in the infinite-horizon, average-cost criterion, we perform
an intermediate step to obtain the structure of the optimal policy for discounted and finite-horizon cri-
teria.

One can show (Viniotis 1988) that the cost function J - n (ij) is a convex and supermodular
function of the state (i, J), and that by taking the limit as n - oc, we have that the infinite-horizon cost
function J(ij) is a convex and supermodular function of the state (ij).

Recall that both Jn(inj) and J(ij) refer to discounted cost criteria.

Let hij(k) _ Jk(l,j). Since the function Jk(, ) is monotone in k and bounded, the limit

hi4 limk- hij(k)

is well defined for any ij. Note that the condition hij > a/IX, implies that blocking is optimal any
time a call arrives to find the system at state (ij).

For each j, define the function

i I - S(j) _ min < i < N: hij > 

In other words, i' is the smallest integer such that (i',j) is a blocking state. Note that (N,j) is a
blocking state for any j. For finite-horizon criteria, the function Sn(j) may be similarly defined.
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Since the optimal cost function is convex in i, we have that

hij > AX - hi + j > Sk 

In other words, state (ij) is also blocking for any i > i' = S(j). It is intuitively apparent that
blocking a call decreases the waiting time portion of the cost for data messages, since they continue
service at a higher rate. If with i calls already being served, it is optimal not to lower the service rate
for messages, it should also be optimal not to lower it when more than i calls are already in the sys-
tem. Intuition also suggests that state (ij + 1) be blocking, since with one more message, the wait-
ing time portion of the cost (which "dictates" blocking at state (ij)) can only become worse. This is
exactly what supermodularity of the cost function suggests, since we have that

hij > Sk - hij +lI > ax

Viniotis and Ephremides (1988a) show that the general form of the solution is a monotone switching
curve, such as that shown in Fig. Cl. The switching curve divides the state space into two regions,
one in which calls are blocked and the other in which they are not. The same form characterizes the
structure of the optimal policy for finite-horizon criteria as well. Of course, in this case the curve
depends on the horizon n, since it is generally nonstationary (but still Markovian). Computations have
shown that the switching curve is a monotone-decreasing function of n, i.e., S, (j) - S, +I (j). How-
ever, this has not been established rigorously.

To summarize, it has been shown that the policy that minimizes the weighted sum of blocking
probability and data delay is a "switching curve" policy.

D N Block a Call

0
0 1 2 3 4 5 6 7 8 9

Messages

Fig. C1 Form of the switching curve for optimization of the
movable-boundary scheme
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Implementation Issues

The switching-curve result just discussed is an existence result; it describes only the structure of
the optimal policy. The exact dependence of the switching curve on model parameters is quite diffi-
cult to obtain in all related queueing-control problems.

Two possible courses of action can be followed for implementation. The first involves approxi-
mating the switching curve with simpler curves (suboptimal controls). The second involves approxi-
mation of the switching curve by using the value-iteration technique of dynamic programnming. From
computational experience, for all the related queueing models in the literature and for a wide range of
model parameters, the value-iteration algorithm usually converges (for discounted costs) to the optimal
policy in less than 50 iterations.

The Tandem Network

Consider a configuration of M nodes in tandem (Fig. C2) where each node in the network relays
the traffic (both voice and data) it has received from the previous (upstream) node, as well as new
traffic (called exogenous traffic) generated at that node. All traffic is to be transmitted "down-
stream" (i.e., to higher numbered nodes). We assume that all traffic exits at the last node (M) of the
network.

Voice Voice Voice

Data Link 1 Link2 Link M

Data Data

Fig. C2 - A tandem communication network for voice and data

Again the control parameter at our disposal is acceptance or blocking of incoming calls at the
various nodes in the network. Decisions are centralized, since we require that the state of the network
be known at all nodes. Note that acceptance of a call at one node implies a real-time commitment of
resources at all downstream nodes. Decentralized controls, which use partial state information, have
not been considered yet and will be an important subject of future research.

It is possible to use a Markovian model that describes the operation of the multiplexed channels.
The differences between this model and the single-node model considered before are substantial.
However, we can still formulate the optimal control problem as an MDP problem. The LP formula-
tion is also valid, and the structure of the optimal policy has again been shown to be of the switching
curve variety (Viniotis 1988).

Data Routing in Integrated Networks

The problem of data routing in integrated networks has received so far no attention in the litera-
ture. One reason is that data routing does not, of course, arise in single-node models. Another reason
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is that even in simple networks (optimal) routing is quite complicated. As a first step toward address-
ing this problem, we consider a configuration of M nodes in parallel; this model provides the designer
with an extra control parameter, namely data routing.*

More specifically, we consider that the network consists of M nodes, each of which receives its
own voice traffic. We have the option of accepting or blocking a call that arrives at node 1, and rout-
ing a message to any one of the M nodes. The controller has to choose blocking and message routing
actions to minimize the usual cost functional of weighted data delay and call blocking probability.

The queueing model for the routing decision is similar to that studied by Ephremides et al.
(1980). The fundamental difference that complicates the present model is that service rate for mes-
sages is no longer constant but rather is a random variable.

Again it is possible to formulate the model for this network, together with the associated optimal
control problem. A linear programming problem conversion can be obtained in a similar fashion, and
the optimal policy can again be shown to have a switching-curve form.
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Appendix D

A VOICE/DATA INTEGRATION SCHEME BASED ON THE 2400 b/s LPC SYSTEM

The movable-boundary scheme (combined with digital speech and data interpolation) is the most
widely used approach for voice/data multiplexing. A totally different approach for the integration of
voice and data has recently been developed by Kang (1985), who demonstrated that a low-rate data
stream can be transmitted interspersed with 2400 b/s linear predictive coded (LPC) speech without
degrading speech quality. This approach is based on the use of a single voice channel, rather than the
multiple-voice-stream multiplexing approaches considered in Section 7, and is meant for the combin-
ing of data and voice from a single source to a single destination, rather than the multiplexing of
voice and data from many users over a single link.

The approach is based on the observation that some of the bits in the 2400 b/s LPC bit-stream
can be dropped without affecting speech quality. These bits could then be replaced by data. Like the
TADI approach discussed in Section 7, normal gaps in speech can be replaced by data.* In addition,
it has been demonstrated that unvoiced speech (consonants) requires fewer bits to encode than voiced
speech (vowels). Four bits of data (which require the transmission of 8 bits when a rate 1/2 Hamming
(8,4) block code is used) can be transmitted per unvoiced frame (of duration 22.5 ms). Approximately
40 to 50% of frames are unvoiced, depending on the particular talker's speaking pattern, and most of
these unvoiced frames can be detected reliably and used for data. This results in a data rate between
71 and 88 b/s.

Kang (1985) estimated that approximately 75 b/s of data can be transmitted during most speech
without loss of speech intelligibility. This low-rate data channel may be used to transmit data that can
supplement the information transmitted by speech, e.g., numbers (which are easily forgotten or
misunderstood when available only by speech) or visual aids such as simple hand-sketched drawings.t
Furthermore, the combined voice/data mode is compatible with other 2400 b/s LPC systems that do
not have this capability.

In this report we emphasize the multiplexing and switching issues that permit the flexible sharing
of nodal and channel resources among a number of voice calls and data messages that may have dif-
ferent sources and destinations. However, approaches such as the one outlined in this appendix are
useful in augmenting the communication capability that can be achieved between a single source-
destination pair, and they may be used in conjunction with the hybrid switching techniques we have
described.
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*Here we are assuming that speech is a continuous one-way stream that is interrupted only by short gaps (a small fraction of a second)
between taLlcspurts.
tKang(1985) provided an example of a simple map showing enemy concentrations that requires 904 bits to describe. Such a figure requires
12 s to transmit at 75 b/s.
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