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THE USE OF BROADBAND SIGNALS
FOR UNDERWATER ACOUSTIC TRANSDUCER CALIBRATION

Introduction

The response of a system to a standard input signal is one of the
earliest methods used to characterize linear systems. Such a concept
was first proposed by George Green in "An Essay on the Application of
Mathematical Analysis to the Theories of Electricity and Magnetism"
presented in 1838; consequently, such responses often are referred to
as Green's functions. Stedman [1] published an expository paper {1968)
on the current widespread use of Green's functions as an analytical
technique for linear systems in several physical disciplines, including
electronic systems, mechanical systems, optical systems, and electro-
static systems. The technique is applicable in any invariant linear
system where causality exists--that is, no output exists without a prior
input.

The most common standard inputs are the unit impulse function and
the unit step function. It is common today to refer to the system's
response to a unit impulse function as the Green's function and to the
system's response to a unit step function as the indicial admittance. A
relatively early text by Goldman [2] published in 1949 gives a good
treatment of the use of Green's functions and the indicial admittance as
analytical tools for electrical tramsients. In this report, the terms
"system impulse response" and "system step-function response” will be
used to avoid possible confusion.

Although both the system impulse response and the system step-
function response describe a linear system, the more commenly used
characterization is the system transfer function. There is an implicit
assumption of a two-port system relationship here; however, the concepts
may be applied in a completely general sense. The system transfer
function (in a Fourier-related sense) is the amplitude and phase re-
sponses of the system to a steady-state sinusoidal input as a function
of the fregquency of the input.

All of the different forms of system characterizations are directly
derivable one from the other. For example, the transfer function is the
Fourier transform of the system impulse response.

A similar type of transfer function is that derived by taking the
Laplace transform of the system impulse response. In many cases, using




this functicon allows the system to be characterized by a pole-zero plot
in the complex domain; however, the primary concern in this report will
be Fourier transform methods and, unless otherwise specified, the system
transfer function will mean the Fourier-related transfer function.

The system transfer functions may also be derived from types of
standard inputs other than the steady-state sinuscidal input; however,
indeterminate values of the transfer function will exist for those
frequencies for which the walue of the Fourier transform of the input is
Zero.

Almost all of the past methods for calibrating underwater acoustic
transducers have involved a direct measurement of the amplitude response
to a steady-state sinusoidal input. There has been little interest in
the phase response. Both "sweep-freguency" and/or "pulsed c-w" methods
have been used, but the sweep rate and pulse length have been such that
the steady-state condition was approximated before measurements were
made. Although the potential usefulness of a broadband signal for
underwater acoustic transducer calibration has long been known, very
little has been done to explore this potential. BAn exception is work by
Osborne and Carter [31 iIn 1946 involving the use of underwater explosions
as calibration sources. One of the problems at that time was the prac-
tical difficulty in deriving the transfer function from the temporal
measurements. In recent years, however, the rapid development of high-
speed digital computers along with fast Fourier transform algorithms has
all but eliminated this difficulty. For example, Hohmann and Louden {4]
have applied this technigue to the calibration of transducers in air.

The authors believe that using broadband signals for acoustic cali-
bration potentially provides a faster method of calibration than the c-w
sweep-frequency procedures now in common use. They alsc believe that
future calibration requirements will include the need for phase response
as well as amplitude responze for transducers. This latter belief is
based on the greatly increasing number of sonar systems that depend on
broadband signals and coherent detection. The use of broadband cali-
bration signals should greatly facilitate the measurement of phase
response.

Theory

form theory, its applicatieons to acoust
problems, and the use of digital and computer technigues in its appli-
cation are described in a number of texts [5-12}. Becausa there are
differences in conventions adopted by various auwthors, some of the more
important definitions and relationships will be stated here. The Fourier

transform of gt} is defined as

GLF) = [ gtye 32 gy, \ (1)

-




consequently, g(t) may be expressed as

gl{t) = J G(£)ed M s, (2)

o]

If g(t) is applied as the input to a linear system with an impulse
response function h(t), the output of that system is given by

@

m{t) = [ hit)g{t -~ T)dT, : (3)

-

or the system output ig given by the convolution of the system impulse

response and the system input., If causality exists and if g(t) is assumed
to be zero for negative t, Eg. (3) becomes

t
m{t) = J h{t)g{t - 1)dr. (4)
0
The Fourier transform of m(t} is given by . ‘
M(f) =W(£)G(f), (5)

where W(f) is the complex transfer function of the system and is also
the Fourier transform of the system impulse response. In Fourier trans-
form theory, the multiplication process in the frequency domain is
equivalent to convolution in the time domain and, conversely, convolu-
tion in the frequency domain is equivalent to multiplication in the time
demain. If two linear systems are cascaded so that the output of the
first serves as the input to the second, the output of the second is
response functions. On the other hand, the Fourier transform of the
output is the product of the Fourier transform of the input and the two
system complex transfer functions. For this reason, it is generally
more desirable to work in the frequency domain when cascading of linear
systems is involved.

Another useful concept is the autocorrelation function of d signal,
which is defined (in a temporal sense)} as

LT
Lim 1 :
¢ll(r) = e gl(t)gl(t - 1)dt. (6)
T . .

-Lm
The power spectral density of gl(t) is defined as

. G, (E)G_ *(F)
P (f) = Lim _.':L.._._..i..._ .
11 To0 7 f

o~
=
S




where G *(f} is the complex conijugate of G {f}. The autocorrelation

Fnhr‘i‘ﬂﬁn nnﬁ thao nowar cnnrvf'rn'l Rnne'a +‘17 ara Fourier +trancfo madwe
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the Wiener-Khintchine theorem. Iin an analogous manney, the cross-
correlation function of glﬁt} and gz{t} is defined as

LT
Lim 1
91207} = Lo ;- g, (Bl g, {t - Tiat, (8)
4T
and the cross—-power spectral density of glﬁt} and gz{t} is defined as
*
P._{f) = Lim flififgmifi 9
12 Tooo o )

Again, by the Wiener-¥hintchine theorem, the cross-correlation
function and the cross-power spectral density function are Fourier
transform pairs., Note that although the autocorrelation function must
be an even-valued function, this is not true for the cross-correlation
function. Likewise, the power spectral density function must be real
and positive for all values of £, but the cross-power spectral density
function may be complex.

Before applying these relationships to undevrwater acoustic transducer
calibration, the reader is referred to Bobber [13] for an excellent treat-
ment of acoustic calibration methods and techniques. Two methods of
calibration will be discussed. The first method is comparison calibration
in which the response of an unknown transducer is obtained by comparing

T ks bleod A; = ﬂ:l"l qu:a-l—nﬂ akEandard MTha et el +ha warsdmeeod by sl 3o
it +o that u La S Duriaas e i08 S800nG 15 ThL YefliprGoilty Taii-=

bration method, which is an absolute calibration procedure. Figure 1 is
a block diagram of a typical underwater acoustic transducer calibration
set-up where broadband calibration signals might be used, The signal
generator produces a broadband standard signal that provides an input

to the power amplifier, which drives a projector. The projector S, in
response to a driving current i(t), generates a sound pressure at the
hydrophone that produces the output el(t). With capital letters used

to denote Fourier transforms of the time functions and assuming a noige-
free unbounded linear condition, el(t) may be expressed in the frequency

domain as

Elif} = Iltf)s(f)Ml(f), (10}

Signat Power Frojector ) } ) Hydraphane . .
senerator aplifier fan | 3 # Fig. 1. Typical arxrangement

! e,iti  for underwater acoustic trans-
I

i ] ducer calibration.
Current _1__~—._4—w—- Procasssr
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where S(f) and Ml(f) represent, respectively, the transmitting current

response of the projector and the i
sensitivity of the hydrophone. If the complex free-field voltage sen-
sitivity (receiving response) of Ml is known, then a comparison calibra-

tion may be achieved for an unknown hydrophone M2 by first performing

the experiment with the known hydrophone M. and calculating the Fourier

1
transforms of il(t) and el(t). The exact same experiment then is

repeated with hydrophone M. replaced by the unknown hydrophone M_, and

1 2
the Fourier transforms of ez(t) and iz(t} are computed. The Fourier

transform of ez(t) is given by

Ez(f} = szf)S(fJMz(f). (11)
The complex receiving response of M2 then is obtained by combining
Egs. (10} and (11) to give
E2(f) Il(f)
Mz(f) = Ml(f) —_— (12)

Iz{f) El(f)

If only the amplitude response of M. is known, then the amplitude

1

response of M_ is given by

2
E.(f)| |I,(£)
Im eyl = v renv | l 2 l ,Ll l PRI
|1.12\4.1| 1111\1.} i)

'le(f)] ERCI

Equations (12} and (13) will provide calibration results for all
frequencies except where Ilth, szf), or S{f) goes to zero. There is

an implicit assumption that the projector S is linear; however, the
effect of a nonlinear projector may be largely overcome by insuring that
il(t) and iz(tJ are the same. Equation (12) then becomes

E2(f)
Mz(f) = M. (£) . {14)

1
El(f)

An equivalent approach to achieve the same results is the use of the
crogs-correlation function. 1In this case, with the known (or standard)
hydrophone M1 in the experiment, an estimate of the cross-correlation

function of i1(t) and e, (t) is calculated by

T
1

Fl)(T) = — il(t)el(t - T1)dt. _(15)

le

¢

H




An estimate of the cross-power spectral density of ilit) and e}{t}

then is obtained by taking the Fourier transform of the cross-correlation
function to give

I (E}E_*(f) I ()L *(£)s*{f1M *{f)
Ts£¢(1)£123 . 1 1 -1 i 1 (16)

. .
Tie
T T

If this procedure is repeated with the unknown hydrophone Mz in the

experiment, then

I (EJE_* () I ()1 *(D)s*{£)M *(f}
F.T.E¢£§){T}] . 2 2 =2 Z. 2 (17}
T T
iz obtained. Combining Bgs. (16} and (17} gives
1, ® (% rorlo2 (0]
Mz*(f) = Ml*(f) 3 1 . {18}
18y | por.le,”" ()]
“Z ie
If il(t) and iztt} are the same in both experiments, then
2
ror.ol2 (1]
M*(£) = M_*(f) > . {19}
2 1
Pornh) @]

This cross—correlation function is likely to be more useful when the
broadband calibration signal is a continucus one, such

noise; the first approach is likely to be more useful with broadband
transient signals.

sk ac nostidorandoam
@S pPESeudorI anon

The previous paragraphs have dealt exclusively with comparison-type
calibrations for which a standard hydrophone was available. The pro-
cedures also concerned only the measurement of hydrophone free-field
voltage sensitivity, given the calibrated standard, It should be
obviocus that measurement of the transmitting response of a linear pro-
jector, given the same standard hydrophone, is even simpler, requiring
only a single experiment.

Bobber [13] describes several methods of absalute calibration, the
most important of which is the reciprocity method. The experimental
procedures are exactly the same as those described in the previous para-
graphs, except that a transducer known to obey the reciprocity principle
must be available and the experiments must be conducted three different
times in identical manners--once as in Pig. 1 with the projector S and
the hydrophone M; a second time with the reciprocal transducer R uged in
place of the proiector; and a third time with the reciprocal transducer
used in place of the hydrophone. Taking the Fourier transforms of the
driving currents and the output voltages yields the following eguations:




(S5-M) : E () Ism(f)S(f)M(f);

MS
{R~M) : EMR(f) = IRM(f)RT(f)M(f), (20)
(5-R) : ERS(f) = ISR(f)S(f)RR(f):

where Rt(f) is the transmitting current response of the reciprocal
transducer and RR(f) is the free-field (open-circuit) voltage sensi-

tivity of the reciprocal transducer. Now, the reciprocity parameter is
AdAafinad as

e aliT RS

RR{f)

RT(f)

Combining Egs. {20) and (21) produces an absolute calibration for
all of the acoustic devices. For example, the free-field voltage sensi-
tivity of the hydrophone is given by

J(f) = (21)

rEMR(f)EMS(f)ISR(f) K _
M(f) = JE] . (22)
IRM(f)ISM(f)ERs(f)

If i__(t) = i {(t), then Eg. (22} becomes
SR SM i} *
E__(f)E . (f)

y
Mie) = B ¥ s, (23)
\IRM(f)ERS(f)

’

which is equivalent to Bobber's [13] Eg. (2,17).

The reciprocity parameter is discussed extensively by Bobber [13],
Bobber also discusses [14]1 the development of a generalized reciprocity
parameter. Past underwater acoustic transducer calibrations have dealt
only with amplitude functions (in almost all cases); therefore, the
reciprocity parameter usually has been treated as a real function. If
complex responses are required in an acoustic calibration, a complex
reciprocity parameter is needed. Beranek [15] has derived such a complex
spherical reciprocity parameter for spherical waves where complete
spherical symmetry exists. The same parameter is derived in a slightly
different form in Appendix A. Using this derivation, Eq. (23) becomes

( e . - v
My = |3 {(£)E__(£f) ej2wf/c

Evr T Eyg
Ty (B (E) £

: (24)

when the transducers are separated by 1 m during the measurementg

LAt gLy a -——a e Lo {43

If the method of processing is to be that involving the cross-
correlation functions of transducer driving currents and transducer




response voltages, then Eg. (20} for the three experiments becomes

P.1. Lo, (1] = 148 | Ps* (eymr (5,

i

P fog, (0] = |1, 6 Prr (0 (5), “ (25)

If

F.T.[¢SR(r)] iISR{f}lzs*(f}RR*(f),

where the first subscript indicates the transducer used as the projector
and the second subscript indicates the one used as the receiver, Com-
bining Eg. (25} with Eg. (21) and assuming that ISM(f) = ISRFf) gives

]
) (F.T,£¢RM{T}]-F,T.[¢SM(T)} 1
= J ,
The advantage of this processing method is in the use of continuous
broadband calibration signals where truncation methods (to be described
later) can be used to digcriminate against multipath arrivals at the
receiver.

M* ¢

£ Jhk{F)
<7 2Ly

l F.T.[¢SR(T}1' !IRM(f) iz

Noise Analysis and Discrimination

The theory discussed in the previous section has dealt with acoustic

transducer calibration under r*nnﬁ';-&-lr\nc that area hicghly 1dealinad hoe
cransd COonGLrtTIOY &L are nIgnIy IQeqLiizeq DY

assuming the existence of a free field, absolute accuracy in measure-
ments, and no contaminating noise sources.

The absence of free~field conditions may be compensated in two ways:
{l) uy :{eeplng the btij:id:_dt...i.un between pLUJl::(..Lur_ and hyérephene small
{consistent with near-field constraints) during calibration measurements
so that the levels of multipath signals are small in comparison with the
level of the direct signal, and {2) by truncation of the signal in the
time domain., The first of thegse procedures is common to all calibration
methods; the second applies only to broadband signals. In the case of a
broadband transient signal, the truncation occurs directly in the time
domain with the signal designed as nearly as possible to insure that
effects due to the direct arrival have diminished to zero before the
first multipath signal arrives. In the case of broadband continuous
noise, the truncation occurs on the correlation function that is calcu-
lated. BAgain the signal design should be such that the correlations due
to direct and multipath signals are resolvable. Truncation of the sig-

nals in thisc mannor will have an effect on the .ﬁhgv:nr&-nv r\'F +ha nniacn
LA e b - ik d A w LA L AL LN Lld W E ey R e e Y R FEd !—p&l':s e LA L LA, A u‘c T e P

and on the ability to achieve absclute accuracy in the measurements.
This effect will be discussged briefly in subsequent paragraphs.

Absolute accuracy in acoustic measurements never is completeiy

P B Y e

hievable, partly because of the lack of exact calibrations of the




measuring instruments, but mostly because of contaminating noise that
introduces errors in the measurements. Noise in the measuring system
comes from various sources, the most notable being the ambient noise
that exists in the calibration enclosure. Another source of noise is
the electronic measuring system itself. Also of importance is noise
induced in the system by the kind of processing being used, particularly
for digital systems, which contain sampling noise due to discrete sam-
ples in time. There is also gquantization noise due to discrete quanti-
zation levels, as well as errors introduced by such things as signal
truncation and finite sample sizes. In the calibration methods described
in this report, extreme care must be given to each source of error,
because often what appears to be a small error can be magnified many '
times in the final result.

In most measurement problems, it is appropriate to start with an

nalysis of the largest source of error and determine how best to treat

t before moving to the next most important source. In the underwater
acoustic calibration problem, this source is the ambient noise in the
calibration enclosure. The output voltage of the hydrophone in Fig. 1
would be

o — ’ .
el(t) = el(t) + ml(t), (27)

where el(t) is the output that is generated by the acoustic field pro-

duced by the projector, ml(t) is the output due to the ambient noise
——— .
field, and el(t) is the measured output of the hydrophone.

One rather obvious way to discriminate against this kind of noise is
to use signal averaging; that is, repeat the calibration experiment many
times in a manner such that signals will add coherently while the noise
adds incoherently. If the signals are all completely coherent and the
noise samples are independent, the gain in signal-to-noise ratio (ex-
pressed in decibels} is 10 log n, where n is the number of experimental
outputs used in the average. It should be clear that a price is paid in
terms of time required for the total calibraticon in this kind of noise
discrimination. For example, 100 experiments will give a signal-to-
noise improvement of 20 dB, but an additional 100 experiments will be
required for a further improvement to 23 dB; that is, an improvement of
3 dB requires a doubling of time required for the total calibration.

This kind of signal averaging is also generally effective against
types of noise other than the ambient noise field in the calibration
enclosure. For example, it will be effective against electronic noise
associated with the preamplifier for the hydrophone and against electri~
cal noise assocliated with inadequate grounding or actual electrical
response of the hydrophone to electrical signals in the water., Signal
averaging will be effective also against quantizing noise associated

with digitizing el(t), provided that rounding of the average is not used

and that the sampling is not synchronous with the signal. For instance,

9

e



if 100 samples of data are taken and digitized with a I-mV quantization

TQ\'fn'} +'}-w:; n‘F‘Fnﬂ‘i-}'I’a miandd oadkd an ’[nt!a'l ‘11 %'hn11-i- rraimA T Frw s averagad
LSVa4L JUanTizacion 105 rounoing oy g avy Sadijoa

51gnal would be 0.0l mV. Actually the guantization noise is completely
dependent on the final effective quantization level, which uswally can be
controlled so that it presents no measursment problem.

Signal averaging will not be effective against signal-induced neise
such as multipath interference or electrical crosstalk in the system.
Neither will it be effective against bias-type measurement errors.

For a more detailed analysis of the effect of random (or incoherent}

rnAion concidear thse result of 100 sgmerimento 171 whirh +tha dats hauﬁ
nolsge, Sonsl Xperaments i waicno

been digitized and signal averaging has been applied. Antialiasing
filters are assumed to have been used prior to the digitizing teo elimi-
nate any aliasing effects. The results may be written as

——
elikﬁt) = eI(kAt) + mltkﬁt}, {28)
. A
where k is the number of samples, 1/At is the sampling rate used, eiikﬁt}

- . ] . I} /\
is the digitized and averaged output, el(kAt} is that part of el(kﬂtl due
to the acoustic field produced by the projector, and ml(kﬂt) is that part

——
of el{kAt) produced by a combination of ambient noise, electrenic noise,

and quantization noise. It is desired that the power spectral density of
the output be estimated by taking the discrete Fourier transform (DFT}

et ——

of é;{kAQS. For processing efficiency, it is desirable that the number

of samples k be equal to 2n so that one of the standard fast Fourier
transform (FFT) algorithms can be used to generate the DFT. The BPFT can
be thought of as a digital analog of the Fourier series expansion of a
function, therefore any particular Fourier component may be written as

u cos (wgt + B8} = A cos &gt + x cos(wﬁt + ¢}, {29)
where u is the measured value of the amplitude of the Fourier component,
A is the amplitude of the Fourier component due to the signal, ® is the
amplitude of the Fourier component due to the noise, and ¢ is the phase
difference between the Fourier components due to the signal and the noise.
Because the original signal and noise are independent variables, ¢ will
be a random variable with a uniform distribution. The noise may be
assumed to have a Gaussian distribution, particularly after the averaging
(where the average tends toward a Gaussian distribution because of the
Central Limit Theorem). The conditional distribution density of u, given
A. then can he sexnressed by the Rician 9] distribution denqltv

LB Ry 8 )7 Izl

plulay = (w/o?) {expi-u® + 2%y /20 3}1 (wasaly, {30}
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where u is the measured value of the amplitude of the Fourier component,
. 2,
A is the amplitude of the Fourier component due to the signal, ¢~ is the
2, .
variance of the noise variable (after averaging), and IO(uA/U ) is the
' 2
modified Bessel function of zero order with the argument ua/c . An
integral expression [15] for the modified Bessel function of zero order
is given by

™
1,(z) = (/m J oZ €08 8 44, ' (31)
0

so that Egq. (30) may be rewritten as

(u/dz){exp[-(u2 + Az)/202]}fl/w) exp[(uA/oz)cos 6lde

p(ulA)

(u/02) {expl-(u> + A2) /2021 H1/m) | expl(ud/o?) (1 - 2 sin-%6)]de

Ot QY=

L

(/0% fexp-(u - 22/2021}(2/m) | expl(-20a/5%) sin2p1ds.  (32)
) .
0

Equation (32} is a somewhat better expression for generating the disktri-
bution density function by numerical integration. It also can be used
to show how the distribution approaches a Rayleigh distribution as A

approaches zero and how it approaches a Gaussian distribution as A becomes
large in comparison with o.

For calculation, it is desirable to express both u and A in units of
o {(that is, let o = 1) so that Egq. (32) becomes

I
2 .2
p(ula) = ulexpl-%(u - a) “1}(2/m) J exp(-2uA sin“¢)d¢. (33)
0 i
This distribution density is plotted in Fig. 2 for the values A = 1,3,5.

The cumulative form of the Rician distribution density is useful for
the noise analysis of this report. It is obtained by taking the integral

nf Bo {29 . +hod 1«
WL LD e LR wlith v Loy
x N
- plu<x|n) = f p(u|a)du. : (34)
0

This distribution is plotted in Fig. 3 for ¢ = 1 and for A = 1,3,5,
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Fig. 2. Exampies of

Rician distribution den-
! sity for ¢ = 1, as cal~

0.2}~ culated from Eq. {(33}.

Conditional probability density of u given A, p(u[4)
T

The usefulness of the distribution shown in Fig. 3 isg in determining
the exrors introduced by the noise in the measurement of the amplitude
of the Fourier transform of a given signal, particularly where the trans-
form is generated on a point-by-point basis. With a known value A of

the Fourier component of the signal and with a known statistic 02 of the
noise, the cumulative distribution of the measured value of the ampli-
tude of a single Fourier component is given by Fig. 3; that is, if the
experiment were repeated an infinite number of times, the cumulative

distributien of the measured value u, given A ang 62, would be that
shown by Fig. 3. For example, from Fig. 3 for A = 5 {or +14 dB above
the noise level), the probability of a measured value of u being less
than 3.75 {(-2.5 dB re A} is 0.085. Likewise, the probability of a
measured value of u being greater than 6.67 {(+2.5 dB re A} is 0.057,
Therefore, the probability of an absolute error in a single measurement
of u being greater than 2.5 dB is 0,142. For measured values of u for

1z
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Fig. 3. cCumulative form
of Rician distribution
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different frequency points in a given spectrum (for A = +14 dB above the
noise) where the errors for the different points are independent, an
error of 2.5 dB or greater will occur on the average of 1 in 7 points.
This fact illustrates the need@ for smoothing the amplitude spectra before
using them in the calibration calculation. The type of smoothing re-
quired should not be confused with conventional smcothing such as Hann,
Hamming, or Parzen windows. Although these smoothing methods may be
useful, they are primarily aimed at giving a best estimate of spectra
based on limited discrete samples of the original time series. They do

not take into consideration the fact that undesired noise may be con-
taminating the original time series,
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Information on the type of spectral smoothing that will be desirable
in underwater acoustic transducer calibration procedures has not yet been
developed. Possibilities exist for segmenting the raw spectrum and doing
a least-squares fit to a guadratic or cubic for each segment with a
matching of end points. Consideration should be given also to individual
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smoothing of the real and imaginary parts of the spectrum before they
are combined to give the amplitude spectrum. The problem of spectrum
smoothing will be one important phase of future work,

Also of importance in the noise analysis iz the cumulative distyi-
bution of the guotient of two Rician variables. This distribution
becomes important because of the need to take the guotient of measured
spectral densities in the underwater acoustic calibration procedure.
The distribution of a single point in the resultant spectral curve is
given by the guctient of two Rician variablies and can be expressed in a

cumulative form as the conditional probakility of “lf" < x, given ui.
Ag, 01, and 02. For a given value of uz, the probability of ul[uz_being
less than x is gimply the probability of ul being less than xu, . If the
errors associated with the measurements of ulrand az are independent, the

desired cumulative distribution may be calculated by simply integrating
“the product of the probability density of u, and the probability of oy

being less than xu2 over all values of uz. This cumulative distribution

of the quotient is expressed in integral form by

00
p(u-/u,<xiA_;A,;cﬂ;c,] = { p(u,f A_ U yplu, <xu fA 10. }du
AR S i L J 22 i 2
0
o xu,
-{g'a F{A a 35)
= J D uz[ 2,62}l J pla_ | 17 Ul} ulJ (
O o

where p(uiEAi;oi) is given by Eg. {(32}. This cumuiative distribution is
plotted in Fig., 4 for values of G, =0, = 0 4B and Al = AZ = 10 48,
‘15 4B, 20 dB, and 30 dB. The decibel scale has been used in the plots

to facilitate analyses of errors. For example, for Al = Az = 20 4\,

ﬁl = 62 = u CIIS the PIODaDl.Ll'EY that the error in the measured valus of

ul,/u2 will be greater than 1.6 4B is 0.2. BAlso, the probability of the
error in ul/u2 {for A, =h, =30 dB} being greater than 0.5 @B is 0.2.
This fact further illustrates the need for smoothing either in the spec~
tral estimates or in the generation of the final calibration curves, or
bhaoth.

In addition to the Rician distribution, another distribution of
general interest in calibration problems is the probability of A, given
the measured value of u and the noise statistics. This distribotion is
of particular value in parameter estimation and the establishment of
confidence limits for relatively small 51gnal -to-noise raticos. & dexri-

1 rohold 194 damadier Fanmabioan rafs e Ai£iad
vation of this PYOOasiiicy uenait.y function, referred to as a modified
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Rician distribution, is given in Appendix B. A derivation of the dis-
tribution of A /A_, given u, and u, and the two noise statistics, is also
b FA L L

given in Appendix B.

Further discussion of noise analysis will occur in subsequent sec-
tions as appropriate.
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Broadband Calibration Waveforms

There are two different forms of useful broadband calibration wave-
forms. One is a transient-type signal with a limited time duration.
The second is a continuous deterministic broadband waveform, such as a
pseudorandom waveform. Both waveforms have the same theoretical poten-
tial; however, each type has possible practical advantages. The practi-
cal advantages of the transient waveform are (1) the ability to recog-
nize multipath interference directly from the temporal response without
the use of correlation or transform methods, and (2) the possible use of
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high-power transient sources such as explosive charges, air guns, and
The practical advantage of the

spark discharges as calibration signals.
pseudorandom signal is the continuous transmission, which will allow a

higher average power than conventional sources do and will provide
It is believed that the information rate

better signal-to-noise ratios.
achievable with a pseudorandum source may he as much as an order of
Also,

magnitude higher than that achievable with a transient source.
the two-state condition normally associated with pseudorandom sequences

can alleviate problems with power amplifiers, since the projector can be
driven by an appropriate switching configuration.
With transient waveforms, it is essential that the generated tran-

sient have a broad bandwidth and be practical from the standpoint of
Although the impulse Ffunction has

signal generation and repeatability.
a desirable spectrum, it has been ruled out because of practical rea-

gons. The two transient waveforms that have been investigated are a
synchronous one-cycle pulse of a sinusoidal wave and a step function
waveform. The spectrum of a step function has the well-known 1/f spec-
trum and is considered as a most appropriate calibration waveform. The
energy spectrum of a synchronous one-cycle pulse of a sinusoidal wave is

given by
sin w(f/fo)
{36}

E(f) = | >
wfe[l - {f/fa) }
Alsc shown plotted

The shape of the energy spectrum is shown in Fig. 5.
on the same figure is the curve for a &-dB/octave boost applied to the
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Fig. 5. Energy spectral density, one cycle of sine wave at

frequency fﬁ'
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spectrum of Egq. (36). In both cases, the spectra have been no;malized
to a zero-decibel level for the maximum spectral density. A universal
curve is shown with the spectral density plotted as a function of f/f0

with fo is the frequency associated with the one-cycle sinusoid. The

spectrum with the 6-dB/octave boost is included because it is felt that
. ha wabo

this may be more indicative of the actual energy spectrum in the water.

Note the zeroes that occur for f/f0 =0, 2, 3, etc. From the spectrum

with the 6-dB/octave boost, considering only the portion between the‘
first two zeroes, it is apparent that the useable frequency range will
cover about 3 octaves.

One of the advantages stated for the transient waveform is the
ability that it provides for recognizing multipath interference directly
from the total system's temporal response. To realize this advantage,

+ha gse due to the direct :x-v--v--n"::'l must he ncnnn+1n11tf zaro when i-‘h
s-u.';“- L‘:Qrvllﬂ\: A A ek e ik e vl § i Rt wf SPAL WAL

first multipath signal arrives. Then, theoretlcally, the response may

be truncated so as to retain only the signal due to the direct arrival.

If the signal due to the direct arrival has truly gone to zero before
truncation, the truncation will, of course, have no effect on the energy
spectral density of the signal transform; however, there will be an

effect on the contaminating noise. This result should be somewhat advan-
tageous in that the total noise energy contribution in the transform will
be decreased by the truncation, with expected signal-~to-noise improvements.
The energy spectral éen51tv of the truncated noise is given by

o9

sin m(f - f')T]z

T
E{(f) =T P _(f") atg*. (37)
N n T(E - £7)7T

—_C

Equation (37) is derived by taking the convolution of. the ncise power
spectral density and the Fourier transform of the autocorrelation func~-
tion of the square truncating waveform. It ghould be clear from Eq. (37)

=i o :nT'l-'l'\n'nnh +hoa FAatal mAatTos mararernr 1o Ao oo A :
id - LLoUgNn wie toTads uu.a.nc cucl.\_-py J.D ut:L-J.'::a.acu a.n..-..u:.u;.ug to l.Il.(:.‘ ELU.H-

cation width T, a discrete term in the noise spectra will tend to be
smeared in the truncated spectrum because of the (sin x)/x convolution
term. This fact is egually true for a d-c term in the noise where the
amplitude spectra due to the d-c term will take the form

’ P : sin wfT
E (fll = TE,|———, (38)
dc 0 T

where T is the truncation width and EO is the amplitude of the d-c com-

ponent. Because the medium will not support a d-c term, it is clear that
this d-c term should be removed before taking the Fourier transform. It
can be removed by integrating over the truncated region of the response,

averaging, and subtracting this average from each of the sampled values
in the truncated region.
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If part of the signal is eliminated in the truncation process, con-
ceivably serious errors could occur in the estimation of the snergy

waate Al

spectra, which would result in calibration errors, particularly if the
effects are different in the standard being used and the unknown.

Another type of transient that has been considered is the step func-
tion. If the projector of Fig. 1 is connected through a switch to a
battery, closing the switch will provide a step function of voltage to
the projector. Opening the switch after the projector has stabilized
will provide a negative step function of current, This waveform will
not have the zeroces in the spectrum as produced by the single cycle of
the sinusoidal wawve; however, it could have zeroces in the spectrum pro-
duced by zerces in the system response.

]

Disadvantages of transient inputs are the high ratio of peak-teo-
average signal and the small duty cycle normally imposed by the reguire-
ment that the system be allowed to stabilize completely before the next
transient is applied. These properties can result in a serious dynamic
range problem for the transient-~type signal. This situation can be
improved considerably by using a continuous pseudorandom waveform as the
, the peak-to-average signal will approximats
that normally associated with a Gaussian waveform. Second, the duty
cycle will be 100 percent. The waveform is deterministic and repeat-
able, so signal averaging can be used to discriminate against certain
types of noige. Stabilization time does not pose a serious problem, As
a matter of fact, the pseudorandom signal may be thought of as the
pgeudorandom combination of harmonically related sinusoids with a fune
damental freguency equal to the inverse of the period of the pseudo-
random sequence, where the phases of the sinusoids in the combkbirnation
are such as to avoid extreme peaks. Some properities of pscudcrandon
sequences are described in Appendix €. From Appendix C, the power
spectral density of the pseudorandom saguence is

ralihration ocional Ty ek
CELipYatlion signas. 2A¥XsT

P(£f) = pli{sin 7fp) /mfp]?, (39}

where p is the period of the shift pulsge, or (Zn - 1)p ig the pericd of
the seqguence. It is seen from Eq. (39} that by keeping f small so that
fp < 0.442, the higher fregquency components of the seguence are down
only 3 48 from the maximum value. This means that all of the harmoni-
cally related sinusoids mentioned above are of approximately the same
amplitude. The calibration processing, where multipath discrimination
is not required, is exactly equivalent to that for the transient wave-
form. Where discrimination against multipath signals is desired, gen-
eration of either the autocorrelation functions of the receiver ocutputs
or the cross-correlation functions of the system inputs and outputs is
reqguired. Truncation then is performed in the transform domain, provided
that correlations due to direct and indirect signals are resolvable.
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Description of Cxperiments

To gain insight into the problems involved in adapting the theories
of broadband signals to practical underwater sound transducer calibration
measurements, simplified comparison~type experiments have been performed
at the NRL-USRD ILeesbhurg open-water calibration facility. Basic interest
in these first experiments was to determine something about the accuracy
that could be cbtained under well-controlled conditions and to better
define associated problems. Such problems as hydrophone resonances,
reflection interference, and ambient noise were minimized by the choice
of acoustical instrumentation, frequencies, and rigging configuration.

On the other hand, the frequency range 10 Hz to 1 kHz chosen for the
experiments is in the range where reflection and noige problems usually
predominate in open-water sites. In addition, considerable 60-Hz power
line interference also was present in some of the output signals. Thus,
these results cannot be interpreted in any way as having been obtained
under idealized conditions.

The Leesburg Facility is located on a natural spring somewhat atypi-
cal of those found through Florida in that it is bowl-shaped rather than
funnel-shaped. The spring is roughly elliptical, with major and minor

marmce AF BN amA AN - drraler mh - TAAtanT T ~AF +laa ~ovrd ey —
das UL JW Al sy ul, J.C:nt-n:\.'\.a.vc.l-‘y- e siaewails O Tie LAV ALY are Ccom

posed of dolomite-type rock mixed with compacted organic material. The
sides fall sharply to a mean depth of approximately 45 m. The well of
the facility is located such that the hydrophone can be rigged roughly -
in the center of the cavity volume. BAn omnidirectional sound source was
rigged at the same depth on the major axis at the distance 1 m from the
hydrophone. This rigging configuration minimizes reflection problems,
because reflections arriving at the hydrophone from walls of the cavity
and the ajir-to-water interface tend to cancel each other. For the

arrangement used, the travel tima for these vyeflectrions ig ghout 2
arrangoment uwsed, eSS YeIileCLlionNE 15 ablut o

>

mey
ALK

In addition to multipath interference, ambient noise of the site as
well as the noise of the associated electronics further degrade the
signal. Figure 6 shows a typical noise profile of ambient water noise
associated with the site. At 20 Hz, this noise level corresponds to a
voltage level of approximately -85 4B re 1 V at the output of the re-
ceiving system that was used, which is well below noise levels generally
contributed by the electronics.

The hvdrnnhnnpq uged in these axne ariments were cho e
Xperimern were cno reiXx

Py = 4+
sensitivities are flat throughout the frequency range 1 Hz to 10 kH=z.
The hydrophones were the USRD types F36, F37, and F50, which are des-
cribed by Groves [17] in a recent report. Their free-field voltage
sensitivities, previously determined by conventional calibration, are
listed in Table 1.

A USRD type J13 electrodynamic projector was used as the gsound
source. This projector was chosen because of its good low-frequency
response and its ability to be driven intermittently with up to 2 A of
current. The projector. has a hlghly damped resonance at about 40 Hz.
Characterlstlcs of this pro;ector also are described in the report [17]
by Groves. A typical transmitting current response for the J13 is shown
in Fig., 7. '
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Fig. 6. MNoise pressure level per hertz at the 12-m depth,
Leeshburg Facility (from unpublished data of Br. J. E. Blue}.

Table 1. Free-field voltage sensitivities of
hydrophones used in broadband calibration

experiments.
Sensitivity
Hydrophone (dB re 1 V/uPa)
F36 -202.3
F37 -204.7
F50 ~206.0G
178
. A
:..; 160 oy | — i . .
€ Y, Fig. 7. Typical transmitting current
L 4 response, USRD type J13 transducer.
7
= '3
148G
11 100 100q 5600

Frequency {Hz}
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Crystai Chan Chan
2 4

reference
oscillataor

Chan 5

Signal 20-dB Bandpass
generator voltage fﬂtzr
and gate amplifier

Fig. 8. Data-acquisition system.
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projector warophon

Because a digital recorder was not available at the measurement
site, it was necessary to record the data in analog form on an Ampex
FR1300 magnetic tape recorder for later processing. BAll recordings were
made at 60 in./s, using FM electronics. A block diagram of the data-
acquisition system is shown in Fig. B, The signal generator and gate
provided a one-cycle pulse of the desired frequency to the power ampli-
fier. 'The power amplifier, with appropriate impedance matching, was
used to drive the J13 projector, which produced the acoustic signal in
the water. The output of the current transformer used to measure the
current into the J13 was amplified and recorded on one channel of the
Ampex recorder. The recording level was adjusted so-that the peak
voltage was approximately 1 V. The output of the hydrophone in the
acoustic field generated by the J13 was amplified, filtered, and re-
corded on a second channel of the Ampex reccorder. A bandpass filter
was used, but the principal concern was the low~-pass characteristics;
therefore, the upper frequency cutoff was set at from 1/3 to 1/2 of the
sampling rate to be used in subsegquent processing, to avoid possible
aliasing effects. The filter's attenuation characteristics provided
48 dB/octave rejection in the attenuation band. The low-fregquency
cutoff was set at 3 Hz for all of the experiments. In addition, the
output of a crystal~controlled oscillator was recorded on a third
channel of the Ampex recorder. Becauge this channel was to be used to
provide the sampling pulses for later data processing, the oscillator
was set at a frequency equal to the proposed gampling rate.

For a given experiment, the one-cycle pulse was repeated 100 times
and the required recordings were made. Temporal separation between the
pulses was such that the entire system had reached its quiescent state
before the next pulse was applied. This repetition of the experiment
was performed in order that "signal averaging” could be used in the
ultimate processing of the data. The experiment was conducted two
different times in as near an identical manner as possible, using two
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different hydrophones, both of known sensitivites. Gain controls re-
mained constant throughout both experiments, ©One of the hydrophones was
considered as the hydrophone to be calibrated; the second was considered
as the calibration standard.

The data thus obtained were returned to the main laboratory at
Orilando for processing by the PDP-8/T minicomputer. A block diagram of
the data playback and digitizing system is shown in Fig. 9. Recorder
Playvback speed was 7.5 in./s, or one fourth of the recording speed, to
allow for interfacing with the analog-to-digital converter and multi-
plexer of the PDP-8/I minicomputer., Thus, actual fregquency values on
playback filters were divided by 4 to correspond to the same frequency
in the recording time frame. To avoid confusion, however, time and
frequency will always be considered te be in the recording time frame in
this report, unless ctherwise specified,

On tape playback, the sampling pulses for the data channels were
obtained by a hard-limiting of the reference freguency that was recorded
for this purpose. Sampling pulses were generated from this hard-limited
signal. Sampling rates {in recording time} were 1024, 2048, or 4096
samplas per second, depending on the freguency range to he covered., The
J13 current signals and the hydrophone voltage response signals were
sampled and stored in the PDP-8/I core memory. Storage in core memory
was initiated by thresholding the current signal. A small part of the
core memory was used as a rotating buffer store soc as to preserve samples
of the time series immediately preceding the signal.

Additional antialiasing filtering was provided on playback for the
voltage response signals., Core storage was limited in the PDP-8/I to
2048 il-bit-plus-sign binary words, thus the maximum storage was 2 s of
data at the lowest sampling rate. The 11-bit words correspond to a
total dynamic range of 66 dB. Levels were adjusted before beginning the
digitizing process to make full use of this dynamic range.

Ampex. Hecarder

B H?del FRISO?
7.5 in./s

Hard-

H;H?ng C;an Ch:ﬂ Hydrophone $tgnat

amplifier

Chan &

Fulse
former AmpT{¢ipr Bmplifier

Fig. 9. DpData playback and digitizing
system.

%urrent signai
3 used atge for Bandpass
A 70 information Filter

storage trigger)

A/D multipledsr and convertar
and PDP-B/1 computer
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After each transient current waveform and voltage response waveform
was digitized, the digital data were transferred to DEC magnetic tape
{(used by the PDP-8/I for bulk storage) and the analog-to-digital con-
verter and multiplexer were made ready to receive the next set of tran-
sient waveforms. Data were stored in blocks of 128 words each, with
8 blocks or 1024 words usually used to characterize a waveform. When
all of the data for a given experiment had been digitized, there existed
in digital form 100 sets of transient current waveforms and voltage
response waveforms for both the hydrophone being calibrated and the
hydrophone being used as the standard.

'The next step in the processing was to recall each member of a set
back into core and generate an ensemble average for that set. Because
signals added coherently in the generation of these averages, discri-
mination against the normal types of noise encountered was achieved. It
should be pointed out that signals were not completely coherent, because
errors in time displacement of *1/2 sample periods were p0551b1e in the
digitizing of each transient waveform; however, sampling rates were
sufficiently high so that this type of error was considered negligible.
After each of the 4 transient averages was generated, it was transferred

back to DEC tape storage.

The next step was to recall each of the averaged transient waveforms
into core memory and generate the discrete Fourier transform (DFT) by
use of one of the fast Fourier transform (¥FT) algorithms. The energy
amplitude spectrum then was generated by appropriate combination of the
real and imaginary parts of the transforms. This spectrum was converted
to a decibel scale and transferred back to the DEC tape storage. This
transfer was made for each of the four transient waveforms. The four
transforms then were recalled into core memory and combined according to
Eqg. (13) to provide a calibration of the hydrophone considered the
unknown with respect to the hydrophone being used as a standard. No
smeothing was applied either in the spectral estimates or the final
calibration calculations.

In digitizing the transient waveforms, the last four blocks of data
represented a very good measure of the noise of the systems. The DFT's
of these noise blocks were taken to give an estimate of the energy
spectrum of the ncise.

Results and Conclusions

Figur ] of the first 0.5 s of the Ji3 current
waveform where the input was a one—cycle pulse of a 65-Hz signal. A
typical sample of the raw current waveform is shown as well as one of
the two averaged J13 current waveforms. Note that very little noise is
associated with the raw current waveform. Figure 11 shows the same sort
of computer plots for the F37 voltage response waveforms during the same
experiment. Note the noise in the raw waveform and the general effec-
tiveness of the signal averaging in discriminating against that noise.
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Fig. 10, J13 current waveforms, one cycle,
65-Hz signal. Top: raw J13 current wave-
form; duration, 0.5 s. Bottom: averaged
J13 current waveform (100 waveforms used in
average); duraticn, 0.5 s.

Figure 12 shows the same kind of computer plots for the F50 voltage
response waveforms during the same experiment with the one-cycle 65-Hz
pulse. Note the high level of 60 Hz in the raw waveform; this was typi-
cal of data ‘taken with both the P50 and F36¢ hydrophones. The averaged
waveform again shows the extreme affectiveness of the signal averaging.
Conclusions from Figs. 10-12 are that considerably fewer signals could
have been used in the signal averaging, thus reducing the total time for
data acquisition.

Figure 13 shows the relative energy spectra for the averaged J13
current waveform, the F50 averaged voltage response waveform, and the
F37 averaged voltage response waveform for the experiment using the one-
cycle pulse at 65 Hz. The levels indicated are relative, but the F50
and F37 spectra are on the same relative scale. These spectra compare
favorably with the calculated spectra as shown in Fig. 5. The lack of
depth in the expected null at 130 Hz probably is due to nonlinearity of
the J13 projector. <Certainly, the shallowness of the nulls cannot be
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Fig. 11. F37 response waveforms, one cycle,
65-Hz signal. Top: raw F37 response wave-
form; duration, 0.5 s. Bottom: averaged
F37 response waveform (100 waveforms used. in
average); duration, 0.5 s.

attributable to noise alone. No spectral smoothing has been applied to
any of the spectra calculated. Although the variations
response spectra for frequencies below 10 Hz are unusually large, the
hypothesis that they are due to noise alone cannot be rejected. Only
one of the calculated current spectra is shown, because of their simi-

larity.
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Figure 14 shows calculated noise gpectra for the J13 current measure-
ments and the two voltage response measurements for the 65-Hz data.
These spectra were computed from the last four data blocks of the appro-
priate average, where effects due to the signal were assumed to be
negligible. Relative scales for these noise spectra are the same as
those. for the energy spectra with which they are associated. Both the
averaged noise spectra for the F37 and the J13 appear to be close to
that attributable to tape recorder noise and/or quantization noise. The
noise spectrum for the F50 shows peaks at 60 Hz and approximately 7 Hz
that are 25-30 dB higher than the noise of the F37. This feature is
undoubtedly one of the causes of the low-frequency fluctuations in the
energy spectral density of the F37.
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Fig. i2. F50 response waveforms, one cycle,
65-Hz signal. Top: raw F50 response wave-
form: duration, 0.5 s. Bottom: averaged
F50 response waveform (100 waveforms used in
average); duration, 0.5 s.

Figure 15 is a computer pleot of the calibration of the F37 in which
the P50 is used as the calibration standard for the 65-~Hz experiment.
The results compare most favorably with the known sensitivity of the
F37 (~204.7 dB re 1 V/uPa}, particularly since no spectral smoothing
or smoothing of the final calibration was used. Ewven the grossest
smoothing would provide a calibration accuracy of 0.5 dB from 120 Hz
down to almost 10 Hz, which is much better than was expected. There is
an apparent rise in sensitivity at the lower frequency of approximately
1 4B, which is completely anomalous. This rise does not geem attribut-
able to the noise, because the higher noise level of the F50 at the
lower freguencies should have caused a droop in sensitivity at the lower
freguancies rather than a rige. It has been postulated that this
anomalous behavior may in some way be due to the different capacitances
of the F37 and F50 and some unknown loading effects on the transducer
outputs. These effects would cause a rise in the measured sensitivity
at the lower frequencies for the F37. This explanation is not really
considered a satisfactory one, however. The flat part of the sensitivity
curve between 50 and 120 Hz is 0.3-0.4 dB lower than the -204.7 dB value
that had been measured for the F37; howeverx, this result could very
easily be due to errors in the original calibrations of the F37 andfor
the F50 transducers.
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Fig. 15. F37 receiving response cbtained by
broadband methods with the F50 as the standard
{(one cycle of 65-Hz signal).

Figure 16 shows the effects of truncation of the original transient
waveforms on the calibration results. In all cases, the transient wave-
form averages were zeroed before truncation rather than after. There
seems to be little effect due to truncation of the waveforms, except for
changes in the fluctuations at frequencies below approximately 25 Hz.
Two inferences that may be drawn from the similarity between the curves
are (1) acquisition of 0.25 s of data would have been adeguate for this
experiment and (2) apparently there are no real noise problems, except
possibly for frequencies below 25 Hz.

Figures 17 and 18 show a summary of the results of calibration
experiments using a one-cycle 30-Hz pulse to drive the J13 projector.
Computer plots of the estimated current spectrum and the voltage response
spectra are shown in Fig. 17. In this case the F36 transducer was used
as the calibration standard and the F37 was used as the transducer to be
calibrated. The calculated spectra agree with what was generally
expected, except for a small irregularity in the spectra of both the F36
and F37 at approximately 6 Hz. The fact that the irregularity occurred
in both spectra strongly indicates that it is real and probably due to
an ancmalous behavior of the J13 projector or to a possible resonance in
the rigging.

Figure 18 shows the calculated calibration curve., The results are
considered fantastically good, particularly in view of the fact that no
smoothing has been used. ©Not only are the results good from 10 Hz to
just below the 60-Hz null frequency of the spectra, but they are also
considered to be excellent between the spectrum nulls at 60 and 90 Hz.
There is also evidence that the calibration is good even beyond the

an_tr Farmrriammer dmln asents ~ el Spectrill
Su=il2 L S Uiy L.ucu._ J.CLJJ.G s l..ut: L-.uJ.J_u. J.J.aJ'.ulUH.LL. ou.J- J-u ul&: SRPCCTI WL .

Figures 192 and 20 show a summary of the results of calibration
experiments using a one-cycle 50-Hz pulse to drive the J13 projector,
Again the hydrophones used were the F36 and F37. The same irregularity
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at approximately 6 Hz that occurred in both the F36 and F37 spectra in

the 30-Hz experiment occurred in the spectrum of the F36 in the 50-Hz
experiment; however, it did not occur {at least not to the same extent)

in the F37 spectrum. A possible inference from this is that operating

the J13 at the level being used, at which it is known to be nonlinear,

is exciting some unknown resonance in a more or less unstable manner.
Figure 20 shows the computer plot of the calculated F37 calibration,

with the F36 regarded as the standard. Again, the results are exceedingly
good.

Figures 21 and 22 show the summary of results where a one-cycle
pulse of 1 kHz was used as the calibration signal. The F36 and F37
transducers were used in this experiment. Figure 21 shows the energy
spectra of the J13 current response and the two voltage responses. As
was expected, this experiment demonstrated more than any other the need
for spectral smoothing. The need was brought about by the relatively
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o o ] broadband methods with
= “204.7 4B ! the F36 as the standard
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/ W signal).
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Fig. 19. Energy spectra cbtained in calibration experiments with

one cycle of 50-Hz signal, ILeft: relative spectrum, J13 current.
Middle: relative spectrum, F36 response. Right: relative spec-
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short duty cycle of the l-ms transient plus the reduced response of the
J13 to higher freguency veltage inputs. Figure 22 shows the calculated
calibration response of the F37 with reference te the F36 as a standardi

P, =
As was expected, there was more noiss than uwsual in the calibration

curve. - Hevertheless, the results were considered good.

In addition to this series of experiments using a single-cycle sinu-
s0id as a calibration signal, experiments using step function inputs
were alsc performed. Because of chatter in the manual switch that was
used to generate the step function, however, these data were discarded.

Another procedure not fully exploited but of some conseguence was
discrimination against periodic noise waveforms by an appropriate shift-
ing in time of & signal-free portion of the time series and subtracting
it from the signal. This procedure is particularly applicable to dis-
crimination against 60-Hz noise and its harmonics brought about by an

~194 T T T T T T

§2m Fig. 20. F37 receiving response
B obtained by broadband methods with
2 the F36 as the standard (one cycle
~208.7 &8 of 50~Hz signal)}.
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Fig. 21. Energy spectra obtained in calibration
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Fig. 22. P37 receiving response
cbhtained by broadband methods with
the F36 as the standard {one cycle
of 1-kHz signal}.
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Fig. 23. Removal of periodic noise from transient
signal waveform. Top: raw waveform that includes
periodic noise,. Bottom: same waveform asg top
curve but with periodic noise removed by shifting
signal~free portion back an integral number of
periods and subtracting.
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inadequate grounding system. An example is shown in Fig. 23. Results
in preliminary experiments using this technique have been very good.
The technique is of some importance because many transducers requiring
calibration may have been designed so that adequate grounding is not
possible. Effort in this area has been limited and should be expanded
in future work.

The general conclusions from the entire series of rather simplfied
experiments was that feasibility of the general method was definitely
established. As a matter of fact, it was felt that the accuracy of the
results within the useable fregquency ranges was better than usually is

achieved with the present conventional operational systems.

Future Work

The primary objective of future work in this on-going effort will be
to define the exploratory development of an operational underwater
acoustic calibration system based on broadband calibration signals. The
past effort has established the general feasibility of broadband methods,
but the design of the experiments was compromised to carry out the early
experiments most expeditously. The compromise involved a long and
circuitous effort both in data acquisition and data reduction that would
not be typical of an actual operational system. Future experiments will
incorporate direct analog-to-digital conversion in the data acgquisition
and real-time signal averaging. In addition, several other areas of
investigation have not as yet received adequate attention.

One such area of investigation that was originally planned but not
carried out is a combined effort invelving complementing theéoretical
analyses and computer simulation of broadband calibration experiments.
This effort is a part of the future plans., The principal purposes of
this investigation will he:

l. To understand more fully the effects of noise and how to treat
it. The study will include quantization noise and noise due to finite
sample sizes. It will also include a more complete study of the dis-
crimination against periodic noise introduced by inadequate grounding
such as has been briefly described. '

2. To understand more fully truncation in the time domain of both
signals and ncise, and the general effectiveness of such truncation in
the discrimination against multipath interference. The effort should
apply also to truncation of cross-correlation and/or autocorrelation
functions when broadband continucus waveforms are used.

2 T nndarctand mAara f1i1l1lwe +ha nealk s
40 UIIQErsTa
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ully the problems associated wi
smoothing and/or smocthing of the final calibration curves. This
smoothing is aimed primarily at obtaining best estimates in the presence
of noise and includes conventional spectral smoothing such as Hann,

Hamming, or Parzen windows, but is not limited to these types of smoothing.

Only one type of calibration waveform has been used in the initial
experiments and that is the one-cycle pulse of a sinusoid. Even in
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these experiments, the original digitized data were not saved so repeat-
ability and statistical significance of variations could not be checked
by data partitioning. Data partitioning in this context means the
partitioning of a single experiment consisting of 100 sets of each
transient waveform into four different experiments consisting of 25 sets
of the current and voltage response transients. This sort of testihg
should be performed in future work. Just as important, however, is to
obtain data uging a step function input as the calibration signal.

Still more important is to obtain and reduce data in which broadband
continuous calibration signals are used.

The principal advantage of the broadband continuous waveform is that
it will provide a smaller peak-to-average ratioc than occurs with tran-
sients, which would greatly improve the utilization of the over-all
dynamic range of the system and thus provide improved signal-to-noise
ratios and higher information rates. Probably the easiest way to pro-
duce a broadband continuous waveform with the necessary deterministic
properties is the use of pseudorandom noise (PN} waveforms. Some of the
properties of PN sequences are derived and presented in Appendix C. The
PN sequences are periodic -and therefore readily lend themselves to
signal-averaging technigues. One way in which the PN seguence may be
thought of is as the combination of harmonic ginusoids with a fundamental
frequency equal to the inverse of the period of the sequence, where the
amplitudes of the harmonics are approximately the same over the fre-
qgquency band to be used and the phases are such as to avoid the large
peaks normally associated with a transient. In this context, the cali-
bration may be viewed as a steady-state calibration in which the system
is allowed to stabilize simultaneously for the entire harmonic set in
contrast to stabilizing for one frequency at a time as in a conventional
sweep-frequency calibration.

Another way of viewing the PN sequence is as a seguence of positive
and negative step functions spaced in a pseudorandom fashion, A step
function is considered as a most attractive transient-type signal in
terms of realization and information rate criteria; thus, it follows
that a2 PN sequence should be extremely good from an information rate
standpeoint,

One other peint worth mentioning in regaxd to a PN sequence is its
availability in a two-state condition. This fact may make power ampli-
fication simpler in that the projector may be driven directly from a d-c
source, such as a battery, by an appropriate switching arrangement, with
the switching between two allowabhle voltage {or current} states con-
trolled by the PN sequence.

The initial experiments envisioned for PN sequences are much the
same as those that have been used for the one-cycle sinuscid transients.
The difference is that an attempt will be made to provide direct analog-
to-digital conversion and real-time signal averaging.

Anather consideration that should be given to planned experiments
with PN sequences is the use of correlation technigues in the caleculation
of calibration results, particularly for cross—-correlation technigues
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where the PN input waveform (rather than the current) is cross-correlated
with the output voltage response. This technique is especially attractive
because the two-state voltage levels of the PN sequence will allow the
correlation process to be reduced to a simple averaging process with
appropriate sign changes,

Other investigatory areas that need to be covered prior to the defi-
nition of the exploratory development effort of the operational system
are:

1. BAnalytical and experimental investigation of broadband calibra-
tion of transducers when resonances are involved.

2. Experimental investigations using broadband techniques in reci-
procity calibrations.

3. Analytical and experimental investigations using broadband tech-
niques to measure the complex response of transducers.,

4. Cost-effectiveness trade-off studies of broadband calibration
techniques versus conventional techniques.

The fourth item is of extreme importance as related to decisions to

rmursie the ovn'lnv-:ﬂ-hv‘“ develorment Tt el—xr\n'lr"! '|nf-'|1'u:|a a camnariasn Af
Purx XY SLi0PMentT. COMPparisonl O

the time requlred for calibration by the two methods as well as a com-
parison of the accuracies. Perhaps the single criterion that would be
of most uge in the comparisons is the information rate associated with
each of the two methods. The cost-effectiveness study also sheould
assess the value of the measurement of complex responses, which is more
easily associated with broadband technigues than with conventional
techniques. It should include, further, the potential value of a system
using broadband techniques to future research in such areas as the
development of transducer egquivalent circuits and the possible improve-
ment in the characterization of nonlinear effects in transducers. Above
all, it should weigh the cost and effort of developing a new type of
system against the perceived value of the system. Preliminary judgements
in favor of developing such a new system have already been made; however,
these judgements should be verified and documented by the planned study
prior to the final decision to proceed with exploratory development.

It is evident that work still to be performed before initiating an
exploratory development phase is a major effort. In addition, there are

J.myu:. tant research efforts that should be continued even after the
exploratory phase is started. The most important of these efforts are:

1. Study the use of adaptive technigques with broadband methods to
increase discrimination against multipath interference associated with
limited calibration enclosures and thus to increase low-frequency cali-
bration capabilities in open-water facilities.

2. Study the potential of broadband methods for providing more-
accurate and sophisticated equivalent circuits for existing transducers.

Both of these efforts may very well involve the use of lLaplace transform
methods instead of the Fourier methods.

37




References

(1]
2]

31

(4]

{3}

[6]

171
(8]
{9}
[10]
[11]

f12]

(131
{141
{151

[16]

(173

G. E. Stedman, "Green's Functions,” Contemporary Physics 9, 46-69
(1968]) ..

5. Goldman, Transformation Caleulus and Electrical Transients
{Prentice-Hall, Inc., New York, 19249}.

M. P, M, Osborne and J. L. Carter, "Transient Analysis of Linear
Systems, Using Underwater Explosion Waves," J. Appl. Phys. 17,
871-873 (1946},

P. Hohmann and M. M, Louden, "Bestimmung von Freguenzgidngen
elektroakustigscher und elektromechanischer Wandler durch Einzel-
impulse,” Acustica 29, 40-46 (1973).

Y. W. Lee, Statistical Theory of Communications {John Wiley & Sons,
New York, 1960}.

W. B. Davenport, Jr. and W. L. Root, An Introduction to the Theory
of Random Signale and Noise (McGraw-Hill Book Co., Inc., New York,
1958;.

E. A. Guillemin, The Mathematics of Circuit Analyeis (John Wiley &
Sons, New York, 1949).

G. M. Jenkins and D. G. Watts, Spectral Analysis and Its dpplica-
tions {(Holden-Day, San Francisco, 1969).

A. D. Whalen, Detection of Signals in Noise (Academic Press, New
York, 1971).

C. W. Horton, Sr., Signal Processing of Underwater Acoustic Waves
{U. 8. Government Printing Office, Washington, 1969}.

J. S. Bendat and A. G. Piersol, Measurement and Analysis of Random
Noigse (John Wiley & Sons, New York, 1966).

L. B. Enochson and R. K. Otnes, Programming and Analysis for Digi-
tal Time Series Data (The Shock and Vibration Center, U. S. Depart-
ment of Defense, Washington, 1%68}.

£ o | X Foupin, NI S TN
Lilvey WwaDlliiigoOlty, LI7r7Uf .

R. J. Bobber, Undemuater Electroacoustiec Measurements (U. 8. Govern—
- .

L)
<

[FrOPRpgr EE n UK Qg S |
it L tiio.Llid

R, J. Bobber, "A General Reciprocity Parameter," J. RAcoust. Soc.
am. 39, 680-687 (1966).

L. L. Beranek, Acoustic Measurements {(John Wilev & Soms, New York,
1249} .

4. Gray and G. B. Matthews, 4 Treatise on Bessel Functions and
Their Applications to Physics (Dover Publications, Inc., New York,
1966} .

I. D. Groveg, Jr., "Twenty Years of Underwater Electroacoustic
Standards,"™ NRL Report 7735, Feb 1974 (AD-776 214}.

38




Appendix A

DERIVATION OF
A COMPLEX SPHERICAL RECIPROCITY PARAMETER

lal i i L1 LIl AN

Nermally, an acoustical reciprocity calibration involving spherical
waves produces transmitting and receiving responses in terms of only the
amplitudes of the quantities involved. If a response obtained in complex
form by reciprocity methods is desired, the spherical reciprocity param-
eter must be expressed in complex form. Beranek gives such an expres-
sion [15]; however, a different derivation is given in this Appendix
because the Fourier transform techniques used in it are in consonance
with the theme of this report.

The original contact with the principle of reciprocity for most
scientists and engineers usually has been its application to an elec-
trical network composed of passive linear bilateral elements. The
reciprocity principle is developed from the symmetrical form of the
matrix that relates the dependent and independent variables. In such an
n-port network, it can be shown that the short-circuit current at the i-th
port produced by a voltage applied to the j-th port is the same as the
short-circuit current produced at the j-th port by the same voltage
applied to the i-th port.

In deriving the acoustical reciprocity parameter, it ig customary to
start with an electromechanical analog of a two-port electrical network
where the force applied is the analog of the voltage and the velocity is
the analog of the current. For the purpose of this derivation, the
pressure applied to the acoustic radiating surface of the transducer will
be considered as the voltage analog and the volume velocity of the radi-
ating surface will be considered as the current analog. The two-port
electromechanical circuit is shown in Fig. Al. Two simultaneous differ-
ential equations describe this circuit. If the Fourier transforms of
these equations are taken, the result is

E(f) = le(f)I(f) + 2,,(5)Q(f)

P(f) = Zzl(f)I(f) + 222(f)Q(f). (al)

Fig. Al. Two-port electromechanical circuit; e(t)
is the voltage at the electrical port, i(t} is the
current at the electrical port; p(t) is the pres-

sure at the mechanical port, and g(t) is the volume
velocity of the radiating surface.

O
e(t), 1(t) plt}, ait)
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The reciprocity principle depends upon the relation leif) = izzlif},

where a single consistent set of units is assumed. There is no reason
why absolute values have to be used, inasmuch as the sign is dependent
only on whether the transduction is electromagnetic or electrostatic, A
positive sign will be assumed for this derivation. If the open-circuit
voltage [I{f) = 0] at the electrical port is determined for an applied
volume velocity at the mechanical port, and if the pressure with a blocked
radiating surface [Q({f} = 0] at the mechanical port is determined for an
applied current at the electrical port, then, by virtue of the equality of
le{f) and ZZl(f},

E(f) B(£f)

Q{f) lopen-circuit I{f) |blocked

(A2}

The radiating surface of the mechanical port will produce an acoustic
signal in the medium. If the medium is such that it will support only
irrotational acoustic waves, then the acoustic field may be characterized
by a velocity potential ¢ that will satisfy the wave equation

v2 = (1756, {83}

If complete spherical symmetry is assumed, then the solution to Eq. (A3}
for an outgoing spherical wave is given by

d{r,t) = {I/p)E(t - /), {n4)

where f£{t) is an arbitrary but well-behaved function and c is the sound
speed in the medium, Now the pressure in the medium and the particle
velocity are given by

p= -PG¢
v = V¢, {A5)
where po is the density of the medium. Because spherical symmetry exists,

only variations in r are allowed, so the particle velocity is given by

vir,t) = V¢ = 34/9r = 3[1/r)E(t - r/c)1/3¢
= —(1/r2)E(t - r/c) - (L/re)£'{t - r/c). (a6}
Taking the Pourier transform of Eg. (A6) yields
Ve, £} = ~(1/rdyEE) e 39/ | (Susreyr(gye I0E/C @an

where F{f) is the Fourier transform of £{t}. The volume velocity of the
particles at a range ry {assuming spherical symmetry) is given by

_ 2
Q(ro,f) = 4Trr0 V(rO,f)

—4ﬂF{f}e_3wr0/c

{1+ jwre/c). {aAB}
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jwrg/c

Assuming that mro/c << 1, so that e =1 + jwro/c, then

e

Qlzry,£) = Q(f) = ~4rF(f),

or
F(f) = -(1/4m)Q(£). (a9)

The Fourier transform of £(t} in the wvelocity potential then is defined
by the Fourier transform of the volume velocity of the radiating surface
of the transducer. From Egs. (A5}, the pressure at range r is given by

Plr,t) = =o ¢ = -(p /)" (t - T/0). (210)

Taking the Fourier transform of Eq. (A10) yields

P(r,f) = —(jmpo/r)F(f)e_jwr/c). (Allj
Combining Egs. (A9) and (All) yields
P(r,£) = (jup/4mr)Q(f)e IUF/°
= j(fpo/zr)Q(f)e“jmr/c. (a12)
Substituting Eq. (Al2) into Eq. (A2) yields
E{L) P(£f)
P(r,f)/j(fp0/2r)e_jmr/c i (s
or
Eﬁfl-= -j(2r/fp0)e+jmr/c Eififl . {A13)
pP(£f) I(f)

Because E(f)/P(f} is the complex receiving response (complex free-field
voltage sensitivity) and P(r,f)/I{f) is the complex transmitting current
response, Eg. (Al3) becomes

MT(f) = J(f,x)s(f),

where

J(f,r) = —j(2r/f60)ejmr/° © (a14)

is the complex spherical reciprocity parameter.

Under the assumption made, this complex spherical reciprocity param-
eter should be useable in a conventional reciprocity calibration pro-
cedure to determine the complex transmitting and receiving responses.
For example, Bobber's [13] Eg. (2.16) would become
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i L gJudy/ Cl . (A15)
[ Bpp (DI (6)  fo J

M (£} =
H

where dl is both the standard reference distance and the separation used
for the calibration, and where ETH(£) ig the Fourier tranzform {¥T) of

the hydrophone voltage output with the reciprocal transducer projecting,
EPT(f) is the FT of the reciprocal transducer voltage output with the

projector transmitting, EPH(f) ig the FT of the hydrophone voltage output
with the projector transmitting, and IT(f) is the PP of the driving

current for the reciprocal transducer.
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Appendix B

DERIVATION OF
A MODIFIED RICIAN PROBABILITY DISTRIBUTION

c¢-w sinusoidal waves) and for error analYSlS in the frequency domain is
the distribution of the envelope of a sinusoidal signal contaminated by
a Zero-mean Gaussian noise. This function, often referred to as a
Rician distribution, has the form

p(w) = (u/o2) {expl-(u® + %) /20%] }Io(uA/cz), (B1)

where u is the peak-to-zero amplitude of the envelope, A is the peak-to-
C e = o . s oo 2, . . c s A
zero amplitude of the sinusoidal wave, ¢  is the variance of the contami-

nating noise, and IO(uA/cz) is the modified Bessel function of zero order

with argument (uA/Gz). This expression is really a conditional proba-

bility of u, given A and dz. Although this probability is very useful,
particularly in error analysis, it often is more desirable to have the
conditional probability of A, given a measured value of the envelope and
the noise statistic. This conditional probability could be useful in
parameter estimation and the setting of confidence limits in the type of
problem for which the objective is to estimate the level of a sinuscoidal
wave contaminated by noise. This probability density function may exist
in the literature, but it has not been readily located; therefore, a
derivation follows. The function will be referred to as a modified
Rician distribution because of its close similarity to the Rician dis~
tribution. "

Consider Figs. Bl(a) and Bl(b), which depict the geometries associated
with the desired conditional probability. In both cases, x is a sample
taken from a Rayleigh distribution so that

2 2 2
p(x) = (x/c7)exp(~-x"/207). (B2)

A Rayleigh distribution describes the envelope of a zero-mean Gaussian

noise, Figure Bl{a) represents the condition u > x; Fig. Bi(b), the con-

dition u < x. First, consider the condition deplcted in Flg. Bi{a). The
conditional probabilities relating A and ¢ are

p(AIU,X)IdA[ = p(¢lu,x)!d¢!,

or
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l/arcsin{u/x) = ¢ > Q,

Now, for u > x, [see Fig. Bl{(a)l},

pléfu,x} = 1/7

for w > ¢ > 0. Also,

2 2 2
u =x + A" - 2Ax cos §.

Taking the partial derivative with respect to ¢ of both sides of
Eq. (B5), with u and x constant, yields

0= 2R{(3A2/3d) = 2% cog & (3A/94Y & Ipw oim &
v 7 T ¢ il - Y Naay L e 1 )
or
&a 2hx sin ¢

a¢ 2¥Xx cos ¢ - ZA

From well-known trigonometric relations and from Eg. (B5},

2Ax sin ¢ [(2Ax)2 - (2Ax)2cos2¢]%

]

tH

(28502 - (a2 + %% - vB) %"

2

fra+w? - ¥%11x% - @ - wit.
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Fig. Bl{a). Geometry associated with
conditional probability of A, given u
and %, with u 2 %X; u is fixed; x is a
gample from a Rayleigh distribution,
Pl{¢lu,x;uzx} = /71 for w > & > ¢,

Fig. Bl1{b}. Geometry associated with
conditional probability of A, given x
and u, with u < x%; u is fixed, x is a
sample from a Rayleigh distribution.
P{¢{u,x;ucx) = l/arcsin{u/x) for

{B3}

(B4)

{B5}

(B6}

{B7}
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Also from Eq. (B5),

2x cos ¢ - 27

I

(A + x2 - uz)/A - 2A

2 _ Az)/A. (B8)

Combining Egs. (B6), (B7), and (B8) yields

= (x2 -u

aal  A{[R + w2 ~ x21[x% - (B - w21}"

9¢ |x2 - u2 - A2| :
Combining Eqs. (B3), (B4), and (B9) yields
| 1 %2 - u? - a2
paju,x; u >x) =— (Bl0)

2

m AL+ w? - x2] [x2 - (& - uw?]}E

In the case of Fig. Bl(b), where u < X, A is a double-valued function
of u and x; however, for any values of u and x, the probabilities of the
two allowable values of A are the same, so that

p(AlIu,x)ldAll Bp (¢ u,x) [de ],

il

Lo (¢]u,x) |d¢

p(AZIu,x)ldA2| . _ _ (B11)

Because Al and A2 do not occur at the same time and, for a'givenlvalue of
u, Al and Az are contiguous sets, it follows that for. the condition where
u < X, Egq. (Bll) can be rewritten simply as

p(aju,x) [da| = %p(¢|u,x) |as]. (B12)

The probability density of ¢, given u and x, where u < x, is

p(¢iu,x;u<x) = [arcsin(u/x)]-l. | | | (B13)

Because the derivation of |3A/8¢| is independent of conditions on u and x,
Eqs. (B9), (Bl2), and (B13) may be combined to give

1 |x2 - u2 - A2|
plA|u,x;u<x) = - 5 N 3% ¢ (B14)
‘ 2 arcsin(u/x) A{[(A + W) - x°1[x° ~ (A - W )}
Equations (B10) and (B14) may be combined to give
]xz - u2 - A2|
p(a|u,x) = Q(u,x) (B15)

Al + w2 - ¥ - @a-wiy’

where

Q{u,x) 1/[2 arcsin(u/x)] for u < x,

1/mn for u > x.
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Page 46, change the expression that follows Eq. (Bl19) to-read:
- . 2 2..-1
o(u,y,A) = {2 arcsin u/[y" + (A - )1} ~ for ...

Page 48, change the last texrm of Eg. (B2l) from da to dA.



Now the joint probability density of A and x, given u, is

p(A,xju) = palu,x)plx). (B16)
Also,
ut+i
plalu) = J p(A,x[u}dx, (B17)
[u-a]

where the upper and lower limits of the integral represent obvious upper
and lower allowable limits of x for a given u and A. Combining Egs. {B2),
{B15), {B16}), and {(Bl7)} yields

uta ix2 _ uZ _ AJE
p(aju) = f Q{u,x) - > TR R
usal Aff(a +w” - x"1{x" - & - u}71}
x 2, 2
x — exp(-x"/207) dx (B18)
g
where
Of{u,x} = 1/[2 arcsin{u/x}] for u < x

it

i/7 for u > x.

To simplify Eq. (B18), let x> = y> + (A - u)>. Then y dy = x dx and

2/au iyz - 2nunly exgi-iyz + (A& - w3 /20%)
P(Afu) = j of{u,v,a) " 2 ay, {B19)
o Ay{4au - ¥} a
where
Q(u,y,a) = 2{arcsin u/[y2 + {a - ﬁ}z}}-l for u < (yz + Az)/gg

]

1/7 for u > (y° + B)/2a.

If we set vy = 2¥Au sin 8§, then dy = 2YAu cos 8§ 48, and Eg. (B19} becomes

o 2aulcos 20! 420 Siﬁ29 + {A -~ &‘2}
i §,4) i f exp i .
plaju) = gfu,t, -
AY4An a2 cos @ 202

]

X {2¥Au cos £}4p

2

2(u/0%) expl-(A - w2/20°1 | 0(u,8,3) jcos 28]

L T

x exp|—s sin%6|ds. (820)
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where

Q(u,8,n) = {2 arcsin[u/(u2 + Az - 2Au cos 29);:]}-'1 for cos 20 < A/2u
= 1/7 for cos 26 > A/Zu.

ianal nrohabhility dancity Function
ona =)

Bruntian MA2N) i +tha Aacsid 4
Do) aes ionads Prolanlllitly Qensiily uanoTien

AU AT WA

that should be of most use in parameter estimation and in the determina-
tion of confidence limits associated with the estimate. It is referred
to in this report as a modified Rician distribution because of its simi-
larity with the Rician distribution expressed in the form of Eq. (32) of
the main text. Plots of the distribution are shown in Fig, B2 for ¢ = 1
and u = 1,3,5. Note the similarity between the modified Rician and the
Rician (Fig. 2 of main text) for u = 5 and for A = 5. Both of these dis-
tributions approach the Gaussian distribution for large values of u and A.

0.5

us=l
0.4

N\

7\
- v u=3 u=h

Fig. B2. Modified Rician
probability densities for
o¢=1landu=1,3,5:

0.2

Conditional probability densfties pl{A[u}
T

0.1
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&Fr

0.5

0.4

Cumlative probability pfA < x]ul

7 } e, ol | i i i i !
1 2 3 4 3

8.3

8.2

0.1

s

X

§

Fig. B3, Cumulative form
of modified Rician distri-
bution for ¢ = 1 and u =
1,3,5.

In determining the confidence limits associated with an estimate of A,
given u, the cumulative form of the modified Rician distribution is

desired. This is given by
b4
p(A<x|u) = J p(Alu)da,

0
where p(Alu} is given by Eq. (B20}.

are shown in Fig. B3 for ¢ = 1 and u = 1,3,5.

of this curve is as follows:

{B21)

Plots of the cumulative distribution
An illustration of the use
Given u = 30, A has a probability of .21

of heing less than 20 and a probability of 0.13 of being greater than 4o,

Another problem of some interest in regard to this report is the dis-

tribution of the guotient of two modified Rician variables.

This guotient

arises when the measured values of u, and u, are given along with the

noise statistics Ul 2
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limits to the estimate of A,/A,. The required cumulative distribution is
given by
XA
o 2

pl(a,/a) < x|u ,u,] = [ p(a,lu,) [p(Allul)aA aa

1|aR5r (B22)

0 lo
where the probability densities under the integral signs are given by
Eg. (B20). Plots of this distribution are shown in Fig. B4 where 9 is

assumed equal to Oor where the variables are expressed in decibels, and

where 01 =0, = ¢ dB. Values are plotted for u =u, = 10 dB and 15 dB.
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Appendix C

SOME PROPERTIES OF PSEUDORANDOM NOISE WAVEFORMS

One choice for a complex deterministic broadband waveform to be used
for underwater acoustic calibration purposes is the pseudorandom noise
(PN) waveform. The advantage of this type of waveform over a transient
waveform is that it is continuous and therefore allows for higher signal-
to-noise ratios with smaller peak levels of the signal. There are
geveral types of configurations for the generation of PN seguences, but
the one shown in Fig. €1 will be discussed here. The PN generator of the
figure consists of a n-element shift register where the "state™ of each
element of the register is shifted to the succeeding element with the
application of a shift pulse. The new state of the first element is
determined by a comparison of the m~th and n-th elements prior to the
shift pulse. If the states of the two elements are the same, the new

e £+l £4 . e 113 n . 3 -
state . of the first slement will bs “one. If the two states are differ

ent, the new state of the first element will he "zero." The m~th element
is chosen so that the shift register will occupy all states {(except the
state consisting of all "ones") during the consecutive applications of
shift pulses. Seqguences that occcupy all such states often are called
m-ary sequences. The logic described above for the determination of the
new state for the first element of the register on receipt of a shift
pulse may be expressed as

=)

=A *A VB *A

n[
1 m n m n

A A, {Cl)

where the primed variable is the new state and the unprimed variable is
the old state and the symbolg have the following meanings:

. = "and" function
v = "or" function.

= "not" function

< = arbitrary short form for the logic of the equation.
Shift pulse
n-elenent shift register |} Fig. Cl. Pseudorandom noise generator
mtn wth configuration.
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Actually, the logic is the "not" of the "exclusive-or" function. It is
alsc equivalent to the expression

A' = (1 + A + A) (C2)

1 n’'modulo 2

where addition meodulo 2 is zero for an even sum and one for an odd sum.
Perhaps a clearer way to express the J.oglc and one that is more a.-u.gu.J.J.J.—
cant to the development that follows is to allow the "one" state of an
element to be represented by a voltage of +1 V and the zero state to be

represented by -1 V. The logic then becomes simply

Al = A XA, : {C3)
1 m n ‘
Actually, a complete m-ary sequence often may be derived through
logic involving A and only one other element; however, m-ary sequences

also may be derlved by using more variables. Equation (C4) is an
example of such use:

. .
Al—AiXAjXAkXAn. (c4)

Necessary (but not sufficient) conditions on Eq. (C4) for a m-ary sequence
are that an even number of variables be involved and A be one of the
variables.

Another point of general interest about m-ary sequences is that
where a complete sequence is obtained with a given combination of vari-
ables, a complete sequence also is available with a set of complementary
variables. For example, if Eq. {C4) describes a logic that produces a
complete sequence, then

| R—
A=A XA XA XA (C5)
also will produce a complete sequence. This property is related to the

ungualified capability of running a sequence either forward or backward.

Table Cl shows connections for PN generators with complete sequences.
The number of states occupied by the shift register during a complete

sequence is (2n - 1). As an illustrative example, Table C2 shows the
sequential states occupied by a 5-element PN generator with m = 3.

The PN sequence usually observed is the change in state of the n-th
element of the shift register. Using the +1 V and -1 V representation,

the waveform representing the sequence from a 5-element EN generator
im = 3) is shown in Fig, 2 This waveform is periodic with a period

L 2alOW S w Ll i YV ¥ wed AL Al e e B Pk

corresponding to the time required for 31 (2 - 1) shift pulses, assuming
that the shift pulses are uniformly spaced. It is of interest to note
that for the 5-element generator with m = 2, the output waveform would
be identical except for an inversion in time.
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Table Cl. Connections for complete PN

seguences.
Number of Taps for Length of
elements conplete seguence seguence
4 1,3 15
5 2,3 31
‘6 1,5 63
7 1,3,4,6 127
B* {(1:6:7),{1:2:7) 258
9 4,5 511
10 3,7 1023
i1 2,9 2047
12+* {4:10:11),(1:2:8} 4095
13* {8:11:12),(Lz2:5} giol
14* (2:12:13), (122:12) 16383
is5 1,4,7,8,11,14 32767

*Two-parameter logic for a complete
sequence is not available for this number
of elements. One complementary set of
4-parameter logic that will produce the
complete sequence is given, which iz not
to imply that other 4-parameter logic com-
binations do not exist.

dipttre bbb bbb il
shift pulses
7 aln e —1 1 Y Fig. €2, output voltage
waveform for five—-element
PN generator {m = 3}.

Gy
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Table C2. Sequential states of
5-glement PN generator (m = 3}).

0. 00000 16. 11101
1. 10000 17. 11110
2. 11000 18. 01111
3. 11100 19, 10111
4. 01110 20. 11011
5. 00111 21. 01101
6. 10011 22, 10110
7. 01001 23, 01011
8. 00100 14. 00101
9, 00010 25. 10010

10. 10001 26. 11001

11. 01000 27. 01100

12. 10100 28. 00110

13. 01010 29. 00011

14. 10101 30. 00001

15. 11010 31. 00000

If g(t) is defined as the output waveform of the fifth element of
the 5-element (m = 3) generator, then the output of the fourth element
would be given by g(t - p), where p is the time interval between shift
pulses. Likewise, the output of the first element would be given by
g(t - 4p). If g(t - 5p) is desired, it may be obtained by applying the
logic that is used to obtain the new state of the first element follow-
ing a shift pulse. Since this is the product of the third and fifth
elements of the register, this product is g(t - 5p). Any desired delay
in integral increments of p may be obtained by following a similar logic.
It should be obvious that this logic always will take the form of prod-
ucts of appropriate shift register elements. Note in Table C3 that all
combinations of the five elements, taken one at a time, two at a time,
three at a time, four at a time, and five at a time are required to pro-
vide the 31 different required delays. This same general condition

exists for any length PN generator where the sequence is complete. That
is,

n n n .

I c, =2 -1, (c6)
. 1
i=1

where Cg is the number of combinations of n things taken i at a time.
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Table C3. Elements of S-element PN generator
{m = 3} to be multiplied to obtain indicated

delay.
Appropriate Appropriate
Delay elements* Delay elements®
0 00001 i6p 11011
P 00010 17 10011
2p Qo100 18p 0001t
3p 01000 i%p aollo
4p 10000 20p 01100
5p 00101 21p 11000
6p 01010 22p 10101
Ehe] 16100 23p 01111
8p 01101 24p 11110
o9p 11010 25p 11001
10p 10001 26p 10111
1llp 00111 27 01011
12p 01110 28p 10110
13p 11100 2%9p 01001
14p 11101 30p 10010
15p 1111t 3ip el

*Appropriate elements to ke multiplied are

LAl mndrand hher Tiew e Aalamambo da o svonsd T o
LENLLGQLTL MY L O Lil CLTiifiitd L UT UOTU e L AL

example, a delay of 10p is obtained by multi-
plying the outputs of the first and fifth
elements (using +1 Vv and -1 V as the 1 and @
states).

It follows from Eq. {(C6) and the logic defined for determining desired
delays of a given PN generator with a complete sequence that the product
of a sequence by a delayed version of the sequence {where the delay is
an integral number of shift intervals) is the same seguence, but with a
different delay. That is,

g{t - ip)gi(t - kp} = gt - p}. {C7}

For example, from Table C3, if 7 = 0 and k = 15, then & = 24. (Note:
In the development of the logic when any element of the register is used
an even number of times in the product, it has no effect on the output.)
Likewise, if J = 1 and k = 16, then & = 25. This is a very important

54




property of the PN sequence, because it gives a method for calculating
the autocorrelation function and hence the power spectral density of the

sequence. The autocorrelation function for a periodic PN signal then is
given by
T/2
(1) = (1/T) [ gl{t)g(t - T)dt,
~1/2
or
T42
) = (/T | g(t)glt - kp), (c8)
-T/2
where T is the period of the PN sequence. If k = Oj then
T/2
$(0) = (1/T) J gz(t)dt =1, (c9)
-1/2
If k # 0, then from Eq. (C7),
T/2
$(kp) = (1/T) J g(t - p). (C10)
-T/2

Because the PN sequence spends 2n*1 shift intervals in the "zero”
state (or -1 V state) and ("1 - 1) shift intervals in the "one" state

{or +1 V state), then

pkpl = -p/(2" - Dp = -1/(2" - 1). | (c11)

Because the signal is periodic with a period of T, the autocorrelation

£ 1 1 A 1T 1~ P k] 9 =T 2 A
function alsoc will be periodic with a period of T. Because the sequence

is a waveform with only two allowable states, the interpolation of ¢ (kp)
for nonintegral wvalues of k is a linear interpolation; that is

$¢1) = =1/(2" - 1) for T/2 > |t] > p

n
- k]

1-——— — forp> 1| >o0. {C12)

n

27 -1 p
The autocorrelation function of a PN sequence is shown plotted in
Fig. C3. For purposes of calculation, it is desirable to rewrite Eg. (Cl2)
in the form

¢(t} = K + ¢0(T),

where K = -(2n - l)_l, and
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Fig. C3. mypical auto-
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a PN segquence.

_Ejﬁ_/f | —JF'L—

n
2 el
¢0(T)=——l-——-forp>['rf>0
-1 P
= 0 for T/2 > |1} > p. {c13)

The K term in this eguation is due to the d-c term in the PN seguence,
which is due to the fact that the sequence spends one interval more in
the “zero” state than it does in the "one® state. It should bhe obvious
that with an appropriate adjustment of the voltage levels associated
with the two states, Eq. (Cl2) may be rewritten

(T} 1 - IT[jp for p > }T! >0

it

0 for T/2 > |t} > p. {C14)

If the PN sequence is considered to be very long so that T goes to
infinity {(or the harmonic components in the signal become infinitely
close together), then the power spectral density of the sequence becomes

P(£f)

i

Fourier transform of ¢(T)

b

=

= 21(1 - t/plecos wt 4t

0

(sin ﬁfp}z

=p {C15)

e )

Equation (Cl5} actually represents the envelope of the powers associated
with the various harmonics of the PN signal. It is interesting to note
that the power spectral density of Eg. (C15) is relatively flat for fre-
guencies below 1/4p (<1 4B) and that as p goes to zero, the power spec-
tral density approaches that of a unit impulse function.
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The advantages of a PN sequence for use in broadband calibration pro-
cedures are then as follows:

1. The PN seguence is broadband with a desirable power spectral
distribution.

2. It has noise-like characteristics, but actually is deterministic
and reproducible.

3. It may be reproduced with any desired delay.

4. It has only two states, which may very well reduce the problems
associated with power amplification to one of power switching.
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