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EXECUTIVE SUMMARY

The High-Frequency (HF) Intratask Force (ITF) Network is being designed as a survivable, anti-
jam communication network for interconnecting mobile, unsurvivable task force platforms.

We propose an organizational architecture for the ITF network. Other design issues including
routing, switching, flow control, and security can be embedded easily and studied in the framework of
this architecture. The desire to provide a framework in which other networking issues could be
evaluated motivated our early consideration of a network architecture. To assure network survivability,
the proposed architecture is based on the use of a distributed algorithm that enables the task force
nodes to self-organize into a reliable network structure. The algorithm also provides for the monitoring
of network connectivities and for the maintenance of the resultant network organization.

The proposed architectural profile of the network at any given moment consists of node clusters
that are linked to each other, as shown in Fig. 1. Here the network is organized into a set of clusters
with each node belonging to at least one cluster. Every node is assigned its own cluster head. The
cluster head may act as .a local controller for all nodes belonging to its cluster. The cluster heads are
linked via gateways (as needed) to provide paths for intercluster communication and overall network
connectivity. The cluster heads and gateway nodes and the links that interconnect them form the back-
bone network.

We describe two possible versions of an algorithm for producing the linked cluster architecture.
The main difference between our two network structuring algorithms, which we refer to as the linked
cluster algorithm (LCA) and the alternative linked cluster algorithm (ALCA), is the rule for selecting
cluster heads. Both algorithms are distributed and consist of two parts: a communication part, during
which local messages are exchanged between neighboring nodes over a control channel, and a computa-
tion part, which takes place at the end of the communication stage during which each node locally
manipulates the collected data base for the determination of its role in the network. The ALCA was
developed after the LCA. The ALCA uses a simpler procedure for selecting cluster heads that gives a
more uniform geographical distribution of cluster heads. On the other hand, the LCA generally yields
network structures containing fewer cluster heads and fewer gateways.

The network architecture shown in Fig. 1 is not, by itself, adequate for the HF ITF network. The
structure shown in Fig. 1 is based on a single connectivity map for the network. However, over the
entire HF band, there may be several different connectivity maps due to variations in the HF communi-
cation range with frequency. Consequently, we have considered a network architecture that consists of
several overlaid sets of linked clusters. Each set is similar to the one shown in Fig. 1 and is based on a
particular connectivity map. Moreover, these connectivity maps are continually being re-formed in
order to adapt to the time variation of the HF connectivities. The HF band is partitioned for this rea-
son into M subbands, for each of which a separate run of the algorithm is required in order to produce
the corresponding sets of clusters. These separate runs take place consecutively during M epochs.
During epoch i the algorithm is run for the i th subband of the HF channel. A connectivity map is
formed based on the connectivities that exist within that subband. The algorithm then provides for the
selection of cluster heads and gateway nodes. When the M runs are completed, the epochs repeat in a
cyclic fashion providing a continual updating process. During any epoch only one set of linked clusters
is being reorganized - the remaining M-1 sets are unaffected.



Fig. 1 - Example showing proposed organization of a task force for
one epoch. As shown, a node may be either an ordinary node (solid
dot), a cluster head (square), or a gateway node (triangle). Cluster
heads may act as local central controllers. The example is for the case
of a fixed communication range, as indicated by the circle around each
cluster head. Clusters are linked together by gateways, if necessary, to
form a backbone network for intercluster communication.

Each node performs the steps of the algorithm based on information obtained from neighboring
nodes. During each epoch, a time division multiple access (TDMA) scheme governs communication
over the control channel. Prior to the start of a new epoch, the control channel switches to another fie-
quency subband.

Each epoch is divided into two frames, each of which is subdivided into N TDMA slots. Each
node is identified by an integer from 1 to N and is allowed to transmit control channel messages related
to the algorithm only in the correspondingly numbered slot within each frame. Through continual
monitoring of possible changes, the network has the capability to adapt its configuration and ensure its
survivability. During each epoch regular communication is allowed to take place at all other frequen-
cies except the one corresponding to that epoch. Scheduling the epochs for different times provides the
needed robustness as it allows the ITF network to maintain regular communications in most subbands
while it adapts to connectivity changes in one subband.

A simulation model was constructed to provide examples of network structures obtained with
both algorithms and to illustrate the following features of the linked cluster architecture.

The linked cluster architecture enables the ITF net to self-organize into a connected network
despite node and link losses. The technique of overlaying several sets of linked clusters provides alter-
native communication paths. If a backbone network node or link is lost (e.g. due to jamming), other
backbone networks at other frequencies can be used. When the net is reorganized in the subband in
which the loss occurs, a new backbone network will be set up that will not contain the disabled node or
the jammed link. The combination of path redundancy and the ability of the network to adapt to node
and link losses results in a robust ITF net..

Our network structuring algorithms prevent the formation of certain types of loop paths in the
backbone network. This reduces the number of links that are needed to maintain the overall connec-
tivity of the network and also simplifies routing.

We show how a node renumbering strategy can be used to produce "orthogonal" backbone net-
works. This is done to prevent a node from being overburdened with network management and traffic
direction responsibilities, which would result from a node always becoming a cluster head or gateway
node.



Examples are given indicating that our network structuring algorithms produce efficient network
structures even when connectivities are changing during the reorganization epoch. In many cases only
a small number of the potentially available links are needed to form a connected network.

The linked cluster architecture is flexible. Our network structuring algorithms provide each node
with the following information for each of the M subbands: its one-hop- and two-hops-away neighbors,
its NODESTATUS (i.e. whether the node is a cluster head, gateway, or ordinary node), and the identity
of its own cluster head. This information can be used in a variety of ways to implement a working net-
work. For example, each node could specify the relay to be used for two-hop paths or the cluster head
could make all routing determinations. The' flexibility of the linked cluster architecture allows for many
different implementations of the ITF network. It is important for the ITF network's architecture to be
flexible because some of the equipment constraints that could affect the network design (e.g. synchroni-
zation time and the numbers of transmitters and receivers on each platform) are not known precisely.

Some specific networking issues that can be addressed within the framework of the linked cluster
architecture include: intra- and intercluster communication, link activation, the use of one-way links,
and routing. A preliminary discussion of these issues is given in this report; however, considerable
work remains before the design of a complete ITF network is achieved.

Features of the linked cluster architecture that make it ideal for the ITF network are:

0 The resultant network structure is survivable since the network structuring algorithms are fully
distributed (i.e., there is no need for a central controller).

* The network is self-organizing.

" Network connectivities are continually monitored and the network automatically adapts to node
and link losses.

* A variety of multi-access protocols can be used.

Cluster heads can act as channel access controllers (e.g. a busy tone multiple access (BTMA)
scheme can be used which will solve the hidden terminal problem).

0 Cluster heads can act as broadcast centers.

* Overall network connectivity is achieved using a backbone network.

* The network can be implemented with either narrowband or wideband signaling.

* A variety of routing strategies can be used.

* The architecture takes advantage of the wide variation of the communication range over the HF
band.



AN ARCHITECTURE FOR THE HIGH-FREQUENCY INTRATASK
FORCE (ITF) COMMUNICATION NETWORK

INTRODUCTION

The trend toward more sophisticated, highly computerized naval platforms is generating new com-
munication requirements that cannot be met by existing communication systems. At the Naval
Research Laboratory (NRL) a new communication network is being studied; this new network is a can-
didate to become the primary extended line of sight (ELOS; 50 to 1000 km) communication system for,
ships, submarines, and aircraft that form a task force. This new system, called the HF Intratask force
(ITF) Communication Network, will use HF radio waves (2 to 30 MHz) to interconnect the various
task force platforms.

The HF ITF network can be characterized as a general purpose military communication network
with time-varying connectivity that uses broadcast HF radio waves to link nodes. This combination of
characteristics makes the HF ITF network unique. There are a few existing networks that share some
of these characteristics but none that possess all of them. The HF ITF network must handle both voice
and data traffic, which may be either bursty or nonbursty. Some of the communication traffic may
require delivery to the destination within a few seconds while other traffic may tolerate delays of hours.
Communication traffic classification levels vary from unclassified to highly classified. The network must
support several modes of communication including point-to-point, broadcast, and conferencing. Net-
work survivability is an important consideration since the network may be subject to communication
jamming, physical attack, spoofing, etc.

Network connectivities vary with frequency and time. One reason for the changing connectivities
is node mobility. The task force consists of mobile nodes of widely varying speed capabilities - from
relatively slow moving submarines to high-speed aircraft. Network connectivities also vary over the HF
band because of the wide variation of HF propagation losses as a function of frequency and sea state
[1]. Noise conditions throughout the network may also vary substantially with respect to location, time,
sea state, and radio frequency [2]. In addition to atmospheric noise, the network must function in the
presence of man-made noise due to jammers, locally generated platform interference, interference from
other HF ITF users, and other nonhostile users of the HF medium. Finally, physical attack can remove
nodes from the network. A previous report [3] details the requirements, constraints, and networking
issues related to the HF ITF network.

Background on Similar Networks

Perhaps the most developed network, which shares many, but not all, of the characteristics of the
ITF network, is the packet radio network (PRNET). The version of the PRNET described in Ref. 4
consists of station, relay, and terminal nodes. These nodes are connected by UHF radio links. Initial
PRNET experiments were for a single station network where the station acted as a central controller
controlling, for example, all network routing. Because it relies on a central controller, this version of
the PRNET is not suitable for the ITF network since the loss of the central controller would disable the
entire network. Experiments with a multistation PRNET are underway. Unfortunately, the characteris-
tics of the UHF channel are so different from those of the HF channel that generalizations from the
PRNET to the HF ITF network are often inappropriate.

Manuscript submitted, July 20, 1982.
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The advanced mobile phone service (AMPS) is a commercial radio network that also bears some
resemblences to the ITF network. AMPS is organized into cellular tessellations with a fixed local con-
troller in each cell [5]. Although this structure has many operational advantages, it is difficult to main-
tain when the local controllers are mobile, as would be the case for the ITF network.

The battlefield information distribution (BID) network is another network that shares many of the
characteristics of the ITF network. A version of the BID network is described in Ref. 6. The BID net-
work is based on an adaptation of the concepts of the PRNET to a military network environment. It
assumes no specific frequency band for communications. It does assume, however, that every node can
communicate with a large number of other nodes. Typical node densities are on the order of 500 nodes
in an area 30 km by 50 km. In the hierarchical distributed control version of the BID network, a set of
nodes is selected as control nodes and each noncontrol node is homed to two or three control nodes.
This control structure has some resemblance to the structure that we propose for the ITF network;
however, because node densities in the ITF network can be much lower than those assumed for the
BID network, and due to the unique properties of the HF channel, the techniques used in the BID net-
work are not directly applicable to our networking problem.

Another mobile, military network is the Ptarmigan communication system. This system is
designed to replace the Bruin network currently in use by the British forces assigned to NATO [7]. The
Ptarmigan network consists of fixed and mobile nodes and radio and wire communication links.
Switching nodes in the Ptarmigan network may move as frequently as once per eight hours. On the
other hand, all the nodes in the HF ITF network are moving continuously.

Report Outline

In this report, we propose an organizational architecture for the ITF network. Other design issues
including routing, switching, flow control, and security can be easily embedded and studied in the
framework of this architecture. The architecture is based on the use of a distributed algorithm, which
organizes the task force elements into a reliable network structure. We describe two possible versions
of such an algorithm. The proposed structure of the network at any given moment consists of node
clusters that are linked to each other. The algorithm provides for the monitoring of network connec-
tivities and for the maintenance of the resultant network organization.

The rest of the report is arranged as follows. The second section describes the two candidate algo-
rithms for organizing the HF ITF Network. These are referred to as the linked cluster algorithm
(LCA) and the alternative linked cluster algorithm (ALCA). Examples of networks organized with
these algorithms appear in the third section along with a description of our simulation model.
Numerous issues related to the architecture are discussed under further considerations followed by our
conclusions. The appendix contains concise, SIMULA-based, pseudocode for both algorithms.

NETWORK ORGANIZATION

We consider the problem of constructing a reliable communication network for the example
shown in Fig. 2. The resultant network connectivities are shown in Fig. 3 for six different communica-
tion ranges corresponding to six subbands of the HF band. The communication ranges shown here are
representative groundwave ranges that might apply to task force scenarios in the absence of jamming.
Actual connectivities will be different, of course, since the communication range depends on many fac-
tors that vary with time and position, including: jamming, sea state, atmospheric noise levels, and other
user interference.

As shown in Fig. 3, the ITF network will generally not be completely connected (i.e., not all
nodes will be within communication range of every other node), nor will all nodes be within communi-
cation range of a central node. The relaying of messages will thus often be necessary. In developing a
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network control structure that is well suited to the ITF environment, a fundamental choice is that of
distributed versus centralized operation. The main disadvantage of centralized control is its high vul-
nerability. On the other hand, a significant disadvantage of distributed control is that each platform
must receive sufficient information from the other platforms on which to base control decisions; the
transfer of all information is subject to delay and possible errors and requires the use of network
resources.

Instead of considering a purely centralized or distributed organizational structure, we propose the
hybrid architectural organization shown in Fig. 4. Here the network is organized into a set of clusters,
each node belonging to at least one cluster. Every node is assigned its own cluster head. The cluster
head acts as a local controller for all nodes belonging to its cluster. Since all nodes belonging to a clus-
ter can "hear" the cluster controller, random channel accessing techniques, such as busy tone multiple
access (BTMA) [8], designed to solve the hidden terminal problem, can be used within the cluster.
Similarly centralized polling or other reservation techniques may be used within a cluster. The cluster
heads are linked via gateways (if necessary) to provide paths for intercluster communication and overall
network connectivity.

In this section we describe two candidate algorithms for establishing and maintaining the linked
cluster structure exemplified in Fig. 4. Since connectivities are different for each subband of the HF
band, distinct structures will form in each subband. These structures Will be subject to changes due to
time varying factors including node mobility and jamming. These algorithms are particularly attractive
because they do not depend on the existence of any particular node.

The main difference between our two network structuring algorithms, which we refer to as LCA
and ALCA, is the method of selecting cluster heads. After the LCA was developed, we found a simpler
rule for selecting cluster heads; this new rule, which is used in the ALCA, also has the advantage that
it gives a more uniform geographical distribution of cluster heads. On the other hand, the new cluster
head selection rule generally yields networks with more heads and gateways than comparable network
structures obtained using the LCA. To illustrate the difference between the two selection rules, it is
instructive first to describe the two algorithms in a fictitious, centralized mode. That is, we shall tem-
porarily assume that a central controller has full topological and connectivity information about the

Fig. 2 - We consider the problem of constructing a
reliable communication network structure for the
example above
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(a) (b)

t I I - I L~J

(f)

Fig 3 - Connectivity maps for the example of Fig 2 and for six communication ranges The rel-
ative magnitude of the communication range is shown below each map

Fig. 4 - Example of a linked cluster organiza-
tional architecture



entire network and proceeds to form the clusters and to assign cluster heads. In fact, to facilitate the
description, we shall further assume, for the moment, that the communication range is fixed and the
same for all nodes. After describing the centralized versions of the cluster head selection rules, we
shall explain their more interesting, distributed implementation, in which no node possesses any prior
knowledge about the other nodes, no coordinating node is present, and the communication range is
variable and unknown.

Before proceeding with the description of these algorithms, however, we introduce the following
terminology for describing the linked cluster structure: (a) Two nodes are said to be neighbors if they
can communicate with each other via a half-duplex HF channel. Thus,we do not consider one-way
communication capability sufficient for connectivity. (b) Two clusters are said to be directly linked if
their cluster heads are neighbors. (c) A node is a member of a cluster if the node is a neighbor of the
cluster head or if the node is itself the cluster head. (d) A cluster covers another cluster if each
member of the second cluster is also a member of the first cluster.

Cluster Head Selection Rule (LCA) - Centralized Version

This method produces the node clusters shown in Fig. 5a. The nodes are first numbered from I
to N, where N equals 10 for the example shown in Fig. 5. The central controller starts with the highest
numbered node, say node N, and declares it a cluster head. Then it draws a circle around that node N
with radius equal to the range of communication. The nodes inside the circle form the first cluster. It
then considers whether there are nodes outside this circle. If there are, it tentatively considers drawing
a circle about node N-1. Should any nodes lie within this circle that were not already within the first
circle, node N-1 becomes a cluster head and a circle is drawn about it. Then consideration of tentative
cluster head status for nodes N-2, N-3, etc. follows, until all nodes lie within at least one circle. The
resultant arrangement provides every node with a cluster head. Any pair of clusters may be linked
directly; they may even cover one another, overlap, or they may be disconnected. In the last two cases,
selected nodes must serve as gateways for the interconnection of the cluster heads. This issue will be
addressed in the discussion of the distributed version of the algorithm.

Cluster Head Selection Rule (ALCA) - Centralized Version

In the alternative method the procedure is a slight variation of the one just described. The central
controller starts with the lowest numbered node, node 1, declares it a cluster head, and draws a circle

7 4

.8

.2.9

10 09 C1 .2

(a) (b)

Fig 5 - Illustration of cluster formation using the LCA ind
ALCA cluster head selection rules
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around it with radius equal to the fixed communication range, thus forming the first cluster. If node 2
lies in this circle it does not become a cluster head. If not, it does become a head and the controller
draws a circle around it. Continuing in this manner; node i becomes a cluster head unless it lies in one
of the circles drawn around earlier nodes. The resultant arrangement is shown in Fig. 5b. Unlike the
previously described case for the LCA, with the latter method, no cluster can cover another nor can
two clusters be directly linked. To facilitate comparisons with examples using the LCA, the nodes are
numbered in reverse order from that shown for the LCA. Thus, nodes 1,2,3, etc. of the LCA exam-
ples are nodes N, N-I, N-2, etc. of the corresponding ALCA examples. This node numbering conven-
tion is used in the remainder of the present report.

We now describe in detail the distributed versions of these algorithms. The LCA is also described
in Ref. 9.

The Linked Cluster Algorithm (LCA) - Distributed Version

The network architecture shown in Fig. 4 is not, by itself, adequate for the HF ITF network. The
structure shown in Fig. 4 is based on a single connectivity map for the network. However, over the
entire HF band, there may be several different connectivity maps due to variations in the HF communi-
cation range with frequency. Consequently, we have considered a network architecture that consists of
several, overlayed sets of linked clusters, each set being similar to the one shown in Fig. 4 and being
based on a particular connectivity map. Moreover, these connectivity maps are continually being re-
formed in order to adapt to the time variation of the HF connectivities. The HF band is partitioned for
this reason into M subbands, for each of which a separate run of the algorithm is required in order to
produce the corresponding sets of clusters. These separate runs take place consecutively during M
epochs. During epoch i the algorithm is run for the ith subband of the HF channel. A connectivity
map is formed based on the connectivities that exist within that subband. The algorithm then provides
for the selection of cluster heads and gateway nodes. When the M runs are completed, the epochs
repeat in a cyclic fashion providing a continual updating process. Note that during any epoch only one
set of linked clusters is being reorganized - the remaining M- sets are unaffected. To prevent disrup-
tions in communication traffic flow, the network should route traffic to avoid the subband in which the
network is being reorganized. Appropriate message framing provisions must be made in order to avoid
interruption of message transmissions at the beginning of the corresponding reorganization epochs.

The algorithm has two logical stages: first, the formation of clusters and second, the linking of the
clusters. Each node performs the steps of the algorithm based on local information. Thus some simple
message exchange is necessary. This exchange is assumed to take place over the control channel [3].
At the completion of the algorithm, the network is organized into linked clusters and each node ends
up assuming one of three roles: it may remain an ordinary node, it may become a gateway node, or it
may assume the cluster head node position. The significance of these roles will become apparent as the
algorithm is described.

Cluster head and gateway nodes and the links that interconnect them form the backbone network.
It is not clear whether all or only part of the intercluster traffic should be routed through this backbone
network. This would depend on routing and delay considerations that have not yet been thoroughly
examined. Depending on the intended use of the backbone network, it may be desirable that it be as
close to a minimal spanning tree as possible to reduce the number of local controllers and relay steps in
transmissions. On the other hand, superfluous links can provide path redundancy and also serve to
deconcentrate intercluster traffic. We shall show how some path redundancies can be removed, if
desired, by direct use of our algorithm. Further elimination of links can be achieved by separate use of
other algorithms similar to the ones described by Dalal [10] and Gallager [11]. These issues, however,
are not primary at this time and should not detract from the description of the algorithm. They are
examined in greater detail later in this report.
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TIME AXIS

Fig 6 - Control channel schedule

The schedule of events in the algorithm is shown in Fig. 6. All nodes are assumed to keep accu-
rate global time. The frequency band of the HF channel is partitioned into subbands. Within each sub-
band the communication range of the ground wave is approximately constant. The width of such sub-
bands is considered to be of the order of 1 MHz or larger. The precise- way the HF band actually
should be partitioned will depend on equipment constraints, frequency allocation regulations, and
spread spectrum signaling limitations which will be discussed later in this report. It is not relevant to
the algorithm as such. The algorithm runs separately for each frequency range since the connectivities
depend critically on frequency for the HF band. Thus a different network organization is formed for
each frequency range. However, the networks corresponding to the different frequency subbands are
not actually autonomous, but rather they constitute a single HF ITF network.

The time required to complete the algorithm at a particular frequency range is called an epoch.
The algorithm is repeated for each frequency subband and eventually returns to the original band and
repeats the whole cycle. Each epoch is divided into two frames; each frame is subdivided into N time
division multiple access (TDMA) slots, where N is equal to the number of nodes in the network. Each
node is identified by an integer from 1 to N and is allowed to transmit control channel messages related
to the algorithm only in the correspondingly numbered slot within each frame.

It is not essential in the LCA that the number of slots in each LCA frame equal the number of
nodes in the network; the number of slots could be greater than or less than the number of nodes. For
example, LCA transmission slots are not needed for submarines that maintain radio silence As
another example, there may be so many nodes in the network that the LCA frame length would be too
long if all nodes were to be included in the LCA transmission schedule. In the latter case, only a sub-
set of all the nodes would participate in setting up the backbone network. Of course, all nodes must be
provided access to the backbone network for the purpose of intercluster communication.

An alternative method for implementing self-organizing mobile networks, which does not use
preassigned slots, is described in Ref. 12. A disadvantage of the latter approach is that, as the conten-
tion for unused slots increases, it takes increasingly longer for the network to organize.

The staggering in the time domain of the epochs for the different subbands provides the needed
robustness against topological changes as it allows the ITF network to adapt to connectivity changes in
one subband while maintaining regular communication in all other subbands Through continual moni-
toring of possible changes, the network has the capability to maintain connectivity. During each epoch,
regular communication is allowed to take place at all other frequencies except the one corresponding to
that epoch. Instead, at that frequency, only control messages are exchanged that permit the organiza-
tion of the network. Thus the overhead encountered due to the proposed algorithm is equal to IUM
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where M is the number of frequency ranges into which the HF band is divided (for example, 1/28 if we
consider 1 MHz subbands of the 2-30 MHz HF band).

During execution of the LCA each node maintains the following data structures for each subband:
three lists, called respectively, HEADSONEHOPAWAY, HEADSTWOHOPSAWAY, and
NODESHEARD, a matrix called CONNECTIVITY, a variable named OWNHEAD, and an indicator
named NODESTATUS. These data structures are updated routinely as control messages are received
from other nodes. We first describe what these data structures represent.

The CONNECTIVITY matrix has binary entries. A value of 1 in the (i, I) position indicates the
existence of a bidirectional link between nodes i and j, and a value of 0 the lack of one. Thus the i th
row of the matrix indicates the connectivities of the i th node. It is possible that at the location of node
i several rows of the matrix remain unfilled due to the lack of knowledge about the connectivities at
distant locations in the network. The intent of the algorithm is to enable each node to acquire such a
partial version of the global connectivity matrix, which is of course unknown.

The variable OWNHEAD designates the identity of the node that is assigned to be the cluster
head for a given node. The NODESTATUS indicator takes on one of three values, ORDINARY,
GATEWAY, or HEAD to specify the role assumed by a given node.

The NODESHEARD list includes all neighboring nodes that a node can hear. In some cases, for
these neighbors, communication in the reverse direction may not be possible; for example, reception at
a node may be poor due to jammer proximity. A built-in feature of our algorithm is the capability to
distinguish between unidirectional and bidirectional connectivities.

The HEADSONEHOPAWAY list is a list of all the cluster heads that are connected to a node
and, finally, the HEADSTWOHOPSAWAY list identifies cluster heads that are not directly connected
to a node but which are connected to one of its neighbors.

On a frame-by-frame basis the algorithm proceeds as follows:

Frame I

In its assigned slot, (i th), node i broadcasts the identities of the nodes it has heard from during
the earlier slots of this frame (i.e. its NODESHEARD list). (Thus node i also receives partial connec-
tivity information of the nodes that it can hear.) By the end of this frame, node i has filled in some of
the entries of its connectivity matrix. In particular, it can fill in the elements above the main diagonal,
i.e., the elements (i, ) of the i th row that satisfy j > i. (At the start of each epoch, the connectivity
matrix is initialized to the identity matrix.) The element (Q j) is set equal to 1 if:

(a) node i heard from node j and
(b) node i appears in the NODESHEARD list broadcast by node J.

Frame 2

Now each node broadcasts in its assigned slot its full connectivity row. This is possible because
node i has completely filled in the ith row of the connectivity matrix by the time of the i th slot of
Frame 2. Here is how node i determines the bidirectionality of links (i j) for j < i. Node i sets con-
nectivity matrix element (, j), for j < i, equal to 1 if the ith element of the connectivity row received
from node j during Frame 2 is equal to 1. By the end of the frame each node knows the two-way con-
nectivities for itself and for its neighbors. The global connectivity matrix is not available to every
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individual node - only a partial version of it is formed by each node. However, for the case of error-
free transmissions, all versions are consistent with the global true matrix. Later on we consider the
effects of transmission errors.

Formation of Clusters - At the i th slot of the second frame, node i can perform a logical function
that permits it to evaluate its current NODESTATUS (i.e., whether it is a HEAD or an ORDINARY
node), which it can then transmit along with its row connectivity. We use the rule that the node with
the highest identity number among a group of nodes is the first candidate to claim cluster head status.
Thus node i first checks its own connectivity row. If there is no neighbor with higher identity number,
node i becomes a cluster head. If another neighbor exists with higher identity number, that neighbor
will become a cluster head, so i doesn't have to. However i must also check whether it is the highest
neighbor of some other node j < i. This can be done by checking the received connectivity rows from
the lower numbered neighbors. If node i is the highest in some row j < i node i must become a clus-
ter head for at least node j. Thus node i is able to broadcast in the i th slot of the second frame his
NODESTATUS. This information is needed for the linking of the clusters as will be seen later in this
report. Note that if the selection rule were changed from the choice of the highest to that of the lowest
numbered node as the cluster head, then it would not be possible for a node to know for certain its
NODESTATUS prior to its Frame 2 transmission. Consequently, an additional frame would be needed
for the exchange of NODESTATUS information. (See for example, an earlier version of the Linked
Cluster Algorithm [13].)

At the end of the second frame each node fills in its HEADSONEHOPAWAY and HEAD-
STWOHOPSAWAY lists. The first list consists of those neighbors of the node that achieved cluster
head NODESTATUS. This list is complete since each node that becomes a cluster head broadcasts its
NODESTATUS during its Frame 2 transmission. For the second list, the node examines each of its
neighbors. By looking at a neighbor's connectivity row it can identify that neighbor's cluster head. If
that cluster head is not within one hop of this examining node, the cluster head is put into the HEAD-
STWOHOPSAWAY list.. It is possible that a two-hops-away neighbor of a node has become a cluster
head unbeknown to that node; an example of an undetected two-hops-away head is given in the third,
section of this report. The HEADSTWOHOPSAWAY list is therefore not necessarily complete, unlike
the HEADSONEHOPAWAY list. Thus, by the end of the second frame, clusters are formed and the
data base necessary for the second logical function of the algorithm (the linking of the clusters) is avail-
able.

The previously described procedure may produce a few unnecessary cluster heads under some cir-
cumstances. An intermediate, auxiliary procedure, called DELETEHEADS, can be used to eliminate
the truly redundant clusters that may have been formed. Let us recall that one cluster covers another if
all the nodes of the second are also members of the first. It is straightforward to verify that the cluster
forming procedure will never produce clusters mutually covering each other. However, it is possible
for one cluster to cover another. In that case, DELETEHEADS can take over and eliminate the
covered, and thus unnecessary, cluster head. Every node in the clusters involved can detect this cover-
age since its database includes the connectivity rows of all of its neighbors and may proceed to adjust its
data base by returning the head of the redundant cluster to ordinary NODESTATUS and by deleting
the covered head from the HEADSONEHOPAWAY list if it is a neighboring node.

Linking of the Clusters - The next logical stage is the linking up of the clusters. This is accom-
plished by the introduction of GATEWAY nodes. Every nonhead node is a candidate to become a
GATEWAY. There are three cases to be considered; these are illustrated using a simple, fixed range
communication model. The first case is shown in Fig. 7a. Here there is no need for gateways since the
heads of the clusters are directly linked. (This case does not occur in the ALCA.) The second case is
depicted in Fig. 7b. Here exactly one node is needed to link up the two heads. Clearly the candidates
are the nodes in the intersection of the two cluster regions. The third case is pictured in Fig. 7c. Here
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(a) (b)

Fig 7 - Examples of the three cases that arise when linking
clusters together Case (a) Cluster heads are directly con-
nected; Case (b) Clusters are overlapping; Case (c) Clusters
are not overlapping. All three cases occur in the LCA, how-
ever, only the latter two cases occur in the ALCA

*4 80 *3

(c)

at least two nodes (one from each cluster) are needed. It is, of course, assumed that suitable such
nodes do exist; otherwise, the network cannot be connected. We now describe the procedures used to
achieve the linkup in the last two cases.

Case of overlapping clusters - This case is handled by procedure LINKUP1. Pseudocode for
LINKUPI is given in the Appendix of this report. Every node that is not a cluster head is a candidate
gateway node. Each pair of heads in a node's HEADSONEHOPAWAY lists corresponds to a pair of
overlapping clusters. To avoid the formation of unneeded gateways, candidate gateway nodes first test
to see if the heads of overlapping clusters are already linked through another cluster head. An example
of such a linkage is examined in detail in the third section of this report. (The test for linkage through
another head need not be performed when using the ALCA since cluster heads are never directly
linked in that case.) If an unlinked pair of heads is found, the examining node is a candidate gateway
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for linking these heads. The highest numbered node in the intersection of the two clusters is chosen to
become a gateway for that pair. All nodes in this intersection are "aware of each other" since they can
be at most two hops away from each other and every node possesses the connectivity row information
for every one of its neighbors. Thus there is no ambiguity in the selection of the gateway node.

Case of nonoverlapping clusters - This case is handled by procedure LINKUP2. Pseudocode for
LINKUP2 is given in the appendix of this report. Cluster head pairs consisting of a node's own head
plus a head from the node's HEADSTWOHOPSAWAY list identify nonoverlapping clusters. (The
clusters may in fact be overlapping, unbeknown to the examining node). For linking up two clusters
that do not overlap, at least one node from each cluster must become a gateway. Each node examines
every possible pair of nodes, the first member of which is its own cluster head and the second member
of which is a cluster head in its HEADSTWOHOPSAWAY list. To avoid redundant gateways, the node
attempts to ascertain the need for the creation of a gateway by checking, for each such pair, whether a
path may have been created via LINKUPI through another cluster head. Thus it seeks nodes among
its neighbors that may include in their connectivity rows the second member of the head-pair it is exa-
mining, together with a cluster head from its HEADSONEHOPAWAY list. In other words, if a head in
its HEADSTWOHOPSAWAY list is connected via one of its neighbors to a cluster head that was earlier
connected to the first member of the pair via LINKUPI, there is no need for additional linkage. If this
circumstance is not established, the node proceeds further with the LINKUP2 procedure, assuming that
its services are needed for this linkage. There may be several pairs of potential gateway nodes that can
link two clusters. Each node may be "aware" of several of those, but perhaps not all of them. The
(arbitrary) deterministic rule chosen for resolving the ambiguity is to select the pair with the largest
sum of identity numbers. In case of a tie, the pair involving the node with the highest number is
chosen. Unlike the case of LINKUPI here, we may end up with extra gateways with two or possibly
more pairs becoming gateways. It is worth noting, however, that such multiple linkage outcomes are
not very likely for most topological configurations. In some cases only one of the two potential gateway
nodes in a pair may decide to become a gateway while the other may find that it is not needed if
another pair of higher numbered nodes is available and known to it. The existence of such a pair may
not be known to both partners of the first pair, and thus asymmetric situations can arise. Such out-
comes, however, are rare and only a harmless nuisance. They need not affect the network's operation
and cannot be avoided without substantially increasing the data bases available at each node by addi-
tional message exchanges.

The Alternative Linked Cluster Algorithm (ALCA)-Distrlbuted Version

The two algorithms have nearly identical implementations. Both use the same data structures,
and both follow the same transmission schedule- shown in Fig. 6. Also, the formats for the control
messages are nearly the same for the two algorithms; the only difference is that the rules for forming
the clusters and for assigning cluster heads are different. The difference has already been described in
the centralized version. In the distributed implementation, the rule is simply that a node becomes a
cluster head unless it has a lower numbered cluster head for a neighbor. Thus instead of announcing
its node status, each node broadcasts the identity of its own cluster head during ALCA Frame 2
transmissions. This enables nodes to fill in both their HEADSONEHOPAWAY and
HEADSTWOHOPSAWAY lists. One additional, difference exists between the two algorithms; namely,
in the ALCA, gateway node pairs are selected from the lowest value links instead of the highest. Thus
in the ALCA, the lower numbered nodes are more likely to become cluster heads and gateways
whereas the LCA favors the higher numbered nodes for these roles.

The advantage of the ALCA is that it is simpler to, implement than the LCA. Because of the par-
ticular cluster head selection rule used in the ALCA, no superfluous (i.e., covered) clusters are formed.
Thus procedure DELETEHEADS, which is a rather involved procedure used in the LCA, is not
required by the ALCA. The ALCA also gives a more uniform distribution of cluster heads. On the
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other hand, the LCA generally yields network structures that contain fewer cluster heads, gateways, and
backbone network links.

THE SIMULATION -MODEL AND SIMULATION RESULTS

A simulation model was constructed to provide examples of network structures obtained with
both algorithms. This model represents the first phase in the development of a comprehensive HF ITF
network simulation facility. The development of the HF ITF network simulator is proceeding alongside
the design of the network itself. The simulation model is coded in the general purpose, high level
language SIMULA [14] and runs on the Laboratory's DEC-10 computer. The ITF network simulator
uses some of the SIMULA software tools developed for the simulation of satellite networks [15-17].

The user can either enter node position data directly into the simulator or let the simulator itself
randomly position the nodes. Random positioning of nodes was used for nearly all of the examples
shown in this report. In the latter case, the user must specify the number of nodes and the radius R of
the circular area within which the nodes are to be located. For the examples shown in this report, R
equals 300 km.

The placement of nodes is based on a uniform distribution of nodes over the task force area.
Thus a node is equally likely to assume any azimuthal position. On the other hand, the radial distribu-
tion of nodes is nonuniform. The cumulative distribution function F(r), which gives the probability
that a node is positioned within a radius r from the "center" of the task force, is given by the ratio of
the circular areas of radii r and R; thus

F(r)-- r-1R 2

Based on the preceding considerations, the simulator uses the following procedure to position the
nodes. Beginning with node 1, the radial distance r(1) of this node from the center of the task force is
obtained from

r(1) = R*SQRT(UNIFORM (0,1,SEED))

where UNIFORM is a SIMULA-provided procedure that returns a random number in some specified
range (0 to I in this case). The random number is chosen from a uniform distribution. The SEED for
generating this random number is changed as a result of each call to UNIFORM. Next, the relative
azimuthal position of node 1 is determined by the formula

THETA (1) = 2*PI*UNIFORM (0,1 ,SEED).

Similarly, the positions of nodes 2, 3 .... N are determined, in sequence, according to the procedures
just described. For a very large number of nodes, these procedures tend to provide a near-uniform dis-
tribution of nodes over the area of the task force.

In our simulation model, the determination of whether two nodes are within communication
range is based on the high-frequency groundwave range curve shown in Fig. 8. This curve can be
expressed as a combination of polynomials of the form

aO + al *f + a2*f2 + a3+f 3 + a4*f4

where f is the frequency in MHz and the values of the coefficients are given in Table 1. The curve
shown in Fig 8 is an approximation to the global worst-case noise limited nighttime groundwave range
performance curve given in [18]. The curves assume 1 kW transmitters. Reference 18 explains further
details regarding the assumptions used in deriving this curve. The groundwave range curve of Fig. 8 is
only intended as a model. Actual ranges will vary with geographic location, sea state, time of day, sea-
son, and threat levels (i.e. jamming).
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Table 1 - Polynomial Coefficients for
Groundwave Propagation Model

Frequency Range [MHz] aO al a2 a3 a4

2 to 10 75.83 219.512 -55.4377 5.449301 -. 192016

10 to 20 216.27 33.623 -4.8438 0.224165 -.003497

20 to 30 33.60 34.198 -2.3805 0.064103 -.000583

0 1 I I I I I I I I I I I I . L I

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
FREQUENCY (MHz)

4001

Fig 8 - Groundwave communication range
model used in simulator

The global connectivity matrix for frequency f consists of entries 0 and 1 where entry [, j] = 1 if
node i is in range of node j, as determined by Fig. 8, and entry [, i] = 0 otherwise. Note that in this
simple model all connectivities are bidirectional; thus, the global connectivity matrix is symmetrical.

We now turn from the description of the simulation model to a discussion of results obtained with
it. We specifically consider the following features: backbone network complexity, undetected cluster
heads, frequency dependence, node numbering methods, deadend loss of links, cyclic paths, loss of
nodes, and loss of links.

Backbone Network Complexity

An interesting characteristic of our linked cluster structuring algorithms is the complexity of the
resultant backbone network. Two quantities that can be used to quantify this complexity are, for a given
total number of nodes, the number of clusters formed and the number of links in the backbone net-
work. Let us assume that two backbone networks A and B are of equal complexity if one of the follow-
ing is true:

" A and B have the same number of cluster heads and the same number of links,

* A has more heads but fewer links than B,

" B has more heads but fewer links than A.
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If two backbone networks are not of equal complexity, then the one with the least number of clusters
or links is said to be the simpler network. There are cases when the ALCA gives backbone networks
that are either more complex, less complex, or of equal complexity to those obtained with the LCA
Examples of the occurrence of these three cases, for the same distribution of nodes but for different
frequencies, are shown in Fig,. 9, A comparison of examples in Fig. 9b shows that, in some cases, the
two algorithms produce the same backbone network. The histogram of Fig. L.compares the complexi-
ties of the backbone networks obtained with the LCA and ALCA for 72 simulation runs. These data
indicate that there is a tendency for the LCA to produce slightly less complex backbone networks. It is
not clear, however, whether this is an advantage or disadvantage for the overall performance of the net-
work.

Undetected Two-Hops-Away Heads

Each node keeps a list of those heads that are one hop from it and those that are two hops away.
The former list is always complete, but the latter may be incomplete. An example of an undetected
two-hops-away head occurs in Fig. 9b. In this figure (see ALCA case), node 3 is unaware that node 7
is a head. For node 3 to detect that 7 was a head, either node 16 or 20 would need to have 7 as its
cluster head; however, node 3 is the cluster head for both 16 and 20.

Frequency Dependence

Since the communication range varies significantly across the high-frequency band, we envision
the network as consisting of the overlay of several sets of linked clusters, each set derived from a con-
nectivity map formed using a different frequency. The frames of Figs. 11 and 12 show the resultant
network structures for six epoch frequencies and for the LCA and ALCA. The connectivity maps for
these frequencies are shown in the corresponding frames of Fig. 3. The particular frequencies used
were chosen because they provide examples corresponding to a wide variation in the communication
range. In these examples, connected networks are formed at all but the highest frequency.

The technique of overlaying several sets of linked clusters provides alternative communication
paths. If a backbone network link is lost at one frequency due to jamming, other backbone networks at
other frequencies can be used. When the network is reorganized in the subband in which the jamming
occurs, a new backbone network will be set up that will not contain the jammed link. The combination
of path redundancy and the ability of the network to adapt to node and link losses results in a robust
ITF network.

Unfortunately, because the same nodes tend to become heads and gateways for each epoch in the
examples of Figs. 11 and 12, these nodes will be overburdened with network management and traffic
direction responsibilities. Moreover, the appearance of the same nodes in several different backbone
networks makes the network too dependent on these nodes. For example, in Fig. 12, the loss of node
2 would sever the backbone network for all but the lowest frequency. Although the network would
begin to compensate for the loss of this node by restructuring the backbone network epoch by epoch,
parts of the network might remain disconnected until a full cycle of epochs occurred. This problem can
be avoided by introducing a dynamic node numbering strategy.

Node Numbering

Given the simple strategy used in deciding the identity of a cluster head or a gateway node among
a group of candidates, it is clear that number assignment to the nodes is a very important part of the
proposed organization. For example, in the ALCA the lower numbered nodes simply have a greater
tendency to become heads or acquire gateway status than higher numbered nodes while in the LCA the
opposite is true. If the numbering system is the same for all epochs, these nodes will be overburdened
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Fig 9 - Three cases that arise when comparing the relative complexities of
the backbone networks obtained with the LCA and ALCA Case (a) The
structure obtained with the ALCA is the simpler, Case (b) The backbone net-
works are of equal complexity, Case (c) The structure obtained with the LCA
is the simpler
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Fig 12 - Network structures obtained with the ALCA for a case with
six different epoch frequencies
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with network management and traffic direction responsibilities. One possible way to alleviate the prob-
lem is to assign to each node a different number for each epoch. Also, if all nodes do not have com-
parable equipment, favored numbers should be assigned to nodes with greater capability. A simple
strategy that tends to produce disjoint'backbone networks, i.e. having no nodes or links in common, is
to invert the numbering on successive epochs. That is, nodes 1, 2, 3, etc. become nodes N, N-1, N-2,
etc. An example of such a strategy is shown in Fig. 13 for both the LCA and ALCA. The results show
some separation of the backbone networks, however, the nodes numbered 3 and 9 in Frames (a) and
(d) and 8 and 2 in Frames (b) and (c) still appear in each of the backbone networks. That this is una-
voidable can be seen by considering the complete connectivity map for this particular example which
appears in Fig. 3d. Since nodes 2(9) and 8(3) are cut set nodes, they must necessarily be part of the
backbone network. In general, a strategy of node number inversion followed by number randomizing
on alternate epochs should produce well separated backbone networks if there are no cut set nodes.
Such a strategy could, for example, give fixed but different node numbers for each subband.
Numerous other renumbering strategies are of course possible. If, despite frequent node renumbering,
a node becomes a cluster head or gateway node in several subbands, then this node is likely to be a
critical node in the sense that its loss may disconnect the network.

Dead-End Links

Because each node has knowledge of the network out to only two hops from itself, certain
inefficiencies can arise in the selection of gateways and links for the backbone network. One manifesta-
tion of this inefficiency is the creation of dead-end links in the backbone network. By a dead-end link
we mean a link of the backbone network that connects a gateway node with an ordinary node. These
links form as a result of attempts to link some nonoverlapping clusters. Three examples of networks
with dead-end links are shown in Fig. 14; each of these examples illustrates a different underlying cause
for the creation of the dead-end link.

LCA LCA

7 o4

8 03

3

(a) (b)

"L ALcA ' 4 5
o 6 

5 6

901 0 
2

10 20.10
do
M-q 5 m Hz 0 MHz

(c) (d)

Fig. 13 - Examples, using both the LCA 4d ALGA, showing

the results of node renumbering
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(a) (b) (c)

Fig 14 - Examples of dead-end links The cause of the dead-end link is different
for each of the examples shown

In Fig. 14a, node 10 believes that it must become a gateway, along with node 15, to link nonover-
lapping clusters 3 and 5. Because node 10 is out of range of node 12, node 10 is unaware that (a) 12 is
connected to 3 and 5, (b) clusters 3 and 5 are in fact overlapping, and (c) that cluster heads 3 and 5 are
linked via node 12. On the other hand, 15 does know that clusters 3 and 5 overlap, and hence, 15 does
not form part of the gateway pair (10,15).

A different scenario developed in the case of Fig. 14b. In this case there are four cluster heads,
20, 19, 18, and 14. Node 15 lies in the intersection of clusters 18 and 19 and is a gateway linking
them, as is node 10 for clusters 19, 20 and node 5 for clusters 18 and 14. Node 10, in its search to link
nonoverlapping clusters, formed a potential pair of gateways with node 15 for link clusters 18 and 20.
Now consider what happens in the case of nodes 1 and 12 in their attempt to link the same clusters 18
and 20. Node 1 is aware of n6des 10 and 15 as a candidate pair of gateways for these clusters while 12
is not aware of this. Thus, node 1 computes both sums (1 + 12 = 13 and 15 + 10 = 25) and deter-
mines that its services as a gateway are unneccessary, while node 12, unaware of the (10, 15) pair
determines that it should form a pair with node 1. Thus links (12, 1) and (12, 20) are established by
12 as part of the backbone network. Node 1, on the other hand, does not set up the link between 18
and 1 (indicated by a dotted line). Hence, the creation of the dead-end link (1,12). Actually, although
link (10,15) is a prime candidate for joining together nonoverlapping clusters 18 and 20, this link does
not become part of the backbone network since cluster heads 18 and 20 are already linked via nodes 10
and 15 and cluster head 19. We shall discuss this point again, in greater detail, later in this section
when we consider methods for avoiding the formation of some cyclic paths in the backbone network.

The example shown in Fig. 14c is a consequence of the use of procedure DELETEHEADS in the
LCA and does not occur when the ALCA is used. In this example, five cluster heads are initially
created before the call to procedure DELETHEADS, namely, nodes 30, 29, 28, 27, and 23. However,
cluster 30 is covered by 28 and 29 is covered by 27; thus, only three clusters appear in Fig. 14c. Now
consider what happens at node 25. Node 25, which originally had 29 as its cluster head, is reassigned to
cluster 27 which covers 29. Because node 25 is outside of the original cluster 30, it iS unaware that 30
is covered by 28. Hence, node 25 will consider whether it should become part of a gateway pair linking

,non-overlapping clusters 27 and 30. Node 25 will compute that the link (25, 26) (value: 25 + 26 =
51) is the preferred link connecting these two clusters. Thus 25 becomes a gateway node. On the
other hand, node 26 does know that node 30 is covered by 28 and also that 27 and 28 are already
linked Thus, 26 does not become part of the (25,26) gateway pair and there results a dead-end link.

Since gateways have only a passive relaying function, in contrast to the cluster heads, which take
an active controller's role, no harm is done by the occurrence of these extraneous gateways and links.
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However, it does represent a weakness of the algorithms, a typical one for the case of distributed data
bases. The elimination of such superfluous, half-way links is desirable, but the matter is not pursued
further in this report. It will be reexamined when the issue of routing is addressed in detail.

Cyclic Paths in Backbone Network

Our network structuring algorithms allow each node to determine for itself whether it should
become a cluster head or gateway, or remain an ordinary node. Heads and gateways compose the nodes
of the backbone network. The backbone network links are those links that connect neighboring cluster
heads plus those links connecting gateways and the nodes they seek to join together. We have given
.numerous examples of backbone networks. In some of these examples, the backbone network contains
cyclic paths. Here, we consider how and why these loops form and show how our network structuring
algorithms prevent the formation of certain types of loops.

Algorithms exist for obtaining loop free networks [10, 11], but the use of these algorithms in the
ITF network would result in significantly increased communication overhead. On the other hand, loops
can provide alternative paths between some nodes. Our approach in designing the network structuring
algorithms. has been to simplify the structure of the backbone network by preventing the formation of
some types of loops without increasing the communication overhead. Path redundancy can be obtained
by forming several different backbone networks. Current versions of the LCA and ALCA check for,
and prevent, the formation of loops in two cases. The first case occurs during the linking of overlap-
ping, but not directly connected, clusters and is illustrated by the (contrived) LCA example shown in

Fig. 15. The second case can occur when non-overlapping clusters are linked and is illustrated by the
example of Fig. 14b.

The structure shown in Fig. 15 evolves as follows: node 5 becomes a head because it is the

highest numbered node; node 4 becomes a head because it is the highest numbered node within the

circle centered about itself; node 2 becomes a head because it is the highest numbered node connected
to node 1. Links (2, 5) and (2, 4) become backbone network links since they link neighboring heads.

Consider what happens at node 3. This node is not a head but it is a prime candidate for linking heads 4

and 5 because. it is the highest numbered neighbor of these two heads. If 3 does become a gateway

however, a loop will have been formed in the backbone network. We have included in the LCA a

check for such loops; thus node 3 does not become a gateway. The check works as follows. A node

that is a candidate for becoming a gateway linking overlapping, but not directly linked, clusters first

checks to see if the cluster head pair is already linked by a third head. Note that in our example, node

3 can determine that heads 4 and 5 are linked by head 2 since node 3 is connected to each of these

heads and nodes announce, during Frame 2, whether they are heads. But if node 3 were located in the

shaded region of the intersection of circles 4 and 5, then 3 would not know that 2 was a cluster head

and 3 would thus become a gateway. Note that situations such as shown in Fig. 15 cannot occur in the

ALCA version because in that version cluster heads are never directly linked.

The utility of the checks performed by procedure LINKUP2, which prevent the formation of cer-

tain types of loop paths in the backbone network and which are described in the second section of this

report are illustrated by the example of Fig. 14b. In this example, four clusters formed, having nodes

14, 18, 19, and 20 as their heads. Procedure LINKUPI provides the following linkages: heads 14 and

18 are linked via gateway node 5, heads 18 and 19 are linked via 15, and heads 19 and 20 are linked via

10. If procedure LINKUP2 contained no checks for the creation of loop paths in the backbone net-

work, then an additional link (10, 15) would become part of the backbone network. This would serve

to join together nonoverlapping clusters 18 and 20.

To see how the checks built into LINKUP2 function, we examine the workings of the LCA at

nodes 10 and 15. Both of these nodes know that link (10, 15) is a prime candidate for linking clusters

18 and 20. Node 10 determines that link (10, 15) is superfluous as follows. Node 10 finds that 19,
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Fig. 15 - Example of the potential for forming a loop path
when linking together overlapping clusters. Here, node 3
should not become a gateway. If node 3 is in the shaded re-
gion, however, it will become a gateway.

which is a head, is already connected to 20 because they are overlapping clusters; hence, they have
already been linked by procedure LINKUP1. Furthermore, clusters 18 and 19 are overlapping and thus
also linked. Hence, 10 concludes that a path already exists between heads 18 and 20 via 19, and there-
fore link (10, 15) is unnecessary. Likewise, node 15 will perform a similar analysis and also reach the
conclusion that link (10,15) need not be part of the backbone network.

Several other types of loops can form in the backbone network. The formation of some of these
loops could be prevented by minor additions to the LINKUP procedures. An example of a loop path
that could easily be prevented from forming is shown in Fig. 14c. In this example, gateway node 20
could prevent the formation of loop path (20, 28, 22, 27, 20) by deleting link (20, 27) or (20, 28).
Other loop paths may be so large that they go undetected during the exchanges of information in the
LCA and ALCA. An example of such a loop is shown in Fig. 14a.

Loss of Nodes

Since the ITF network is a military network, its nodes may be disabled or destroyed by physical
attack. Consequently, both of our network structuring algorithms provide for sensing node losses and
for reconfiguring the network, if necessary. Examples of this are seen in Figs. 16 and 17 using the
LCA and ALCA. Frame (a) of each figure shows the resultant backbone network for an initial network
of 20 nodes. Each subsequent frame corresponds to a network obtained by deleting five nodes from
the network shown in the preceding frame. The nodes that are lost are chosen from among the nodes
that are most likely to become cluster heads or gateways. Since the LCA favors the selection of the
higher numbered nodes as heads and gateways while the ALCA favors the lower numbered nodes for
these roles, the five highest numbered nodes were deleted in successive frames for the LCA while the
five lowest numbered nodes were deleted in successive frames for the ALCA. Because of the sequence
in which our simulator madel assigns node positions, corresponding frames of Figs. 16 and 17 contain
the same set of nodes but with inverted numbering. That is, nodes 1, 2, 3, etc. of Fig. 16 correspond,
respectively, to nodes 20, 19, 18, etc. of Fig. 17. This numbering scheme makes it easier to compare
the results of the two algorithms.

Surprisingly, the LCA and ALCA give the same backbone network for each of the corresponding
frames shown in Figs. 16 and 17, with the exception of the first frame. Using either algorithm the ori-
ginal network of 20 nodes, shown in Frame (a), is provided with a single, connected backbone network.
Even with the loss of five key nodes, a single, connected backbone network is formed; see Frame (b)
of either figure.

For the example shown in Fig. 16, the network adapts to the loss of nodes 16 through 20 as fol-
lows. The cluster head roles of nodes 17 and 20 (Frame (a)) are taken over by new heads 14 and 11
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(a) (b)

(c) (d)

Fig. 16 - The effects of a loss of nodes using the LCA

(a) (b)

(c) (d)

Fig. 17 - The effects of a loss of nodes using the ALCA
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(Frame (b)). The loss of node 19 results in the creation of a new head at node 15, which is connected
to cluster 13 via new gateway node 12 and to cluster 11 via new gateway 6. The role played by 19 in
linking clusters 13 and 20 (Frame (a)) is now performed by gateway node 6, which links cluster 13 and
new cluster 11. Nodes 16 and 18 are not part of the original backbone network so their loss is not of
immediate concern.

The effects of the loss of nodes I through 5 in the case of the ALCA (Fig. 17) is quite similar to
that just described for the LCA. In the case of the ALCA, the roles of heads 1 and 4 are taken over by
nodes 10 and 7. The role of gateway node 2, which links clusters 1 to 8 and 1 to 6, is assumed by node
15, which links clusters 8 to 10 and 6 to 10. The loss of node 2 also results in the creation of the new
gateway at 9, which links clusters 6 and 8. The loss of nodes 3 and 5 has no immediate effects.

Since the backbone networks shown in Frames (b) through (d) of Figs. 16 and 17 are the same,
we only consider what happens in the case of the LCA (Fig. 15). The additional loss of nodes 11
through 15 has the effect of disconnecting the backbone network. This is unavoidable since, for exam-
ple, the loss of node 14 results in the isolation of node 1. Likewise, the set of nodes 2, 8, and 9 are
also isolated from the rest of the network once nodes 13 and 14 are lost. The cluster head roles of
nodes 13 and 11 (Frame (b)) are taken over by nodes 6 and 10 (Frame (c)). The effects of the loss of
head 15 are borne by new heads 6 and 10. That is, all the nodes within cluster 15 -(Frame (b)) are now
contained within the combination of new clusters 6 and 10 (Frame (c)). Also, the disappearance of 15
negates the need for a gateway node at 12. Thus the gateway role of 12 does not have to be taken over
by any other node.

The additional loss of nodes 6 through 10 causes no further partitioning of the network; it still
comprises three isolated parts. However, the roles of heads 6 and 10 and gateway 5 (Frame (c)) are
now taken over by the single head at node 5 (Frame (d)). Again, we emphasize that, at other frequen-
cies, the network may still be connected.

Loss of Links

So far, all the simulation examples shown have been for the case where: 1) the communication
range is fixed in time, and 2) a single communication range is associated with each frequency. Condi-
tion (2) implies that all communication links are bidirectional. Both of our network structuring algo-
rithms explicitly test whether links are bidirectional; consequently, these algorithms function properly
even if condition (2) is not satisfied. In this section, we examine the effects that arise when condition
(1) is not satisfied.

A time-varying communication range is likely to result in changing network connectivities. An
important consideration is the rapidity of these changes with respect to the time it takes to organize the
network (i.e. an epoch duration). If connectivities tend to remain constant over an epoch duration,
then for most epochs our network structuring algorithms will work in the manner shown by our previ-
ous examples. Path redundancies, which occur as a result of the formation of distinct network struc-
tures during each epoch, can be used to advantage by avoiding the routing of traffic over any backbone
networks that were improperly formed due to rapidly changing connectivities. Of greater concern is the
performance of our network structuring algorithms when the connectivities change frequently with
respect to the epoch duration. We give examples to show that even for the case of rapidly changing
network connectivities our algorithms can provide reasonable network structures.

We begin by considering the network shown in Fig. 18a. The corresponding connectivity map, for
a frequency of 10 MHz, is shown in Fig. 18b. The connectivities shown here are based on the
groundwave range vs frequency curve of Fig. 8, which we have used in our previous examples. Apply-
ing the ALCA to a network with these connectivities, we obtain the network structure shown in Fig.
18c, The links shown here are the primary links of the network comprising the bidirectional links of the
backbone network and the bidirectional links between each node and its own cluster head.
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We repeat the simulation experiment, for cases of random pattern of connectivity losses as sum-
marized in Table 2. (Because high-frequency channel noise can vary highly from one location to
another, such a random pattern of connectivity losses is not unrealistic). We 'xplain the results as fol-
lows.

Table' 2 - Summary of link losses for the example
shown in Figure 18

Percent loss Links Inoperative Links Inoperative
of connectivity During Frame 1 During Frame 2

10% (8 to 1) (8 to 9) (6 to 3) (6 to 8) (7 to 4)

20% Above plus (6 to 1) (6 to 8) Above plus (5 to 2) (8 to 9)
(9 to 3) (10 to 8)

30% Above plus (1 to 3) (3 to 6) Above plus (1 to 9) (8 to 2)
(7 to 9) (10 to 5)

40% Above plus (6 to 3) (7 to 4) Above plus (1 to 3) (4 to 7)
(8 to 3) (9 to 7) (10 to 2)
(10 to 5) (10 to 8)

50% Above plus (3 to 9) (8 to 10) Above plus (2 to 5) (3 to 9)
(9 to 1)

For the example of a 10-percent loss of connectivity, as shown in Fig. 18d, the main effect is the
creation of a gateway at node 3. This occurred because of the loss of the bidirectional link between
nodes 8 and 1. Thus the former linkage of heads 1 and 2 using link (1,8) has been replaced by the
linkage using links (1,3) and (3,8).

The network structure for a 20-percent connectivity loss is shown in Fig. 18e. There are two
noticeable differences. between this structure and the structure shown in Fig. 18d, namely, node 6
became a cluster, head and 6 also became isolated. from the rest of the network. Node 6 became a head
because it is no longer bidirectionally connected to any lower numbered heads. Previously, it had been
bidirectionally connected to node 1, but in the present case link (6 to 1) was lost. One might think that
node 3 would link heads 1 and 6; however, since 3 did not "hear" 6 announce that it is a head (i.e. the
link 6 to 3 was lost during Frame 2), the linkup was never performed.

The transition from a 20-percent to a 30-percent loss of connectivity results in: 1) the isolation of
node 1; 2) node 3 now becomes a cluster head; 3) node 7 becomes a gateway node; and 4) node 9 is no
longer a gateway. The isolation of cluster head 1 is caused by two factors. First of all, the bidirectional
link to node 3 is broken due to the loss of link (1 to 3) during Frame 1. Second, node 9, which could
link heads 1 and 4, is unaware that node 1 is a cluster head due to the missed Frame - 2 transmission
from node 1. Consequently, node 9 does not become a gateway. Another result of the loss of link 1 to
3 in Frame 1 is that node 3 is left with no bidirectional links to lower numbered nodes. Thus node 3
becomes a cluster head. Node 7 now becomes a gateway for linking head 4 with the new head 3.

Proceeding to the case of a 40-percent loss of connectivity, the only change in the primary links
from that of the previous case is the loss of gateway status for node 7, and consequently, the discon-
nection of heads 3 and 4. Node 7 does not become a gateway because it is no longer bidirectionally
coupled to head 4 due to a missed (7 to 4) transmission during Frame 1.

For the case of 50-percent loss of connectivity, the net additional effect on the structure of the
primary network is the isolation of node 5. This occurs because 5 erroneously assumes that it is not
bidirectionally connected to 2 because of a missed transmission from node 2 during Frame. 2.
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The result of all this is that even when the connectivities are changing during an epoch, the net-
work structuring algorithms can provide reasonable network structures. The previous example is also
important because it gives some insight into the behavior of the algorithms when transmission errors
occur since garbled transmissions can be modeled as time varying connectivities. Of course, a thorough
quantitative analysis of the behavior of our network structuring algorithms in the presence of transmis-
sion errors and time varying connectivities must still be performed. However, such a study requires the
consideration of other networking issues such as routing and channel allocation methods. Examples,
such as those given in Fig. '18, should prove beneficial in guiding the selection of these routing and
channel allocation strategies.

FURTHER CONSIDERATIONS

Our proposed network structuring algorithms only provide a method by which each node can
determine whether it should assume the role of cluster head, gateway, or ordinary node. Still to be
specified are the networking functions associated with each of these roles. Unfortunately, there still
remain several important, unresolved networking issues that necessitate postponement of the detailing
of these node functions. In this section we address some of these important issues. Although we do
not propose definite solutions to the problems we raise, we do lay the groundwork for their eventual
resolution.

Intracluster, Backbone, and Auxiliary Links

Intracluster Communication - The cluster structure is well suited to the use of certain multiple
access protocols for communication between cluster members and their heads. Communication from a
cluster head to the members of its cluster might be implemented either on a broadcast basis (i.e., a
common transmission to all cluster members) or on a point-to-point basis. There are many possible
schemes for communication from a cluster member to its head. They range from fixed assignment
schemes (i.e., TDMA or FDMA) at one extreme, which are good for regular traffic, to pure contention
schemes (such as ALOHA) which are good for bursty traffic. Other possible protocols include polling
schemes, reservation schemes, and sensing schemes such as carrier sense multiple access (CSMA) and
busy tone multiple access (BTMA). Many of these schemes and their potential applicability to the HF
ITF network are discussed in Ref. 3.

Cluster heads will act as communication channel access controllers; the specific role of the cluster
head would depend on the particular multiple access scheme used. In all cases the cluster head would
forward the messages it receives toward their destinations (which may be either within the same cluster
or external to it). Under TDMA, the head would have the reponsibility of establishing the frame struc-
ture after each execution of the LCA, as well as making changes to it if necessary. Under reservation
schemes the cluster head would be responsible for allocating time slots or channels to platforms that
request them. Under BTMA, [8] the cluster head would transmit a busy tone. when one of its cluster
members is transmitting to it, thereby instructing the other cluster members to remain silent. BTMA is
especially well suited to. bursty traffic in the cluster structure, since while all cluster members are within
range of their head they are not necessarily within range of each other, therby creating the hidden
terminal problem.

The implementation of multiple access schemes using spread spectrum signaling will differ some-
what from their narrowband counterparts. We shall consider some of the ramifications of using code
division multiple access (CDMA) later in this section.

The Backbone Network - The cluster heads and gateway nodes and the links that connect them
form what we call the backbone network. The backbone network is expected to carry a large portion of
the intercluster communication load and to concentrate, relay and control that traffic through the net-
work. Our network organizing algorithms allow for the simultaneous existence of several different
backbone networks. However, constraints on the number of transmitters and receivers available at each
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node are likely to play a major part in determining how many backbone networks are actually created
and how they are used. Several factors argue against the use of random access protocols for communi-
cations over the backbone network. Since the nodes that form the backbone network are not generally
all within one hop communication range of each other or of a central controller, it is not known how to
solve the hidden terminal problem for these nodes. Furthermore, the traffic over the backbone net-
work is likely to be less bursty than the intracluster case since each head acts like a concentrator for the
intercluster traffic. This is so since most of the traffic from the nodes of one, cluster directed to nodes
outside the cluster is likely to exit the cluster only via the cluster head, and conversely most of the
incoming traffic enters the cluster via the cluster head.

One possibility is to use circuit switched dedicated channels for the intercluster communication
links. It will not be possible, due to signal interference (which will be discussed later) and equipment
constraints to assign a circuit switched channel to every pair of nodes on the backbone network. How-
ever, dedicated links can be implemented via a TDMA process (that involves only a node and its neigh-
bors, rather than all of the nodes in the ITF network).

Auxiliary Channels - The combination of intercluster (backbone network) links and intracluster
links, which connect each node with its own cluster head, are referred to as the primary links of the HF
ITF network. An illustration of the primary links for a sample network appear in Fig. 18c. The pri-
mary links of the HF ITF network might handle control traffic (for network management), signaling
traffic (for call management), or voice/data traffic (i.e. user traffic). However, in many situations (e.g.
when the communicating nodes are within direct range of each other) it may be preferable to set up
auxiliary channels to handle some of the communication traffic (especially voice traffic and long data
transfers). For example, with appropriate signaling, the network might set up separate dedicated cir-
cuits between pairs of ordinary nodes for the purpose of voice communications. The channels used to
form these voice circuits might be entirely distinct from the channels used to form the primary links,
and thus we call them auxiliary channels.

Routing

The proposed organizational architecture consists of node clusters, each with its own cluster head
which is connected to other heads via the backbone network; there can be a set of these linked clusters
corresponding to each of the M different epoch frequency ranges. Therefore, there may be many
potential paths between a given pair of nodes. The network routing function must provide for the
automatic selection of a suitable path for individual transmissions. We address here some of the
features of the HF ITF network that relate to routing.

A special class of messages that may require several hops in their transmission (and thus need
efficient routing) is the functional net traffic. In the task force environment, communications users are
often grouped into functional nets. Members of the same functional net share a common objective and
communicate with each other via the functional net. Each node may belong to several functional nets.
There may be functional nets in support of antisubmarine warfare (ASW), antiair warfare (AAW),
navigation/maneuvering, etc. These nets are usually either voice or data nets, but not both. A simple
technique for establishing functional nets is to assign a dedicated frequency channel to each functional
net. Although such a strategy is easy to implement, it is wasteful of communication resources which
are often at a premium. Also, fixed frequency channels are easily jammed. The HF ITF network is
more likely to use spread spectrum signals A number of routing issues arise in connection with the
implementation of functional nets in a network that employs spread spectrum signaling and is struc-
tured into a linked cluster architecture; we briefly describe some of these.

Connectivity - Implicit in most discussions of routing is the concept of a direct link (channel)
between a pair of nodes. It is via this link that information is sent from one node to another. For
wire-line networks, it is usually obvious as to which nodes are directly connected. Hence, for these
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nets, it is fairly straightforward to maintain a routing table which specifies expected delays along each
path. Traffic can then be routed along the path of least delay. However, the situation is different in an
HF radio network that employs frequency hopped (FH), spread spectrum, code division multiple access
(CDMA) signaling. Let us consider the question-of connectivity in this latter case. First, let us define
actual and potential links. A link is said to be an actual link from node A to node B if node B is within
communication range of A and if node B is monitoring the channel that node A uses to communicate
with B. The link from node A to node B is said to be a potential link if node B is within communication
range of A but is not monitoring the channel used by node A to communicate with B. By channel we
mean a specific region in the time-frequency plane (for example, a frequency-hopped spread-spectrum
code, or a TDMA slot, or a fixed, narrow frequency band). Nodes A and B are said to be bidirectionally
connected if they are within communication range of each other.

We now return to our discussion of connectivity in an HF network which uses FH-CDMA signal-
ing. If the signal is frequency hopped over a wide frequency range, say for example the entire HF band
2 to 30 MHz, a pair of nodes may be connected over only portions of the hopping sequence. Moreover,
even at those frequencies where the nodes are connected, the connectivity may represent only potential
and not actual links. Therefore, the connectivity information gathered during the execution of our net-
work organizing algorithms is not, by itself, sufficient to allow us to proceed directly to the design of a
routing strategy. First we must decide which links are to become active and how this information is to
be made available throughout the network.

Communication with Nearby Nodes - The algorithms for deriving the linked cluster architecture
provide each node with a list of its neighbors and its neighbors' neighbors at each frequency band.
Thus it seems desirable that each node communicate directly with its neighbors and, when communicat-
ing with its neighbor's neighbor, to self-determine the appropriate relay node. Communication with
nodes that are more than two hops away could proceed via the cluster head and the backbone network.
In this manner, traffic over the backbone network would be reduced.

Broadcasts - The linked cluster architecture provides a convenient structure for broadcast-type
transmissions. Here we use the term broadcast to mean that the transmissions are intended for many
nodes. For example, a cluster head may wish to transmit a message to all members of its cluster, such
s a busy tone whenever it is receiving a transmission from one of its cluster members. As another

example, if a transmission is intended for all nodes in the network, it could be transmitted along the
backborii network, and then each cluster head could, broadcast the message' to its own cluster members.
The protocol for broadcast transmissions can be quite simple as long as acknowledgements are not
required from the intended receiving nodes. The difficulty arises from the need to schedule ack-
nowledgments from all recipients, as well as the need to rebroadcast the message if one or more of the
intended destinations fail to receive correctly. Highly volatile missile-tracking information is an exam-
ple of data that might be broadcast with no acknowledgment expected; transmissions to submarines that
must maintain radio silence is another example. A functional network may be a broadcast network.
However, all members of a functional network need not belong to the same cluster. In such cases, the
message, to be broadcast will have to be relayed throughout the functional network.

Spread Spectrum Signaling

The ITF network must use spread spectrum signaling techniques in order to provide some protec-
tion from jamming and interception of messages, as discussed in Refs. 3 and 19. The use of spread
spectrum signaling leads naturally to the use of CDMA techniques, since under CDMA the dual pur-
pose of providing multiple access capability as well as jam resistance can be achieved. We use the term
CDMA to include all forms of spread spectrum multiple access, i.e., direct sequence (DS), frequency
hopping (FH), and hybrid FH-DS signaling.
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Under any CDMA technique the source transmits to the destination using a particular code. (For
example, in the case of FH signaling the code corresponds to the FH pattern.) Division by code is
analagous to division by time (as in TDMA) or frequency (as in FDMA). Under CDMA however,
there is only quasi-orthogonality as opposed to full orthogonality among the codes of the different
users. Therefore, signals transmitted using different codes can interfere with each other. (In the case
of FH signaling, a hit occurs when two or more signals are transmitted simultaneously in the same fre-
quency slot; forward error correction coding techniques can be used to handle the resultant loss of data,
as long as the number of bits lost is not too great.) As the number of simultaneous transmissions
(using different codes) increases, the interference level increases gradually, typically resultirfg in grace-
ful degradation.

The basic principles of CDMA, and considerations relating to its use in the ITF network environ-
ment are outlined in Ref. 3. While it was tentatively concluded that hybrid FH-DS might be the best
form of spread spectrum signaling for the ITF network, it is now believed that a pure FH system may
be adequate and more practical based upon the complexity of the equipment required for a hybrid sys-
tem [19]. In the discussion that follows, it is helpful to think of codes simply as FH patterns; the con-
cepts may be extended easily to other forms of spread spectrum signaling. Owing to AJ considerations,
the FH patterns must be of pseudorandom variety with extremely long periods, as opposed to periodic
sequences, such as Reed-Solomon sequences, which have a period no greater than the number of fre-
quency slots over which the signal is hopped [20].

The number of distinct (long period) pseudorandom FH patterns with good pairwise correlation
properties is extremely large. A more relevant parameter is the number of signals taken from this set
that can be transmitted simultaneously within communication range of each other without generating
excessive interference. To get an idea of the numbers involved, we may consider a frequency
bandwidth of 20 kHz, which results in 50 frequency cells per MHz. It is anticipated that typical net-
work (subband) bandwidths would be between 2 and 5 MHz, resulting in between 100 and 250 fre-
quency cells per subband. The signals of each of the M simultaneously operating networks would hop
over the wideband channels, which consist of the full bandwidth of their respective subbands.

When a good set of FH patterns is used, the number of asynchronous FH signals that can simul-
taneously occupy a channel is approximately 1/10 of the number of frequency cells, although in practice
the number would depend on the specific nature of the channel (e.g., the fading, dispersive, noisy
characteristics of the HF channel), the modulation scheme, the relative strength of the interfering sig-
nals, the type of error correcting code that is used, and the tolerable bit error rates [19]. The multiuser
problem is most severe in frequency bands that support substantial skywave propagation, because all
platforms in the network can potentially produce interfering signals (rather than only those that are
within groundwave propagation range), and because of multi-path propagation. It is clear that FDMA
using narrow band signaling would permit a greater number of simultaneous active users than CDMA,
since each of the frequency cells would be allocated to a separate signal with no chance of interference
between signals. The use of spread spectrum signaling is necessary, however, to combat the jamming
threat to the network.

We now discuss the application of CDMA techniques to the HF ITF linked cluster architecture.
The basic code assignment considerations include the allocation of frequency hopping codes to users
and the decision of whether to use a code associated with the transmitter or with the receiver. The four
basic types of links in the network will be point-to-point, broadcast, random access, and common links.
Considerations for these links differ, and so they will be considered individually.

Point-to-Point Links - When point-to-point links are used, the FH code of either the transmitting
or receiving platform may be used, as long as consistency is maintained.
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Broadcast Links - In a broadcast link, a single transmitter sends a common message to two or
more platforms. It is therefore appropriate to use a FH pattern associated with the transmitting plat-
form, and monitored by all potential receiving platforms.

Random Access Links - In a random access link many platforms attempt to communicate with a
single platform on a contention basis. A FH pattern associated with the receiver is therefore essential,
because the receiver will not know a priori which platforms are attempting to communicate with it.

Common Links - A common link, monitored by all network platforms, can be used for either
broadcast or random access applications. A single FH pattern would be associated with such a link.

We may now discuss the number of FH codes required to implement the HF ITF Network. To
simplify the discussion, we initially assume that only a single transmitter and a single receiver are avail-
able at each platform in every subband. We shall demonstrate that it is sufficient in this case to associ-
ate one transmitter FH code and one receiver FH code with each platform in the network, and that two
additional networkwide codes are needed. The total number needed in a network of N platforms is
therefore 2N + 2. (This situation is of course repeated in each of the linked cluster networks simul-
taneously operating in other frequency bands.)

The links that must be supported in the linked cluster architecture are:

1) A channel, monitored by all platforms, to be used during the execution of the Linked Cluster
Algorithm.

2) A random access channel that is monitored by all task force nodes.

3) A broadcast channel associated with each cluster head.

4) A random access channel associated with each cluster head.

5) Dedicated links for use on the backbone network.

6) Auxiliary links.

We now discuss the FH codes that are required for the implementation of these links.

1) The use of a single common code would be adequate for the execution of the linked cluster
algorithm. It would not be necessary to use a unique code associated with each platform since the
transmissions of each platform are inherently noninterfering due to the TDMA frame structure of the
LCA.

2) The availability of a random access channel would allow a platform that is not part of the net-
work formed by the LCA to communicate with a node that does belong to this network. This might
occur, for example, when a rapidly moving aircraft or a previously radio-silent submarine wishes to
communicate with a network node. Another example of such a need would be to accommodate the
merger of two task forces. While equipment constraints would preclude the continuous monitoring of
such a channel, a fraction of each receiver's time slots might be used for this purpose.

3) A broadcast code would be used by a cluster head to transmit simultaneously to all cluster
members of its cluster, and each platform would have to monitor its cluster head's broadcast transmis-
sions. In addition, since a node may be within range of several cluster heads, it might be worthwhile
for it to monitor the broadcasts of other neighboring cluster heads in addition to its own; to do so
would not require additional broadcast codes, but rather the ability to monitor additional codes. This
would not necessarily require additional receivers, since it might be possible to monitor several cluster
heads on a time division basis.
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4) Intracluster communication between cluster members and their head can be implemented via
either a contention-based mechanism or a contention-free mechanism. A receiver-based FH code is
essential wherever contention is permitted. Either receiver-based or transmitter-based FH codes can be
used in the contention-free case.

5) Backbone network links and auxiliary links are point-to-point links, and therefore can be
implemented using the FH code of either the transmitter or receiver.

Under our (simplifying) assumption that only one transmitter and receiver are available on each
platform in every subband, these equipment resources must be allocated among links with neighboring
platforms on a time division basis. The code assignment problem is therefore transformed into a com-
bined code and time slot assignment (channel allocation) problem. Some preliminary versions of distri-
buted channel allocation schemes have been developed for the HF ITF network [211. Such a time divi-
sion also helps to limit to acceptable levels the number of signals that are simultaneously transmitted.
Since each platform is limited to the simultaneous use of only one transmitter and one receiver, there
would be no advantage gained by the assignment of a large number of codes to each platform.

We have shown that it is at least conceptually possible to implement a linked cluster network of N
platforms, each of which has one transmitter and one receiver, by the use of 2N + 2 frequency hop-
ping codes.

It is straightforward to generalize the preceding discussion to the case in which each platform has
several transmitters and receivers. It would be possible to associate a distinct code with each of them.
Each platform would then be able to support additional communication links. It will be necessary to
generalize the channel allocation algorithms to the case of multiple simultaneous channels per platform.

A remaining question is the procedure used to assign the frequency hopping patterns to the net-
work platforms. The simplest approach is simply to associate a priori a pair of unique codes with each
platform in the network. It is of course necessary for each platform to know the codes associated with
the other network platforms. It may be possible to disseminate this information to all task force
members before deployment of the task force. If not, then some mechanism will be needed to broad-
cast this information throughout the network. Security will be a major issue in the distribution of FH
patterns, because it is essential that they are not known by an adversary.

Switching

A preliminary concept of the switching modes in the HF ITF network is the following. We expect
that the primary communication links (i.e. the links of the backbone network plus the link between
each node and its cluster head) are to be packet switched and used mainly for bursty data, control, and
signaling traffic; voice traffic, long file transfers, and other nonbursty type traffic could use circuit
switched auxiliary links. The auxiliary links will normally be set up by appropriate signaling over the
primary communication network.

There are two reasons for splitting the traffic into bursty and nonbursty types. First, the non-
bursty traffic (e.g voice or file transfers) may very well use up the entire communication capacity of a
link of the primary network. This may seriously degrade the overall performance of the primary
network. Second, because portions of the primary network may be reconfigured during each epoch of
the network organizing algorithm, communication paths may need to be reconfigured. Such a
reconfiguration of paths could cause unacceptable delays (or total disruption) of some of the voice
traffic. On the other hand, auxiliary links need not change from epoch to epoch and thus auxiliary links
seem preferable for voice transmissions.
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Role of Aircraft and Submarines

In describing the organization of the network via the linked clusters, we have not addressed the
special needs of receive-only nodes or of nodes that have rapidly changing network connectivities Our
cluster forming algorithms tacitly assume that the network connectivities are relatively (with respect to
the epoch duration) slowly varying and that all nodes can both transmit as well as receive. The first
assumption may be violated by some fast moving aircraft while the second assumption may be incon-
sistent with the need for submarines to maintain radio silence for extended lengths of time. In particu-
lar, standardized protocols that require acknowledgments will not be suited for use by submarines.
Therefore submarines and some nonstation keeping, fast moving aircraft are considered to be special
nodes that do not participate in the formation of the backbone network. Their integration into the ITF
network is yet to be specified.

CONCLUSIONS

In this report we have considered the design of an architecture for the HF ITF network. We have
proposed and argued for an architecture consisting of node clusters, locally controlled by cluster head
nodes, and linked to each other via gateway nodes. We have obtained two different algorithms for
achieving this architecture. Both algorithms can be implemented in a distributed fashion and can adapt
to topological changes. Thus they allow the Task Force to self-organize and achieve the suggested
architecture from arbitrary initial conditions and to trace and gradually adapt to arbitrary topological
changes. The properties of the HF channel are explicitly taken into account and used to advantage by
both algorithms. These algorithms have been exhaustively studied and simulated. They have been
shown to work properly and in a manner that satisfies many of the requirements of the HF ITF network
design. The overall design for the full operation of the network requires the specification of many
functions and parameters that transcend the scope of this report. However, we have given preliminary
exposure to many of these functions and shown how the proposed architecture provides a suitable
design framework for them.
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Appendix
PSEUDOCODE FOR THE NETWORK

ORGANIZING ALGORITHMS

In this appendix we present SIMULA-based pseudocode of the linked cluster algorithm (LCA)
and the alternative linked cluster algorithm (ALCA) for node i. We also give pseudocode for pro-
cedures LINKUPI and LINKUP2.

Pseudocode for the LCA

COMMENT: Initialize data structures;
OWNHEAD: =SELF;

NODESTATUS: = HEAD;
HEADSONEHOPAWAY: = HEADSTWOHOPSAWAY: =NODESHEARD: = EMPTY;

CONNECTIVITY: = IDENTITYMATRIX;
Schedule LCA transmissions at this node;
WHILE NOT end of Frame 2 wait for one of the following
events to occur and then process as indicated below

BEGIN
COMMENT: Frame 1 events;
Transmit: Broadcast NODESHEARD list;
Receive: COMMENT: Received node j's transmission;

Put node j into NODESHEARD list;
IF node i heard by node j, CONNECTIVITY[i j]: 1;

COMMENT: Frame 2 events;
Transmit: Determine NODESTATUS;

Broadcast CONNECTIVITY vector and NODESTATUS;
Receive: COMMENT: Received node j's transmission;

Fill in row j of CONNECTIVITY matrix;
IF j < i, CONNECTIVITY [ij]: =CONNECTIVITY [j,l];
IF node j = HEAD, put node j into HEADSONEHOPAWAY;

END;
COMMENT: Fill in HEADSTWOHOPSAWAY list;
For each node m that is bidirectionally connected to node i DO

BEGIN
Find HEAD for node m - call it node k;
IF k NE i and CONNECTIVITY[i,k] =0
THEN put node k into HEADSTWOHOPSAWAY;

END;
COMMENT: Call procedures to perform cluster linkage;
DELETEHEADS;,
LINKUP1;
LINKUP2;
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Pseudocode for the ALCA

COMMENT: Initialize data structures;
OWNHEAD: =SELF;
NODESTATUS: = HEAD;
HEADSONEHOPAWAY: = HEADSTWOHOPS4 WAY: = NODESHEARD: = EMPTY;
CONNECTIVITY: = IDENTITYMATRIX;
Schedule ALCA transmissions at this node;
WHILE NOT end of Frame 2 wait for one of the following
events to occur and then process as indicated below:

BEGIN
COMMENT: Frame 1 events;
Transmit: Broadcast NODESHEARD list;
Receive: COMMENT: Received node j's transmission;

Put node j into NODESHEARD list;
IF node i heard by node j, CONNECTIVITY[i,j]:-1;

COMMENT: Frame 2 events;
Transmit: Determine OWNHEAD;

Broadcast CONNECTIVITY vector and OWNHEAD;
Receive: COMMENT: Received node j's transmission;

Fill in row j of CONNECTIVITY matrix;
IF j< i, CONNECTIVITY [i,j]: =CONNECTIVITY Uj,i];
IF head of node j is node i, do nothing
ELSE IF head of node j is neighbor of node i THEN
Put head of node j into HEADSONEHOPAWAY
ELSE put head of node j into HEADSTWOHOPSAWAY;

END;
COMMENT: Call procedures to perform cluster linkage;
LINKUP1;
LINKUP2;

Pseudocode for the Procedure LINKUPI.

If node i is not a cluster head then
BEGIN

COMMENT: Node i is a candidate to be a gateway;
For all combinations of pairs of heads 1-hop away from node i do

BEGIN
If heads under examination are not directly connected
nor connected via another head then
BEGIN

Rank all the potential gateways for the examined pair of heads;
If node i is the highest ranking candidate then node i
becomes the gateway for the examined pair of heads;

END;
END;

END;
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Pseudocode for Procedure LINKUP2.

If node i is not a cluster head then

BEGIN
COMMENT: Node i is a candidate to be a gateway node;
For all pairs of heads (hl,h2) consisting of node i's own head
hl and head h2, which is 2-hops from node i do

COMMENT: Check for prior linkage of hl and h2;
If no neighbor of node i is connected to both h2 and one of i's
1-hop away heads then
BEGIN

Rank all the potential gateway-to-gateway links, which join a
node from cluster hl to a node from cluster h2;
If node i is an endpoint node on the highest ranking link then
node i becomes a gateway for linking hl and h2;

END;
END;


