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ABSTRACT

Sea-clutter measurements using high-resolution radar indi-
cate that clutter cross-section returns do not usually follow a
Rayleigh distribution. The log-normal and contaminated- normal
descriptions of sea clutter have been considered, and detection
curves for these distributions have been generated for both the
mean and median detectors - the median being better for the log-
normal distribution and the mean being slightly better for the
contaminated-normal. In this report, the trimmed-mean detector
is proposed as a detector against these clutter distributions. By
using a Monte Carlo technique, equations are obtained for the
threshold vlues, and curves of probabilities of detection (Pd) are
drawn for false-alarm probabilities (Ptfa) ranging from 10-2 to

10- 9 . When one compares the mean, median, and trimmed-mean
detectors, the conclusion is that the trimmed-mean is the better
detector against either of the two distributions considered. In
fact, for the log-normal distribution, when 10 samples are avail-
able, the trimmed-mean requires 5 dB less S/N ratio than the
mean in order to obtain Pd = 0.9 and Pfa = 10-8. Unfortunately,
whereas the mean and median are easily implemented, the im-
plementation of the trimmed-mean is verydifficult because of the
necessity of ordering the samples.

PROBLEM STATUS

This is an interim report on one phase of the problem; work
on the problem is continuing.

AUTHORIZATION

NLR Problem R02-54
Project RF 05-151-402-4010

Manuscript submitted October 2, 1969.



TRIMMED-MEAN DETECTOR FOR NONCOHERENT DISTRIBUTIONS

INTRODUCTION

Sea-clutter measurements made by NRL (1) using a high-resolution X-band radar
show that clutter cross section is not Rayleigh distributed. George (2) and Trunk (3)
have considered the log-normal and contaminated-normal descriptions of sea clutter,
respectively, and found that both of these distributions yield better statistical models of
sea clutter than the Rayleigh. Since both of these distributions have longer tails than the
Rayleigh, Trunk (4) compared the mean and median detectors and showed that the median
is better for the log-normal distribution and the mean is slightly better for the contaminated-
normal distribution. Since the median uses only one sample while the mean uses all sam-
ples, it was thought possible that a detector which uses a sizable fraction of the available
samples might be more effective than either the mean or median. Such a detector is the
trimmed-mean detector.

TRIMMED- MEAN DETEC TOR

Let X1, x2 ..... xn be independent samples taken from the probability density f (X),
and let F(X) be the distribution function of f(X). Let the order statistics be

Xr 1 X r  < Xr < ... _ Xr I
1 2 3 n

where Xrk is called the kth-order statistic, is denoted by Yk n , and is the value of the kth
smallest observation in the sample of size n from F(X). The density of yk n is

P n'k(X) = ( n ! F 1) (x) k- 1 -F (x)] n-kf (x)'(1

(n -k)! (k - 1)!

and the distribution of ykn is denoted by P(.

The trimmed-mean detector is given by

n 2  (2)

i=nl

where 1 -< n 2 -< n. If n1 = 1 and n2 = n, then Tn1,n2 reduces to the mean detector;
and if n1  n 2 = [n/2], then Tnn2 reduces to the median detector. In order to calculate

the density of T 1 1 n 2' it is first necessary to calculate the joint density of the sequence
{ykn}. Now, all joint densities can be written as

P (X ,X 2 ' . . .. X n ) =-3

p(Xnxn I, xn 2 .... xi) p(xnilxn 2 ,x--3' .  1 ) P(x 2 1x1 ) P(x 1 )

However, since for ordered samples
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p(Yn n_, Y .y .. y n). P(ykn n_)t j Yh n k-s' o t o s p c

the joint density of the ordered samples can be written as

yn n Yn 2 )
nl Y l l

n
2

i=nl+l

The conditional density of y!' is simply

1-1nyL ) Pn, k(YIN /P,,,.k (Y'n-) y > ,

= 0 ,

Therefore, the joint density of {Y n} is

n 2  n2-1

"= / --P n,9 Yn +1 ,

At this point, one usually makes the transform of variables

ui = yn, I = nl ' . . . , n . -

and integrates out the dummy variables {ui}.

x exp [- -In (in
f(x) = 2[ 2 ( X2

a ,f 2cnm"-o ads ,,

and for the contaminated-normal density,

f(x) - 2 i 2

n
2

1 and T n , n 2 Yin

Unfortunately, for the log-normal density,

2 - 2xA cos 0 + A2)2] dO

-2xA cos0 + A2)

(1-y) 2 exp [-(x 2 -2xA cos1 +A 2 )/2a2]

2
+ -exp [-(x 2 

- 2xA cos 0 + A 2 )/2K 2 a 2 ]
K
2

y(1 -y)
+ K exp [-(x 2 cos 2 0 - 2xA cos 0

+ A2 + K2 X2 sin2 O)/2K2
0

2 ]

+ y(l-y)K exp [-(x2 sin2 0 -2xAK 2 cos 0

+ A2 K 2 +K 2 X2 cos 2 0)/2K2a2] dO

.. , n
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where A is the amplitude of the nonfluctuating signal, T can only be expressed in terms
of an (n 2 - n, + 1)-order integral, to which there exists no known closed-form solution.
Therefore, in order to calculate the probabilities of false alarm and detection, it is nec-
essary to perform a (n 2 - n1 + 2)-order numerical integration. For (n 2 -n 1 + 2) > 3, this
is impossible for present-day computers. Therefore, instead of using this exact numer-
ical approach, it was decided to undertake a Monte Carlo investigation of the problem.

MONTE CARLO METHOD

The basic part of the simulation is the generation of the signal-plus-noise in phase
and quadrature components yj and z1 . Gaussian noise, which is a common building
block for both the log-normal and contaminated-normal densities, can be generated by
the following equation:

g = u sin(0) (10)

where u is Rayleigh distributed and o is uniformly distributed on (o, 2"). Since a uni-
form, random-number generator is available on the computer (it generates a random
number r uniformly distributed on (0, 1)), the generation of 0 simply involves the multi-
plication of r by 2,. The generation of u is accomplished by the uniform, random-
number generator by starting from the Rayleigh distribution

P(v K U) J ve-V 2 /2 dv (11)
f0

Integrating, one obtains

P(v Ku)= 1- e - u 2 /2 (12)

or

e - u 2/2 - 1 - P(vu) . (13)

Now, the quantity 1 - P(v u) is uniformly distributed between 0 and 1, and, consequently,
can be replaced by a random number r. Hence, if one solves Eq. (13) for u,

u = (-2 In (r)) 1/2 , (14)

u has a Rayleigh distribution. Therefore, the output of an envelope detector is

Xi-= (y,2 +z2)I/ 2  (15)

where, for the generation of log-normal clutter,

Yi exp {o [-2 In (ril)] 1 / 2  sin (2rrri 2 )} sin (27rri 3 ) + A (16)

and

z i expfu[-2 In (ril)] 1 / 2 cos (27rr. 2 cos (277ri 3 ) (17)

and for the generation of contaminated-normal clutter,
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[-2 In (ri)1 1/2 sin ( 2 7Tri 2 ) S(ri 3 ) + A

1/2

z i = [-2 In (ri 1 )] cos (27Tri 2 ) S(rj 4 )

'Ku rij < Y

S (r ij ) = au > y

(18)

(19)

(20)

The sequence {rij} consists of independent numbers uniformly distributed between 0
and 1, and A is the amplitude of the nonfluctuating signal. A single sample of the detec-
tor output is obtained by calculating n X1's, ordering them, and then performing the sum-
mation indicated in Eq. (2).

Unfortunately, in order to calculate the required threshold for a probability of false
alarm P[a of 10- s , (1 lpf a = 106) samples are required. For n = 10, this calculation
required 1 hour of computation time on the CDC 3800. Several Monte Carlo calculations
involving 106 samples were conducted for the contaminated-normal and log-normal dis-
tributions with n = 10 and for two different trimmed means. The results are presented
in Tables 1 through 4.

Table 1
Contaminated-Normal Distribution (K = 2.25 and y

n = 10, n = 1 n2 =5
= 0.25),

Number of Number of
T = Threshold Sampes of T = Threshold Sampes of

Samples < T Samples < T

5.5 892072 8.75 999630

5.75 924369 9.00 999773

6.00 947725 9.25 999852

6.25 964324 9.50 999918

6.50 976338 9.75 999942

6.75 984509 10.00 999968

7.00 989921 10.25 999979

7.25 993509 10.50 999986

7.50 995879 10.75 999992

7.75 997435 11.00 999998

8.00 998411 11.25 999998

8.25 999005 11.50 999999

8.50 999397 11.75 1000000
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Table 2
Contaminated-Normal Distribution (K = 2.25 and ,

n=10, n 1 =4, n 2 =7

T = Threshold

7.75

8.00

8.25

8.50'

8.75

9.00

9.25

9.50

9.75

10.00

10.25

10.50

10.75

11.00

11.25

11.50

11.75

12.00

Number of
Samples < T

906936

929243

946601

959979

970373

978212

983988

988347

991563

993937

995616

996824

997682

998330

998782

999139

999414

999571

T = Threshold

i i

12.25

12.50

12.75

12.00

13.25

13.50

13.75

14.00

14.25

14.50

14.75

15.00

15.25

15.50

15.75

16.00

16.25

16.50

Number of
Samples < T

999700

999802

999863

999905

999939

999956

999967

999978

999986

999992

999994

999998

999999

999999

999999

999999

999999

999999

THRESHOLDS

From the data presented in Tables 1 through 4, one can obtain directly very accurate
thresholds for Pfa :10 - 5 and thresholds for 10-s - Pfa >--10-6. In order to obtain thres-
holds for P fa < 10-6, it was decided that a curve would be fitted to the tabular data and
then extrapolated to yield the lower Pfs. That is, a curve of the form

- log Pfa - B + BIT + B 2T2 (21)

will be fitted to the tabular data by the method of least squares. If the collection of
equations for the tabular data of the type appearing in Eq. (21) is written in matrix no-
tation

L - TB, (22)

the least-square coefficients B are given by the well-known equation

B = (TT)-I TL 2).

= 0.25),

(23)
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Log-Normal Distribution
Table
(y = 6

3
dB) n = 10, n =

Number of Number ofT = Threshold Samples < T T = Threshold Samples < T

4.00 913155 6.75 999778

4.25 945870 7.00 999875

4.50 967038 7.25 999937

4.75 980443 7.50 999965

5.00 988450 7.75 999984

5.25 993311 8.00 999990

5.50 996130 8.25 999992

5.75 997776 8.50 999996

6.00 998761 8.75 999997

6.25 999318 9.00 999998

6.50 999624 9.25 999999

Table 4
Log-Normal Distribution (a = 6 dB), n = 10, n = 4 2 = 7

Number of Number of
T = Threshold Sampes o T = Threshold Sames of

Samples < T Samples < T

5.75 916335 9.50 999719

6.00 939848 9.75 999802

6.25 957427 10.00 999864

6.50 969959 10.25 999915

6.75 978976 10.50 999940

7.00 985430 10.75 999958

7.25 990031 11.00 999971

7.50 993256 11.25 999978

7.75 995343 11.50 999984

8.00 996791 11.75 999992

8.25 997845 12.00 999996

8.50 998606 12.25 999996

8.75 999061 12.50 999998

9.00 999363 12.75 999999

9.25 999574 13.00 1000000

2, n 2 =5
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Applying Eq. (23) to the tabular data, one obtains the following equations relating the
probabilities of false alarm to the corresponding thresholds:

for the contaminated-normal with n = 10, n1 = 2, and n2 = 5,

- log Pfa - -1.691 + 0. 3123 T + 0.0308 T 2  (24)

for the contaminated-normal with n = 10, n, = 4, and n2 = 7,

- log Pfa = -2.505 + 0.3681 T + 0.0105 T 2  (25)

for the log-normal with n = 10, n1 = 2, and n2 = 5,

-log Pfa - 3.1735 + 1.0685 T - 0.0070 T 2  (26)

and for the log-normal with n = 10, ni = 4, and n 2 = 7,

-log Pfa - 2.084 + 0.4868 T 2 
+ 0.0107 T 2  (27)

DETECTION PROBABILITIES

To calculate the detection probabilities, the Monte Carlo procedure was used again.
For each signal-to-noise ratio, a trial sample of 5000 was more than adequate to esti-
mate probabilities of detection in the interval 0.1 to 0.99. The Monte Carlo was con-
ducted for the four cases previously discussed, and the results appear in Figs. 1 through 4.
For both clutter distributions, the signal-to-noise ratio is defined as

S/IN = 20 log (A/median clutter value) (28)

where the median value equals 1 for the log-normal and equals 1.41 a for the contaminated-
normal distribution (y = 0.25 and K = 2.25).

If one compares Fig. 1 with Fig. 2 and Fig. 3 with Fig. 4, one concludes that the
trimmed-mean detector involving the lower ordered samples (n, = 2 and n 2 = 5) is more
effective than the one involving the centered samples (n, = 4 and n2 = 7). If one com-
pares the trimmed-mean and mean (3) detectors for the contaminated-normal distribu-
tion, one concludes that the trimmed-mean requires about a 1-dB-lower S/N ratio than
the mean. Since the mean is better than-the median (4) for the contaminated-normal dis-
tribution, the trimmed-mean is the best detector for the contaminated-normal distribu-
tion. For the log-normal distribution (2), the trimmed-mean is from I to 5 dB better
than the mean - the exact value depending on the desired Pfa. Since the median is only
slightly better than the mean, the trimmed-mean is also the best detector for the log-
normal distribution.

COMMENTS

The key step in the generation of detection probabilities was the Monte Carlo involv-
ing 106 samples used to calculate the required thresholds. For this Monte Carlo to be
valid, the 30,000,000 random numbers required for the log-normal case (40,000,000 re-
quired for the contaminated-normal case) must be independent and uniformly distributed.
To test the distribution of the random numbers, 100,000 numbers were generated. Next,
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2 4 6 8
SIGNAL-TO-NOISE RATIO (dBI

Fig. 1 - Probability of detection for the
trimmed-mean detector (n = 10, n 1 

= 2,
and n 2 = 5) and the contaminated-normal
distribution (y = 0.25 and K = 2.25)

-2 0 2 4 6 8 10 2

SIGNAL-TO-NOISE RATIO (d8)

Fig. 2 - Probability of detection for the
trimmed-mean detector (n = 10, nI = 4,
and n2 = 7) and the contaminated-normal
distribution (y = 0.25 and K = 2.25)
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4 6 8 o
SIGNAL-TO-NOISE RATIO (dBI

Fig. 3 - Probability of detection for the
trimmed-mean detector (n = 10, n 1 = 2,
and n 2 = 5) and the log-normal distribu-
tion (a = 6 dB)

4 6 8 10
SIGNAL-TO-NOISE RATIO IdBI

Fig. 4 - Probability of detection for the
trimmed-mean detector (n = 10, n , = 4,
and n 2 = 7) and the log-normal distribu-
tion (a = 6 dB)
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the Kolmogorow-Smirnov one-sample test (5) was used, with the result that the hypothesis
that the random numbers were uniformly distributed was accepted very easily even at the
20% significance level. In order to check for independence, 16,384 random numbers were
generated; and the fast Fourier transform was used to calculate the correlation function.
The samples were found to be uncorrelated. Of course, for uniformly distributed varia-
bles, correlation implies nothing about independence. Consequently, Eq. (10) was used
to generate Gaussian variables. These variables were found to be uncorrelated and
hence independent. Unfortunately, because of computational difficulties, the independence
of sample sizes larger than 16,384 could not be checked.

Consequently, in an attempt to reduce the possibility that the random numbers tend
to repeat themselves (are dependent), the random-number generator was reinitialized
after the generation of every 30,000 random numbers. To investigate this method, the
Monte Carlo procedure previously described was used to calculate the median detector
for the contaminated-normal distribution. The thresholds were approximated by

log Pfa -- 0. 2293 + 0. 1628 T + 0. 0806 T
2  (29)

and the detection probabilities are shown in Fig. 5. If one compares these probabilities
to those previously calculated (4), one finds a maximum error of only 0.25 dB. The
author is of the opinion that the trimmed-mean curves are not quite this accurate be-
cause the trimmed-mean thresholds are a more rapidly changing function of Pfa than
the median is.

0.99 1 1 1 1

0.98 MEDIAN

0.95-
z
0
)-0.90- ,
U

wL 0.0
o0.80 4' oFig. 5 - Probability of detection for the

0.70 - median detector (n = 3 and k = 2) and
_0.60 o the contaminated-normal distribution
S0.(y 0.25 and K 2.25)S0.50-

00.40
a. 0.30-

0.20-

0.10
6 8 10 12 14 16 8

SIGNAL-TO-NOISE RATIO (dB)

CONCLUSIONS

Of the three detectors that have been investigated - the mean, the median, and the
trimmed-mean- the trimmed-mean is the most effective detector against either the log-
normal or contaminated-normal distributions. Unfortunately, whereas the mean and
median detectors can be quite simply implemented, the implementation of the trimmed-
mean is very difficult because of the necessity of ordering the samples.

The possibility that there may exist large errors in the trimmed-mean calculations -

due either to the Monte Carlo with its associated difficulties with a large number of
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independent random numbers or to the extrapolation of the Monte Carlo to very small
Srt's - is very small. This is because of the accuracy of the Monte Carlo for the me-

dian detector and also because the trimmed-mean calculations show both a self-
consistency that is to be expected and an intraconsistency with both the mean and
median calculations.
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