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ABSTRACT

Wave-profile recording by radar from a low-flying conventional
aircraft offers a means of rapidly collecting large amounts of
oceanographic data over wide areas of the ocean in a relatively
short time. A series of radar experiments has been conducted
from a laboratory suspended beneath the Chesapeake Bay Bridge.
The purpose of the series of experiments was to study the prob-
lems of wave-profile recording and to make c o m par i s o n s with
standard radar altimetry.

Theoretical and experimental analyses based on the work con-
ducted at the bridge laboratory indicate that target-scintillation
noise limits the accuracy of a microwave radar usedfor wave
profiling. However, it has been concluded that a properly designed
airborne FM-CWradar can produce ocean-wave recordings of suf-
ficient accuracy for all ordinary oceanographic purposes. The
specifications for such a system have been developed. One of the
basic requirements has been found to be a broad transmitted spec-
trum, probably in excess of 100 Mc/ sec; this requirement appears
to be independent of the exact form which the radar system takes.

PROBLEM STATUS

This is an interim report; work on the problem is continuing.

AUTHORIZATION

NRL Problem R02-13
Project No. RF 001-02-41-4004

Manuscript submitted September 1, 1967.



SCINTILLATION RANGE NOISE AND RELATED PHENOMENA
IN WATER WAVE PROFILING WITH MICROWAVE RADAR

INTRODUCTION

Wave-profile recording by radar from a low-flying conventional aircraft offers a
means of rapidly collecting large amounts of oceanographic data over wide areas of the
ocean in a relatively short time. The data acquisition can be carried out in the locations
where conditions of the greatest significance exist, and transient phenomena such as the
buildup of the sea state associated with a moving storm front can be observed over the
entire area of interest rather than at a limited number of fixed stations.

In addition to the advantages resulting directly from the mobility of the airborne
installation, the profile recorder can readily produce data which can be synthesized
only with difficulty from wave-staff time records. The fact that the aircraft velocity is
high with respect to the velocity of propagation of ordinary storm waves means that the
wave record is very nearly a true space function taken along the track of the aircraft.
Thus, directional wave spectra which can be determined only by an elaborate spaced
array of fixed wave sensors can readily be obtained in the air by flying over the same
area on different aircraft headings.

The capabilities offered by the high-speed airborne platform have led to a consider-
able and continuing effort, in which many organizations have participated, to develop
wave-measuring instrumentation and other airborne equipment. Of the many approaches
to wave recording that have been proposed, only one has been considered in the investiga-
tion reported here. This is the use of a narrow-beam microwave radar (Fig. 1), to
obtain a true profile recording along the line of flight by continuously and precisely
measuring the range from the aircraft to the water surface. As indicated in the figure,
the system concept involves the use of narrow-beam antennas for both transmission and
reception so as to restrict the water surface contributing to the received signal to as
small an area as possible. The energy returning from the illuminated surface will, how-
ever, always be deflected or scattered throughout a solid angle much larger than that
subtended by the receiving aperture, and the entire aircraft may at times be more or
less uniformly illuminated. This scattered return makes it possible for secondary paths
involving aircraft structure to exist and requires that a practical installation be planned
with some care. The geometry shown in the illustration, where the antennas are recessed
in the bomb bay and surrounded by reflecting structures, should in general be avoided.

When surface features of the scale of the wind-generated waves common in the open
ocean are to be resolved, the considerations involved in forming and stabilizing very
narrow radar beams lead to a requirement that the operational altitude be relatively low,
probably less than 1000 ft for a system useful in general oceanographic work.

There are, of course, numerous practical problems that must be solved in developing
an operational system based on this concept, and a few of these are touched on in the
paragraphs which follow. The present investigation has, however, been concerned with
the determination of the basic characteristics which a successful wave-profiling radar
should or must have, and with the determination of the performance which can then be
expected, rather than with the development of operational components. An experimental
microwave radar based on the low-altitude wave-profiling concept was developed by the
Radar Tracking Branch prior to 1960, and in that year a series of flight tests was per-
formed with an airborne version of this system. This work has been reported by Morrow (1)
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Fig. 1 - Wave profile recording with a
pencil-beam microwave radar

and led to the conclusion that this application of microwave radar was a promising means
for the collection of oceanographic data.

In order to explore the technique at greater length than was feasible during the air-
borne exercise, and in particular to determine the ultimate accuracy attainable under
reproducible conditions, a new series of theoretical and experimental studies was under-
taken, and the results of this work form the basis for the present report. Although no
further airborne evaluation has been attempted, these findings are believed to place the
design of an improved airborne system on a firm theoretical and experimental basis.
In pursuing these investigations three main approaches have been employed. In the
first place the physical system consisting of the radar and a multi-element target taken
together has been analyzed theoretically. This analysis has been restricted to relatively
simple targets by the complexity of the calculations involved, but it is felt that the radar
has been characterized in a satisfactorily realistic manner and that the results have led
to a useful insight into the more complex real target cases.

A second approach has been the use of a carefully constructed target simulator
using the delays of closed waveguide paths to represent the spacing in range of multiple
target elements. This technique has permitted the simulation of modes of operation that
were awkward to handle theoretically, and has permitted the actual experimental radar
to be used as a signal source so that experimental variables that were eliminated or
idealized in the theoretical approach could be introduced under conditions of controlled
target configuration.
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Finally, a field exercise was performed in which a complete wave-profile radar
system, especially instrumented to permit adjustment of all significant parameters, was
operated using a real water target. This field work was performed at the Chesapeake
Bay Bridge Facility, where a gondola laboratory is hung beneath the East Channel span
of the bridge. This facility offers an unobstructed downward view of the water waves
from a height of about 60 ft and houses the experimental equipment. While the range
provided is smaller by at least a factor of 4 or 5 than any operating altitude that has
been seriously considered for airborne work, a satisfactory antenna geometry could
still be provided. It was possible to place a high-resolution wave staff in the water at
the center of the water area being illuminated by the radar and so obtain a reference
wave record for direct point-by-point comparison with the radar height record. The
range of wind and wave conditions was obviously narrower than that found in open ocean,
but over a period of a few months a variety of conditions was encountered with waves as
high as three feet and winds of over 40 miles per hour. Description and interpretation
of the wave records obtained at the Bay Bridge Facility form the section titled "Experi-
ments at the Chesapeake Bay Bridge Facility."

In both the experimental and theoretical work, the principal and in some cases the
only concern has been with the way in which range noise, in particular target-scintillation
noise, limits the accuracy of a radar wave-profile recording. Since in this respect the
wave-profiling problem has much in common with any precision ranging application, it is
believed that many of the results are of general interest. However, the analysis is most
directly applicable to the problem of continuous, accurate radar height measurement at
relatively short ranges with a water surface as the target.

Range noise for the purpose of this discussion is considered to be any random or
unpredictable fluctuation which is superimposed on the true range coordinate of a radar
target. This form of noise exists to some degree in all radar systems, but ordinarily
it becomes a critical problem only in precision ranging applications where the accuracy
sought is of the same order of magnitude as the physical dimensions of the target. This
is almost always the case in wave-profile measurement, where the target is the section
of water surface illuminated by the radar. The size of the illuminated patch can be
reduced only by either narrowing the radar beam, which means increasing the antenna
size, or by reducing the operational altitude. A larger antenna makes the aircraft
installation more difficult and involves a weight and cost penalty as well, while a reduc-
tion of the altitude below a certain minimum will increase the hazard of the operation.

As a consequence of these practical considerations, the designer is constrained to
make the illuminated area no smaller than is necessary to resolve the wave features
that are of interest with the required precision. Water waves other than the small
capillaries tend to have lengths that are large relative to their heights. The ratio of
length to height is commonly around 20:1 and may be much larger, while theory indicates
that 7:1 is the minimum possible, and a ratio much less than 10:1 is rarely observed in
practice. Thus the patch size that satisfies the resolution requirement will have a radial
or "horizontal" dimension that will often be greater than the wave height being measured
by the system. The illuminated section of water surface will also have an axial depth,
because the large wave slopes will cause the range to vary across the area involved,
and the short wavelets entirely within the illuminated patch will create range differences
equal to their heights. The axial depth of the water target will generally be many times
smaller than the radial dimension, but it may be an appreciable fraction of the wave
height and will at times represent many wavelengths of the microwave radiation. The
water surface will thus be a complex scintillating target characterized by a constantly
changing pattern of cancellations and reenforcements between the radar echoes origi-
nating at different points in the illuminated area.

The effect of this unavoidable scintillation on ranging accuracy turns out to be po-
tentially more serious in the case of radar wave-profiling than in the case of radar
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altimetry in general. This is true because the situation facing the designer of a surface
profiling system differs from that of the altimeter designer in several ways. In the first
place, since the ocean waves are small compared to the features of concern in most
altimetry, the profile radar must use a relatively narrow beam to secure the necessary
resolution. The small illuminated area that results will contain a relatively small num-
ber of reflecting facets or scatterers to contribute to the radar return, and spatial
averaging will be less effective in maintaining uniform signal properties at the receiver.
As a consequence scintillation rates tend to be lower, and the probability of a deep fade,
persisting for an appreciable period, becomes higher. At the same time, the amount of
filtering or time averaging which can be used is restricted by the need to pass all of the
significant components of the wave-contour signal. Finally, the differential range accur-
acy required in wave profiling may exceed that needed in any ordinary application of
altimetry.

It has been found as a matter of practical experience that when system parameters
are chosen to permit accurate recording of wind-driven storm waves, as differentiated
from very long swells, the scintillation spectrum will invariably overlap the signal
spectrum to such a degree that none of the consequences of scintillation can be entirely
eliminated by filtering the height record. This is the basic difficulty which distinguishes
the profiling problem from that of accurate altimetry in general, and as a consequence
of this fundamental distinction, altimetry techniques must be adapted to wave profiling
with special care. Even in the case of such a critical application of altimetry as auto-
matic flare-out and landing, a relatively large target area is illuminated by a relatively
broad radar beam, and the amount of spatial averaging of scintillation effects that takes
place is far greater than in the case of the narrow-beam wave-profiling radar. In
addition, the needed response time is not as short in the altimeter case as it is in wave-
profiling, and filtering may be used more effectively to reduce the level of whatever
range noise exists. In other less critical altimeter applications range noise can in gen-
eral be averaged out even more effectively, and it is evident that a principle which has
been used successfully in a certain altimeter application may be less successful when
applied to a wave-profiling radar, where spatial and time averaging cannot be used to the
same extent to reduce target-scintillation effects.

If amplitude fading were the only consequence of the scintillation of a complex target,
the provision of an adequate dynamic range would insure good results, and the range
noise level would be determined only by the effective signal-to-noise ratio that could be
maintained in the receiver. The system parameters that theoretically limit ranging
accuracy in the presence of system noise, and the conflicting requirements introduced
when target motion must also be accurately sensed, have been widely discussed in the
literature (2,3).

As a practical matter, a system having acceptably small range errors contributed by
internal noise proves to be readily realized for the wave-profiling application. However,
external factors are not as easily controlled, and the behavior of the complex target
leads to the generation of an additional range-noise component which is superimposed
directly on the desired profile signal and which exists no matter how great the dynamic
range of the system may be or how far above the receiver noise threshold the signal may
remain. The mechanism by which these range errors are generated is somewhat analogous
to that for the radar-angle-noise case, which has been discussed by Dunn, King, and
Howard (4) and others, in that it involves the varying interference between the waves
backscattered by different parts of the illuminated target. This phenomenon can obviously
occur only when the target is at least comparable in dimensions to the radar wavelength.
In the case of a practical wave-profiling radar, the antenna beamwidth requirements
insure that the wavelength will be a small fraction of the target dimensions, and thus
scintillation effects will inevitably be a problem.
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Aside from amplitude fading, one of the possible effects of target scintillation is
evidently a range variation within the physical depth of the illuminated surface as the
apparent mean point of reflection is changed by signal cancellations. This effect has
been referred to as "bright-spot-wander." If the changes in apparent range were indeed
confined to the axial depth of the target, the problem would not appear to be too serious,
since the target depth is generally a small fraction of the height of the larger, longer
waves which the radar can resolve. In addition, a good deal of averaging would be
expected to take place, with range shifts to the physical extremes of the illuminated
water very rare. Unfortunately, the true situation is much more complicated and less
favorable, and under adverse conditions when system bandwidth is inadequate it is found
that the apparent point of reflection can be shifted in range by many times the physical
depth of the target, so that the desired profile is literally buried in the noise. The work
on which this report is based has been concerned principally with this type of range
noise and has involved computation of range errors for assumed target conditions, use
of a waveguide multipath simulator to produce experimentally the effects of controlled
target scintillation, and field measurements over water at the Chesapeake Bay Bridge
Facility to evaluate noise levels actually generated when tracing different surface profiles.

The essential components of the experimental radar system are illustrated in Fig. 2.
The original version of this radar was described by Morrow (1) in reporting the earlier
series of wave-profile experiments, including the airborne tests. The present system
used for the experiments reported herein is essentially a ground-based refinement of
the former system, with improved dynamic characteristics for a more accurate evalua-
tion of target effects.

2 Mr M

CRYSTAL REFERENCE PHASE ERROR 2 M

OSCILLATOR DETECTOR AMP-LDIM

WAVE 0S0. RECORDER

Fig. 2 - Basic components of the FM-CW
wave-profile radar system; F0 =9510 Mc/
sec, A2F = +200 Mc/sec, [m = 2.215Mc/sec

Range information is obtained by phase comparison at 2.215 Mc/sec of the detected,
single-frequency, sinusoidal modulation that deviates or frequency modulates a micro-
wave continuous wave carrier (FM-CW) of 9510 Mc/sec over an optional bandwidth that
may be varied up to a maximum of +200 Mc/sec. Modulation phase delay varies directly
with the transit time of the microwave energy to and from the target, with the undelayed
signal from the modulator providing the basis for comparison.

To summarize, the purpose of the study related in this report is the evaluation of
certain effects of the unavoidable target scintillation that occurs when a radar target
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creates a complex pattern of reflections and interferences. The water surface as viewed
near vertical incidence by a narrow-beam radar is found to represent such a complex
target, and particular emphasis is given to scintillation range noise and the minimization
of the resulting range errors in an FM-CW precision ranging system of the type described.

BACKGROUND AND THEORETICAL CONSIDERATIONS

It has been suggested that the essential characteristic of the target-scintillation
mechanism is that of a changing pattern of interference between radio-frequency waves
originating at different points of an array of reflectors or scatterers. In order for this
interference pattern to distort the modulation envelope of the probing radiation, a second
requirement must be met, that of varying time delays between the waves that interfere.
These delays must be appreciable in terms of the periods of the modulation frequencies
and thus in terms of the range delays which the system is attempting to sense. It should
be noted at this point that a system which does not employ modulation of a carrier but
senses, for example, the phase of a single low-frequency wave is not vulnerable to target
scintillation to the same degree as a modulated transmission. The reason for this dis-
tinction lies in the circumstance that the envelope phases of a modulated carrier are
encoded in the relative phase relationships between the carrier and the individual side-
bands. These relative phases can be disrupted to a degree which would not be possible
for the modulating wave itself.

The disruptive effects of interference between modulated carriers which have
experienced different propagation delays have been known to communications engineers
since the earliest use of long-range short-wave transmissions. The principal result in
the case of amplitude-modulated waves is to create the effect of drastic overmodulation,
which causes nonlinear distortion products to appear in the received envelope. Other
effects such as alteration of the modulation-frequency spectrum may also occur. The
effects on the intelligibility of speech and the fidelity of musical reproduction are familiar
to all short-wave listeners.

When frequency-modulation techniques were first investigated in the 1930's it was
naturally hoped that an FM system could be designed which would be less vulnerable to
multipath interference than existing AM communication links. A number of investiga-
tions were made, but it was apparent from the beginning that FM was not a panacea in
this situation. The earliest discussion in the technical literature appears to be that of
Crosby (5) in 1936. Crosby described the results of a coast-to-coast experimental link
operating on 9 and 18 Mc/sec and also presented an analytical result for the two-path
case with single-tone modulation. He concluded that intelligibility was poorer and dis-
tortion more severe with FM than with AM. Crosby (6) published additional material in
1941, and the FM multipath problem in communication was discussed by a number of
authors in the following years. Among them were Corrington (7) in 1945, Meyers (8) in
1946, Stumpers (9) in 1947, and Gerks (10) in 1949. This list of references is by no
means exhaustive, and many other writers have touched on the problem. Wheeler (11)
in 1942 presented a general analysis of common-channel interference which is readily
adapted to the multipath case, and other discussions of FM interference may also be
pertinent. With the exception of Wheeler, all of the authors cited base their theoretical
analyses on the "instantaneous frequency" concept, in which the instantaneous frequency
is defined to be the time derivative of the phase function specifying the angular position
of the phasor which represents the received signal. This resultant phasor is derived
by addition of the phasors for the individual signals arriving over paths having different
time delays. The receiver output is then taken to be proportional to the frequency func-
tion only, which of course implies the use of a perfect limiter followed by a perfect
linear frequency discriminator.
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The question immediately arises as to how performance might differ were the
receiver less than ideal in one or both of these respects. The work of Wheeler (11),
which includes the cases of filter discriminators driving square-law and envelope detec-
tors, indicates that interference rejection may indeed be degraded if amplitude limiting
does not occur. Receiver characteristics are also considered by Gerks (10), who dis-
cusses the adverse effects of inadequate discriminator bandwidth in an otherwise ideal
system and points out that multipath distortion may be minimized by proper design in
this respect.

The theoretical and experimental work of Arguimbau (12,13) and his associates
also dealt with the influence of the receiver design on the distortion levels that could
be achieved, and they showed that a sophisticated receiver having sufficiently good limit-
ing action should provide acceptably low distortion for a very high percentage of the time
in certain types of multipath environment. A receiver based on this philosophy was
designed and constructed and was demonstrated to provide performance superior to AM
over a multipath circuit simulated by delay lines. This work caused renewed interest
in the use of FM on a transoceanic communications link. Unfortunately the nature of
multipath propagation over the ocean proved to be more complex than the laboratory
simulation, and the technique failed to provide the needed improvement. Apparently, a
multiplicity of propagation paths existed such that the level received over the strongest
single path was generally exceeded by the sum of the remaining paths, even though they
were individually weaker. Under these conditions the enhanced capture effect provided
by the improved receiver could not operate to select the undistorted single path, and the
detected modulation remained garbled. This finding is of interest in the wave-profiling
case because of the possibility that the multiple reflections from the illuminated surface
patch also represent this type of complexity and that the performance of an ideal receiver
may be equally disappointing in this application.

In the 1950's references to radar ranging made their appearance in the unclassified
literature, and the FM multipath problem was discussed by Sollenberger in 1955 (14),
Vinti in 1957 (15), and Becker in 1958 (16). Sollenberger discussed the errors caused by
ground reflections in a multistatic missile-tracking radar operating on the phase of
single-tone modulation and demonstrated theoretically and by means of a delay-line
simulator that use of sufficiently broadband FM could provide a large reduction in range
errors. Sollenberger (14) again used the instantaneous-frequency approach in his theo-
retical work, and his experimental receiver evidently approached the assumed ideal
closely in a practical sense, since his experimental data agreed quite closely with the
calculated curves. Vinti (15) gave a general analysis of ranging errors caused by multi-
path propagation in FM systems which included the effect of antenna parameters, and
also presented a discussion of the case of multitone modulation.

During this latter period the wave-profiling problem was under discussion at NRL
following the evaluation of an unsuccessful radar sea and swell recorder at the request
of the Naval Oceanographic Office. The system under investigation employed a trans-
mitted bandwidth of only about 4 Mc/sec, and although it performed satisfactorily during
bench tests with a delay-line closed path it failed to record recognizable wave profiles.
Antenna-range experiments with complex targets strongly suggested that some form of
multipath interference was responsible for the high range-noise levels experienced, and
Howard (17) in 1956 extended Gerks' (10) analysis to the specific case of target scintilla-
tion in precision ranging. No previous discussion of errors due to multipath delays at
the target itself has been found in the technical literature.

Howard's analysis showed that the apparent point of reflection as determined by an
FM-CW system could theoretically fall outside the physical array of reflecting elements
and could in fact be displaced in range from the physical location by many times the
physical depth. The multiplying factor which could exist for small transmitted bandwidths
was found to depend on the depth of the multipath cancellation, tending towards infinity
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for an infinitely deep null. As the frequency deviation, and hence the transmitted band-
width, was increased the theoretical range errors became smaller, and at a sufficiently
large frequency deviation the apparent range was never found to shift beyond the physical
extent of the target array. Being derived from Gerks' two-path, single-frequency example,
this analysis was admittedly based on an over-simplification of the actual wave-profiling
situation, and it was rigorously accurate only for the ideal receiver implied by the instan-
taneous frequency assumption. Nevertheless, it seemed reasonable to assume that range
noise would be minimized to some extent by broadband FM, and a wave-profiling radar
was designed in accordance with this assumption and eventually evaluated in an aircraft
over a number of different ocean-surface conditions. This work has been discussed by
Morrow (1) and showed that useful wave-profile recordings could be obtained under many
conditions. Under certain conditions, however, the range-noise level remained objec-
tionably high; it seemed in general to be considerably greater than that predicted by
theory, and failed to show the expected sustained downward trend as the frequency devia-
tion was increased. In the hope of resolving the questions left unanswered by the aircraft
experiments, it was decided to undertake further theoretical and experimental work on
the precision ranging problem. The theoretical work has been directed toward computer
analysis based on assumptions more nearly representing the physical system than the
perfect limiter-discriminator chain. The experimental work has involved measurements
with an improved waveguide multipath simulator and field work at the Chesapeake Bay
Bridge Facility, where simultaneous radar and wavestaff data could be recorded.

ANALYSIS OF SCINTILLATION RANGE NOISE THROUGH THE
REPRESENTATION OF THE SIGNAL BY ITS SPECTRAL
COMPONENTS

The effects of scintillation interference in specific circumstances may be demon-
strated in several ways. The purely analytical approach can be rigorous in simple cases
and leads to the most useful quantitative results. However, the equations are complex
and are not readily related to the physical mechanism, so a qualitative physical analysis
may be useful as a starting point. The case of AM or narrowband FM may be treated by
phasor representation of the carrier and sidebands, and this treatment has been presented
by Morrow (1) for an FM transmission and a three-point target. An alternative is the
spectrum point of view, in which the target is considered to operate on the individual
spectral lines of the probing transmission. The effect of physical spacing between trans-
mitter and target on a radar transmission is normally viewed as the introduction of a
time delay which is determined by the distance involved and the velocity of propagation.
However, an equally valid point of view is that the target spacing is characterized by a
phase-versus-frequency function, O(w), where 0 is the phase of the radio-frequency wave
received through the distance in question relative to the phase at zero distance. For a
single target element at range R giving a propagation-path distance of 2R = DP, the phase
function is a straight line of constant slope (Fig. 3). If a modulated transmission repre-
sented by a carrier and a system of sidebands is received over this propagation path,
the phase function will operate to produce a relative shift of ± At 1 radians between adja-
cent spectral lines, and

dw

where

-= =At and Awo= wp,
dow c

the fundamental modulation frequency. Thus, A01 = w P . At, and each spectral line is
displaced relative to its neighbors by the phase angle represented by the range delay
at the modulation frequency.
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Modulation theory shows that when this relative shift occurs throughout the region covered
by the signal spectrum, the effect will be to shift the envelope of the time function through
the phase angle A qbI as measured at the fundamental modulation frequency, and this is also
equivalent to translating the whole function in time by the interval A t.

In this instance we have evidently used a devious line of reasoning to obtain an ob-
vious result. However, in the case of multiple or complex targets the same reasoning is
valid, and the results here will be less obvious. The case of a two-element target is
diagrammed in Fig. 4. The significant parameters will be the spacing of the elements
in range r and the relative cross section the, each one presents to the radar, the ratio b.
As a simplifying assumption we will take the illumination to be a plane wave so that the
lateral separation is not significant, and we will rule out the possibility of multiple
reflections between elements. In this case the received signal will be the sum of two
waves which are identical except for a difference in amplitude and a time displacement
due to the propagation distance, 2r = d. In analyzing the effects of the element spacing
we may take the range of T, to be zero without any loss of generality, and when this is
done the relative phase progression as a function of frequency may be diagrammed as in
Fig. 5a and 5b. In this figure the phasor representing the signal El reflected by target
element T, does not shift with frequency, while the phasor for E 2 rotates as indicated
relative to El. The progression of the phase angle #8 will evidently be symmetrical
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Fig. 5 - Phasor relationships for a two-element target

about the positions for ¢A = 0, but the rate of rotation will be nonuniform, and the rates at
Cs = 0 will be different for the in-phase and out-of-phase conditions. Referring to Fig.
5a, where the phasors E1 and E2 are near the in-phase relationship, we may deduce that
at c4 = 0,

This follows from the phasor geometry, since we have at 0: = :

dy 8  dy2

dw d w

d-_2 anddx
dw

dw) 0), d (fw

(dX2

d ))E 2

WHEN S = 0, OUT-OF-PHASE,

d.S (dOs /  _ d oUT

dw \dw,-MAX d

b db -C

d

C

MAGNITUDE = bEi

P= f(J)

4 2

dw
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so that

dw \dwJE ,but

E2 =b* E1

E8 = (E1 +E 2) =(1+ b) El , and

d n-pha se XI+6 /dw) Xi+ +)

By applying a similar line of reasoning to the out-of-phase geometry of Fig. 5b, we may
show that

d__b (d).

dW-) out-of-phase

In the out-of-phase case the negative sign indicates that for b < 1. 0, E, will have a sense of
rotation opposite to that of E2 . An idealized phase-frequency function is displayed in Fig.
6a and 6b. In both parts of the figure a carrier and sideband system is located on the
frequency axis, with the carrier at a ¢f zero crossing, but in Fig. 6a the chosen crossing
corresponds to E, and E 2 in-phase while in Fig. 6b the out-of-phase condition is chosen.
It may be deduced from the phasor geometry that the shape of this phase function will be
dependent only on the amplitude ratio b, while a change in target spacing will merely
stretch or shrink the plot along the frequency axis, as indicated by the expression for
peak separation shown in Fig. 6a:

A o(peak) 2c 7c

When T1 is at a range other than zero, the periodic function shown will of course be
superimposed on the uniform phase slope due to this original range displacement.

Recalling now that the relative phase rotation experienced by the adjacent lines in
the spectrum of a periodic function is equal to the phase shift of the modulation envelope,
we may deduce the effect of a two-element target on a narrow-band transmission of the
sort shown in the figures. In Fig. 6a, where the signals reflected from the target ele-
ments are in phase at the carrier frequency, we have:

Ain = 
W P

assuming that we can take the phase slope to be uniform over the interval (& ± w).
This means that apparent point of reflection will be shifted toward the more distant,
weaker target by a fraction of the target spacing given by [+b/( 1 + b) ]. (The quantity b is
taken to be positive and less than unity.) In the out-of-phase case of Fig. 6b, on the
other hand, we have

Aou (-b) ( .d J
and again assuming that w is small enough so that the phase slope may be taken as
uniform, we may conclude that the relative sideband phase rotations will be always
greater than those due to a propagation path d units long. Moreover, the multiplying
factor, [- b/(1 - b) ] has a negative sign, so that the apparent envelope phase will cor-
respond to a point of reflection closer to the radar than that of the stronger target
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Fig. 6 - Idealized phase-frequency function for a
two-element target

element, T1. It is these exaggerated phase shifts that can be produced by an out-of-phase
signal relationship that may cause high levels of range noise to be generated by target
scintillation.

At microwave frequencies many wavelengths may be contained in the length d, and a
small motion of the target may shift the signal from a region of high phase slope to a
region of low or nearly zero slope, with a corresponding shift in the apparent position
of the target array. Figure 7 illustrates the apparent target positions produced when
b = 0.9, with the transmitted spectrum assumed to be so narrow that all of the spectral
lines are operated upon by the maximum slope factor at the out-of-phase point,
[-bl(1-b)]. In the example shown, this factor is 9.0, and the apparent shift in position
will be 9.0 times the element spacing; because of the negative sign this will represent
a decrease in apparent range. At the in-phase point, the maximum positive shift occurs
and is found to be 0.474 times the depth. (A value of b = 0.9 is not unrealistic experi-
mentally, since a fading range of over 30 db is often experienced when viewing a water
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Fig. 7 - Apparent position in range of a two-
element target array using narrow-band
illumination

target atX band.) The range shifts diagrammed maybe verified analytically for the narrow-
band limit, and while the graphical result applies rigorously only in the limit, it may be
expected to have useful application to practical systems using transmission bandwidths
that are small compared to the high-slope frequency interval (6W.o t in Fig. 6b). For
those bandwidths for which this line of reasoning is valid, neither the exact nature of the
modulating function nor the method of processing the received signal has any bearing
on the amplitude of the scintillation noise. This will be true because, so far as the re-
ceiver is concerned, the alteration of the signal is exactly the same as that due to an
actual change in range position, and there is no physical basis for rejecting the result
as spurious. Thus pulse, AM-CW, FM-CW, and all other types of transmission will be
subject to the same degree of scintillation range noise in the narrow-band case, and no
type of receiver processing can lead in this case to the elimination of scintillation noise
which occupies the same spectral region as the desired range function. It should be
emphasized that the term narrow band is here used in the relative sense defined earlier,
and that for targets only a few inches in depth the narrow-band theory may still apply for
transmission bandwidths of the order of 100 Mc/sec.

When the transmission bandwidth is broadened so that the system of spectral lines
extends beyond the region of high phase slope or extends over several phase periods
(AW(Peak) = 277c /d) the effects of target scintillation become much more complex, and the
graphical spectrum point of view does not appear to be very useful in obtaining quantita-
tive results. Consideration of the phase function does, however, strongly suggest that
use of a sufficiently broad transmitted spectrum would prevent the maximum range dis-
placements calculated for the narrow-band case from occurring. This would be expected,



KING, MORROW, MYERS, AND MOODY

since only a fraction of the spectral lines of the broad transmission would be affected
by the maximum phase slopes at the out-of-phase points.

One might also suspect that the noise level for broadband transmissions would no
longer be entirely unaffected by signal processing, since the amplitudes as well as
the phases of the various spectral components will be differently affected. This turns
out to be true in the FM-CW case, which has been examined in greatest detail.

RADAR SYSTEM CONSIDERATIONS IN

OCEAN-WAVE PROFILING

General System Requirements

The selection of an optimum system for an airborne wave-profiling application is
beyond the scope of the work reported here. However, a brief review of the basic factors
seems indicated in order to place the analytical work on range noise in the proper
perspective.

Any technique which can be applied to altimetry in general is a potential candidate
for consideration in wave profiling, but, as discussed previously, there are special
requirements to be met in the wave-profiling application that will decrease the desira-
bility of some schemes and render others totally unsuitable. Some of the negative fac-
tors in wave profiling follow.

1. A relatively small illuminated patch is required, and consequently a narrow
antenna beam. To obtain all of the ocean-wave data of interest to oceanographers,
beamwidths of less than 3 degrees are needed at altitudes considered practical for the
operation of fixed-wing aircraft.

2. As a further consequence of the small patch size, spatial averaging will be
relatively poor, and the properties of the received signal will vary more drastically.
The spectral distribution of these variations will extend to lower frequencies and will
overlap the desired signal spectrum to a greater extent.

3. The required signal-information bandwidth will be relatively high, and it may
not be possible to filter out the effects of microphonics and other sources of receiver
noise. It is known from experimental results that it will never be possible to remove
all the effects of scintillation range noise by filtering.

4. Because of the need to minimize scintillation noise at the source, the trans-
mitted spectrum must be quite broad. A minimum of about 100 Mc/sec appears to be
necessary to control target-noise levels in practical situations.

5. The precision of the range measurement must be relatively high by altimetry
standards, and the percentage stability must be extremely high; at least on a short-term
basis it must be of the order of a few parts in 1000, as compared to the 5-percent
accuracy specification common in radio altimetry.

There are a few positive factors which favor the system designer in the wave-
profiling application. Among these are the following.

1. The system will not be required to operate over a large range of altitude
variation. A change of a few percent about the normal operational height may be all that
must be accommodated. The modulating function may thus be optimized for this height,
and critical distance phenomena and range ambiguities at other altitudes are not a factor.
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2. The flight altitude chosen will be relatively low because of patch-size require-
ments and the increasing sensitivity to aircraft attitude at higher altitudes. Operation at
500 ft appears to provide a reasonable compromise, and this altitude will lead to rela-
tively high average signal levels at the receiver. Receiver sensitivity can be relatively
low, and control of local leakage effects is less critical. However, the advantage of a
high average signal is partially offset by the larger dynamic fading range experienced
with the small illuminated patch.

3. The system need not possess any range resolution (as opposed to ranging accu-
racy) capability, although some degree of discrimination will reduce the effects of local
leakage and long-path undesired echoes.

To summarize, the following considerations apply to the design of a wave-profiling
radar:

* The illuminated patch must be small enough to resolve the ocean waves of interest.
This limitation means a diameter of no more than a few feet.

* Less spatial and time averaging will be possible than in altimetry.

* The signal-information spectrum will overlap the scintillation spectrum, so that
all of the scintillation noise cannot be effectively filtered out.

* To control scintillation range noise at the source a broad transmitted spectrum
must be used. This spectrum will probably need to have a width of 100 Mc/sec or greater.

e The range measurement must be precise, both in terms of absolute accuracy and
percentage stability. kIncremental ranges of a few inches in several hundred feet must
be sensed.)

* The system need not be operable over a wide range of altitudes.

* The altitude will always be low, a few hundred feet, and received power will
always be relatively high.

e Possession of a range-resolution capability is not a fundamental requirement.

Some Possible Wave-Profiling Techniques

There are, of course, many alternative techniques that could be used as the basis
for a wave-profiling radar, but it has not appeared obvious that any system proposed in
the unclassified literature offers a clear-cut overall advantage over the wideband FM-CW
concept that was employed in the current investigation. It seems clear that an ultra-
short-pulse radar having a pulse length in space of the order of the physical depth of the
target array would give results that could not be bettered by any other system. However,
the realization of such a radar presents serious difficulties, including those connected
with the preservation of a bandwidth of several thousand megacycles in all portions of the
receiver ahead of the video range-tracking circuits. The high range-resolution capability
of such a system is unimportant in the profiling situation; thus the technique appears to
be wasteful from the viewpoint of design economics, even if technically at all feasible.

A pulse system having only the bandwidth needed to minimize scintillation noise
offers the advantage of sufficient range resolution to gate out local leakage and other
undesired echoes having long path differences, but whatever transmission bandwidth is
dictated by range noise considerations must be preserved in the receiver through the i-f
and video amplifiers. The provision of even moderate receiver sensitivity under these
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conditions is costly, even though it is now technically quite straightforward. The system
bandwidth required to effect a substantial reduction in scintillation noise would appear
from the spectral-analysis point of view to be substantially the same as that for a CW
system. The trend of the range noise for bandwidths covering many of the target phase
intervals discussed in this analysis may differ from the FM-CW case in the same way
that different types of FM-CW processing differ from each other, but it seems doubtful
that any order-of-magnitude advantage would result from the use of a pulsed transmission.
Only a rigorous theoretical analysis or an experimental comparison would definitely
settle this point. Unless a decisive advantage does indeed exist in this respect, the
additional complication and costof the pulse system appears unjustified.

If pulse techniques are ruled out, there remain a number of ways of using a CW
transmission. It appears that an AM-CW transmission employing a single modulating
frequency will always be inferior to a properly chosen FM-CW signal covering the same
spectrum. Again considering the effect of scintillation from the spectral-analysis point
of view, it seems clear that the single pair of sidebands that exist in the AM case may be
subjected to exaggerated phase rotations in spite of having a large spacing from the
carrier. This rotation would also be true of an FM signal employing a high modulating
frequency (50 to 100 Mc/sec) and alow modulation index, but there is no apparent reason
for using such an FM transmission. An accompanying disadvantage of using a modulating
frequency of this order is the large number of range ambiguities that would occur. At
50 Mc/sec these would be spaced less than 10 ft of altitude apart, much too closely for
even the wave-profiling application. It thus appears that a CW wave-profile radar should
use an only moderately high modulating frequency and a large enough frequency deviation
to cover the desired spectral interval with closely spaced lines.

A paper by Saunders (18) reviews FM-CW techniques proposed prior to 1961 and
includes an extensive bibliography. Most of the altimeter systems that have been dis-
cussed in the unclassified literature since that time appear to be derived more or less
directly from one of the principles discussed in this paper, and while some of the newer
systems offer important improvements in altimeter characteristics, their advantages in
the wave-profiling application are currently unproven.

A frequently used FM-CW technique in altimetry has been that of mixing the echo
signal with a fraction of the transmitted signal and measuring the average difference
frequency produced. If linear frequency modulation is used, the beat frequency will be
constant except during flyback or crossover intervals, and in any case the average value
is proportional to the range delay. This principle is employed in the widely used AN/APN-
22 aircraft altimeter (19) and could be adapted to wave profiling if the necessary accuracy
and stability of the range measurement could be achieved, and if the quantization error
could be made small enough.

The so-called "fixed error" or quantization interval is the range increment repre-
sented by a single beat cycle added to each modulation period and is thus the smallest
range change which can be unambiguously sensed. It is given by

A R c _

4Af

where sf is the peak-to-peak frequency deviation.

If Af 1000 Mc/sec

984 < J06
AR 9 = 0.246 ft

4000 X 106
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which is probably still too large if one-foot ocean waves are to be measured. A trans-
mitted bandwidth of this order would certainly be more than adequate to minimize target-
scintillation noise, but in view of the stringent range-accuracy requirement the system
might be somewhat difficult torealize. Boesch and Hardinger (20) have proposed a
technique in which an aperiodic linear slope modulation is used, which permits the sys-
tem to interpolate within the quantization interval if an average is taken over a repre-
sentative sample of the aperiodic function. Other techniques for avoiding the quantiza-
tion of the height indication have been discussed by Kalmus (21) and Horton (22). In the
case of these FM-CW systems the transmitted bandwidth of a wave-profile radar could
be limited to that needed to control target noise, but the ranging precision would have to
be improved over that which has been claimed for the altimeter prototypes.

Many other types of signal processing have been used in FM-CW ranging systems,
and in most cases only a detailed design analysis can lead to a useful conclusion. Systems
which need amplification for processing of the entire received signal spectrum, or even
of the entire beat spectrum in the homodyne case, may require inconveniently large
amplifier bandwidths in the wave-profile situation. On the other hand, when only a por-
tion, for example a single line, of a beat spectrum is selected and made the basis for
range measurement, it is not obvious that all of the information contained in the re-
ceived wave has been utilized. The result may not be equivalent to that given by a sys-
tem which senses the modulation envelope with a broadband discriminator accepting the
entire received spectrum, or processes the entire spectrum in some other way as in a
short-pulse system.

The NRL Broadband FM-CW Radar

The experimental wave-profile radar will now be discussed briefly with regard to the
system considerations that have been outlined. The basic elements of the radar have
been diagrammed in Fig. 2. The carrier frequency of 9.51 Gc/sec permits the patch-
size requirement to be met with antennas of reasonable size. Parabolic reflectors
30 in. in diameter were used during both the earlier aircraft experiments and at the
Bay Bridge site and produced a main lobe having a half-power beamwidth of a little
over 3 degrees and side lobes with peaks from 22 to 30 db below the main lobe. At the
Bay Bridge height of 62 ft the diameter of the half-power circle on the water was a little
under 4 ft.

The use of a backward-wave oscillator which is frequency modulated by swinging the
electrode voltages gives the system a bandwidth capability of several hundred megacycles
per second, and the frequency deviation and hence the spectrum width used can be readily
and continuously varied. The choice of sinusoidal single-frequency modulation and a
phase-sensing receiver leads to a simple receiver lineup, with the amplifiers following
the frequency discriminator required to handle only the information bandwidth of the
system. The modulating frequency of 2.215 Mc/sec is high enough to make the phase-
measurement problem uncritical and in an airborne installation still permits some
wander of the aircraft from the operational height without appreciable degradation of
the incremental height accuracy. This technique also permits a continuous measurement
of the incremental range without any quantization errors or other discontinuities in the
height function. The system as illustrated does not possess any range-resolution capa-
bility and is thus vulnerable to undesired signals arriving at the receiver over all pos-
sible paths. In practice it has been found possible to keep the effects of local leakage
and long spurious paths relatively small, so that the residual range noise is largely due
to target multipath phenomena occurring within the illuminated patch.

During the Chesapeake Bay Bridge Facility experiments it was found desirable to
add a traveling-wave tube and leveler chain to the basic wave-profile radar system.
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The action of the leveler as used here is that of a fast-acting agc loop, and the bandwidth
of the leveler control circuits could be extended to 50 kc/sec, which was sufficient to
accommodate any fading rate encountered under fixed-installation conditions. The effect
of using the levelers was to extend the dynamic range of the receiving system and reduce
the direct effect of amplitude variation to a very small value, so that the height noise
recorded was almost entirely due to the multipath modulation phase shifts which were
to be studied. Under other circumstances, where the noise itself is not under quantita-
tive investigation and filtering is used to smooth the profile record, a lesser dynamic
range might be acceptable. Under this condition direct amplitude effects would be greatly
reduced by the filter, and improvement of the amplitude characteristic beyond that pro-
vided by the postdetection limiters might not be justified. It should be emphasized that
the amplitude effects discussed here are those that occur at the fading or scintillation
rate and are the result of the unavoidable small residual phase shifts which occur in the
receiver as a function of input-signal amplitude. The leveler chain reduces these phase
shifts by providing a nearly constant rf input to the discriminator crystals and hence to
the following amplifier-limiters. The leveler does not act rapidly enough to remove
modulation-frequency amplitude modulation on the received wave and is not a limiter or
instantaneous clipper in the sense in which these terms are normally used. True limiting
with TWT's is possible over a restricted dynamic range. However, the TWT's available
for the Bay Bridge work could not be set up to give effective limiting action over the
range of fading experienced, and this mode of system operation was not investigated. The
augmented FM-CW radar in use at the Bay Bridge Facility is diagrammed in Fig. 8.

THEORETICAL ANALYSIS OF SCINTILLATION

RANGE NOISE IN AN FM-CW RADAR

Balanced Interferometer Discriminator

With an FM-CW radar, the returns from two targets at range delays M and M + N
seconds are given by:

A = sin (t - M) + m sin p(t - M)]

and
B bsin a (t-M-N)+m sin p(t-M-N)]

where w is the carrier frequency in radians per second, p is the modulation frequency
in radians per second, m is the index of modulation, and b is the relative target strength.
When the radar receiver consists of a balanced interferometer discriminator, its output is:

E0 = (A + B-C-D)2 - (A + B +C+D))
2,

where C = sin [&j(t - M - a) + m sin p(t - , - a)]

D b b sin [w(t -al - N - a)+ m sin p (t - M - N - a)]

and a is the added delay, in seconds, of the longer arm of the discriminator. Performing
the indicated operations, assuming an ideal square-law detector, replacing co T by 2n77 +0,

and keeping only those terms that contain the fundamental of the modulation frequency,
the receiver output becomes:

E0 = sin oa {J 1 (X) cosp [t - (2M + a)/2] i b2 cos p [t -(21M + 2N + 0/21

± b cosO [J1 (y)-J 1 (Z)] cosp [t - (2Ml+ N+ a)/2]} (1)
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where Ji indicates the first-order Bessel function of the first kind, X = 2m sin p(a/ 2 ),
Y= 2m sin p[(N+ar)/2], Z 2m sin p[(N- o)/21, and 0 is the rf phase difference between the two
returns. For the receiver output to be a maximum, both sin wo, and Ji(x) have to be near
their maximum values. If o is large compared to pm = 2aAF, there is no conflict
between the conditions. The quantity J1 (x) has a very broad maximum around X = 1.841.
For m > 0.921, the optimum value of a is given by:

a= (2/p) sin-  (0.921 1m).

If m > 10, a is accurately given by:

a = 1.841/pm = 0.293/AF.

The calculated value of a is adjusted so that jsin (o u[ = 1. The maximum adjustment is
approximately equal to (5/6) (AF/Fo), where F0 is the rf carrier frequency. With AF as
large as 30 percent of Fo, the value of jl (X) will be within 10 percent of its maximum
value. At smaller values of AF, the adjustment of a has little effect on the value of J1 (X).
When m < 0.921, J1 (X) cannot attain its maximum value. The value of sin p(a/2) is set
equal to one by making

a = a7/p =- /2n

where f, is the frequency of the modulating signal. This result gives J,(X) the largest
value possible for the index of modulation that has been used.

Range delay, in this paper, is defined as the difference in seconds between the
single-target delay and the composite-target delay. The single-target delay is i/p times
the phase angle of E0 , when b= 0 , and is found to be M + a/ 2. The range delay is given
by

a =(1/ tan bJ 1 (X)sinpN +bcosE[J (y)-J 1 (Z)] sin pN/2 (
LJ1 +b2 cos pNI + 6 cos 0 [JI (Y) -J 1 (Z)I cos pN/2j

From the sign convention that has been used, a negative range delay indicates an apparent
shift of the composite target towards the radar. Figure 9 shows plots of range delay, in
units of the discriminator delay, for several values of b. The abscissa is calibrated in
units of N/ and mpN/27 = AF • N. The curves show the extremes of possible range delay,
i.e., 0 = 0 or 0 = a. Upon examination of the range delay, Eq. (2), several properties of
the curves can be determined. For N/a near zero, the rf in-phase (0 =0) curve has a slope
b/(I + b), and the out-of-phase (0 a 7) curve has a slope of -b/( 1- b). The range
delay for quadrature rf phase (0 ± a7/2) has a slope of b2/(1 + b2), which is also the
locus of the 0 = 0 and 0 a 7 curve crossings. The behavior of the function [g, (y) - J1(z)]
gives more information about the curves. When Na is near zero, the function is almost
equal to 2J(X). This result gives the in-range peak to the 0 = a curve. When N/a = 2,
the function is approximately equal to -1.6 J(x). This result gives the in-range peak to
the 0 . 0 curve; the peak reaches a maximum for b near 0.5. The first two zeros of the
function occur at N/a slightly greater than one and slightly less than three, and are
indicated on the plots as the points where the two curves cross. When using the AF • N

scale factor, two things should be remembered. One is that the scale factor is good
only for those values of p and N such that sin p(N/2)= pN/2, and, two, that a is propor-
tional to (AF)- 1 . The curves indicate that as AF is increased, the spread of the range
delays about the b2N/( 1 + b2) line decrease. As a matter of interest, Fig. 10 shows
plots of receiver output for various values of b. The zero-db reference corresponds to the
receiver output in the single target case. The plots show the output for 0 = 0 and 0 = a.
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Table 1
Radar Parameters for a Modulation

Frequency of 2.215 Mc/sec
or AF 1/AF

m (nanosec) (Mc/sec) (nanosec)

8.5 15.525 18.83 53.114
16.5 8.025 36.55 27.362
30.0 4.025 66.45 15.049
50.0 2.625 110.75 9.029
87.0 1.525 192.71 5.189

relative error in range delay
delay peak is much narrower

versus rf phase

Figure 11 is a plot of the extremes of
range delay possible if 6 is allowed to as-
sume any value between zero and one.
Table 1 lists 41, a, AF, and 1/AF for the
modulation frequency used in the experi-
mental work. The last column in the table
is used to convert the upper scale on the
figures to T in nanoseconds. Figures 12,
13 and 14 are plots of range delay in units
of target depths versus target depth or
index of modulation for several values of
m and b. In these plots, p = 4.430a x 106

rad/sec. Figure 15 shows plots of typical
curves. The plots show that tfe in-range

than the out-range delay peak, independent of the rf phase
generating the peak. In all of the above figures, and in most of the figures to follow, if
the delayed target becomes the stronger one, the curves rotate 180 degrees about the
zero range-delay axis. This axis then becomes the apparent location of the delayed
target.

In practice perfectly matched diodes are generally not to be found. Where p and y
are the diode efficiencies in the two arms of the discriminator, the receiver output is:

E0 = /3(A+ B- C- D)2 -y(A+ B+ C+ V)
2

- sin w a [(8+ y){J,(X) cos p(t - M- a/2) + b2 cos p(t - M- N- a/2)

" b LJI(Y) - J 1 (Z)] cos 0 cos p (t - M- (N+ a)/2]}

+ b (13- y) sin 0 J1 (G)[cos p (t - Al- N/2) + cos p (t - A-u- N/2)]]

where G - 2m sin p(N/2). The range delay is given by:

(8+ y) b2Jl(X)sinpN + b cosO[I(Y)-J(Z)] sinpN/2]

a - /p anI L b(1- y)J 1 (G) sin 0[sin pN /2 + sin p(a + N 2)]

(/+Y) J(X) [I+ 2 cos pN + b cos 0 [J1 (Y) -J (Z)] cos pNi/2]S(3 - y) JI(G) sin 0 [cos pN/2 + cos p (a + N/2)]

It is seen that the rf in-phase and out-of-phase (0 = 0 and 0 = a) range-delay curves are
not changed, and that a quadrature rf phase term has been added. The first two maxima
of the quadrature term occur at N = a and 3a. If /3 - y 1 < 0.2, the range delay due to the
quadrature term will be less than ±0.05a.

One problem present in wideband FM transmitters is the presence of amplitude mod-

ulation on the output. The two-target return for an FM signal with fundamental AM is:

A I [1 + 5 cos p (t - M)] sin [o(t - M) + m sin p(t - M)]

and
B= b[1 + 6 cosp(t - Al- N)] sin [oj(t -M- N)+ m sin p(t - M- N)]
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Fig. 11 - Extremes of range delay for an
interferometer discriminator
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where a is the percent AM. The receiver output becomes:

E 0 = sin (oa[[(2 + 82 COs pa) J 1 (X)- (82/2) J 3(X)]]

[cos p(t- M- a/2) + b 2 cos p(t- l-N-a/2)]

+ b cos 0 [2 + 52 COs p(N+ a)]J(Y) -[2 + 62 cosp(N-a)] J 1 (Z)

-(8 2 /2)[J 3 (Y)-J 3 (Z)] cosp[t-H- (N + )/2

+ b8sin 0 cosp [(N+ a)/2] [J 0 (Y) - J 2 (Y)]

- COs p[(N - a)/2]1 [J0(Z) -J 2 (Z)] cos p [t - H - (N + a)/2]

sin oa [(AA) [ cos p(t- M- a/2)+ b2 cosp(t- A- N- a/2)]

+ b[(BB) cos 0 + 8(CC) sin 0] cos p [t- M- (N + )/2]1 .

Mirror symmetry has been assumed in choosing the phase of the AM, because the AM
is generated by physical devices that have no hysteresis.

The range delay is given by:

S2AA) sin pN + [(BB) cs 0 + 8(CC) sin 0] sin pN/2 7
a UlP) tan-

1

(AA) (1 + b2 cos pN) + b[(BB) cos0 + 8(CC) sin 0] cospN/2

If the AM is second harmonic, the target returns are:

A -[1 + 3 cos 2p(t-Al)] sin [ko(t-AM) + m sin p(t- A)]
and

B= b[i +.cos 2p (1-M-N)] sin [ow(t-A-N) + m sinp(t-M-N)]

The receiver output becomes:

E0 = sin Wa[(2+ 8 COspa + 82 cos 2pa)JI(X)-[8 Cos pa + (82/2)] J3(X

+ (8 2/2) J 5 (X)[COsp(t-M-a/2) + b 2 cosp(t-H-N-a/2)]

+ b cos0[2 + 8 cosp (N + a) + 82 COS 2p (N+ a)]J (Y)

- [2+ 8 cosp(N-a) +82 cos 2p(N-a)] J1 (Z)

- [8 cos p(N + a) + (8 2/2)]J 3 (Y)

+[Scosp (N-a) + (8 2 /2)]J 3 (Z)

+(8 2 /2)[J 5 (Y)-J 5 (Z)] cs p[t-l- (N+ a)/2]]

sin coaI(DD)[cosp(t-A-o/2)+ b2 cos p(t-M-N-a/2)]

+ b(EE) cos 0 cos p[t-M- (N + a)/ 2]1

The range delay is given by:

'(D) (1s2 n pN ) + (EE) ens 0 ns -
a ( /p ) tan

-
] Ls.N.. .e s 0 s n /22

[_(D D) (1I + b 2 cos p N) + b (E E) cos 0 cos pN /2
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Fig. 14 - Range delay versus target depth
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Fig. 14 (Cont'd) - Range delay versus target depth
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a. 0 = 0 gives in range delay
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Fig. 15 - Relative error in range delay
versus rf phase angle 0
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Figures 16, 17, and 18 show that the amplitude modulation has only a small effect on the
range-delay curves. Figure 16 shows the range delay for 50-percent fundamental AM,
0 = 0 and 0 = 7, and for several values of b. Figure 17 is also for 50-percent AM, but
0 = 77/2. Figure 18 shows the range delay for 50-percent second-harmonic AM with
0 - 0 and 0 = 7. The 50-percent AM used for these plots is considerably more than would
be expected in most physical systems. Figures 16 and 18 can be compared to Fig. 9.
With no AM, Fig. 17 becomes a straight line with a slope of b2/(1 + b2 ).

An investigation of the three-target case was made to see if it would give some addi-
tional information about the FM-CW radar behavior. The mathematical manipulation is
essentially the same as for the two-target case, with the addition of the terms:

E = 2 sin [a)(t - M - 1) + m sin p(t - - )]
and

F
= 

z sin [o(t - M- ft- a) +msin p(t - M f- a a)]

where 2 is the relative strength and It is the delay, in seconds, of the third target (r).
The other terms have been defined previously. Using the same conditions that were used
in the two-target case, plus letting a = 2n7 + 0, the receiver output is:

E0 = (A + B+ E- C- D- F) 2 -(A + B+ E+ C+ D+ F)
2

sin woa[J 1 (X)[cos p(t - M- a/2) + b2 cos p(t _ M1- N- a/2)

+ 22 cos p(t - M - ti - a/2)]

+ b [J 1 (Y) - JI(Z)] cos 0 cos p [t - 4- (N+ a)/2]

+ [JI (U) - Ji1(V)] cos 0 cos p[t - M- (f + a)/21

+ bz[LJ (P) - Ji(Q)] cos(0 - 0) cos p [t - M- (N+ ft + o)/21]

where u = 2m sin p [(/I+a)/2]

V= 2msin p[(1 -a)/2]

P = 2m sinp[(N- 1 '+a)/2]

Q = 2m sin p[(N- pi- a)/2].

The rf phase difference between the reference and the third target is given by q. The
range delay is given by:

(62 sin pN + 2
2 sin P~I ) J 1 (X) + b[J (Y) - J (Z)] cos 0 sin p1

+z [J 1 (U) - Jl(V)] cos k sin pu/2

a- /P) tan1 + bz[JI(P) - JI(Q)] cos (0- k) sin p (N +p/2

61 b2 cos pN) J 1 (X)* 4b[J 1 (Y) )-J1 0Z) Cos 0 cos pN/2 1
+Z2 J1 (X) cosp +z[Jl(U)-J1 (V)] cos 0 cosplt/2

L bz[Jl( P) - J1 (Q)] cos (0- 0) cos p(N + ji)/2

Since the range delay is a complicated function of several variables, it is difficult to
predict the behavior of any particular combination. Figures 19, 20, and 21 show
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Fig. 16 - Range-delay curves for an interfer-
ometer discriminator. The modulation signal
contains 50 percent fundamental-frequency
amplitude modulation. 0 = 7, 0 = 0.
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range-delay plots for three special relationships between N, p, and the reference. In
Fig. 19, t tN; in Fig. 20, g =-N; and in Fig. 21, p = 0. The plots in these figures show the
extremes of range delay possible for the various rf phases of the three targets. In Fig.
20, b = 0.6, 2 0.9, and the off-scale peak goes almost to three times the discriminator
delay.

Linear Discriminator

From Gerks (10) the output of an ideal limiter-discriminator for the two target
case is:

E 0 =pmo cospt + a) d , where

0d is the error term, and is given by:

p G -[(-1)n +Ibn J0 (nG) cos (no) sin p(t-N/2)

+ Y_ (-1)
n

+i+1 bnJ (2 /nG) cos (nO) sin p((2i + 1)(t-N/2))-sinp((2i- 1)(t-N/2))

+ X (-1)n~i+lbnJ'2i 1 (nG) sin (nO) sin 2p((i+1)(t-N/2))- sin 2ip(t-N/2)].
n=1 i=O

where G = 2m sin p(N/ 2); the other parameters have been defined previously. By filtering
out all but the fundamental modulation-frequency terms, the error term reduces to

W0 : -2p 1 (-b)' n
-

' cos nO J 1 (nG) sin p(t - N /2)
1

-2pH(b, 0, G) sinp(t-N/2).

The receiver output becomes:

E0 = pm + 2H(b, 0, G) sin pN!2] cos pt - 2H(b, 0, G) cos pN/2 sin pt]

The range delay is obtained directly from the phase of the receiver output, and is given by:

a = (l/p) tan-
1  2H(b,0, G) cos pN/2

Lm 2H (b, 0, G) sin p////2

Computation of H(b, 0, G) was interesting, in that the series might converge after a
few terms, or it might not converge until several hundred terms have been summed. As
b approaches unity and/or as G approaches zero, a larger number of terms of the series
was required to obtain a given degree of accuracy. The number of terms that were
actually used in the plot computations was determined by:

n= Integer value [8[1 + (,gn 100- ',n G)/i{n 100] (1-b) + 0.5]

for b _< 0.9 andby

n =Integer value [200 + 125( -n 100- 'fn G) /fn 100 + 0.5]

for 0.9 < b - 0.98. These equations were obtainedby printing out the term-by-term summa-
tion of the series for several values of b and G.

Figure 22 shows plots of range delay, in units of N, versus pmN = AF • N. This scale
factor is good only for those values of p and N that sin p(N/2) pNI2. One interesting
item about the plots is that the in-phase and out-of-phase curve crossings appear to be
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independent of the relative target strength, and occur at a target depth that corresponds
to 2a in an equal-bandwidth interferometer receiver. The curves indicate that very
large frequency deviations are required to keep the range delay small for closely spaced
targets. For example, if the range delay is to be kept within one target depth for N - 0.5
nanosecond, then AF will have to be on the order of one gigacycle.

SIMULATOR STUDIES OF MULTIPATH PROPAGATION

Waveguide Simulation of Multiple Reflections
from an Ocean Surface

A multipath simulator has the unique characteristics of duplicating the conditions
that are expected to exist in the reflectivity properties of the sea without complicating
it with a multiplicity of additional problems usually associated with a field installation.
A radar beam illuminates the sea with a divergent beam that covers a circular area of
the surface which includes many reflecting facets displaced in range from the point of
reception. In the case of the Chesapeake Bay Bridge installation, where the 30-in.
parabolic reflectors were mounted only 62 ft above the water surface, the half-power
circle of illumination covers a diameter of approximately four feet. Reflecting facets
that are displaced in range within this circle will cause a degree of uncertainty as to the
locus of the exact point of reflectivity as well as the range of that point from the radar.
As the antenna beam is divergent, the problems are further emphasized in the aircraft
installation, since the operating range to the sea may be an order of magnitude greater
(620 ft altitude), and thus a larger area will be illuminated to contribute to the depth of
the reflecting target.

Figure 1 illustrates the basic design goal for the system; i.e., precise plotting of
the surface profile from an aircraft in low-level flight. Simulation of a simplified
multiple reflecting surface through controlled waveguide paths in the laboratory aids in
the study of multipath interference and its effect on faithful reproduction of the surface
contour by the equipment. The primary aim in the use of the simulator is to set up a con-
trolled multiple delay or multipath duplication of a reflecting surface under optimum
operating conditions of the electronics, and thus ascertain how closely the field installa-
tion is approaching precision ranging to the actual wave profile.

Analysis of Waveguide Simulation of
Free-Space Multipath Interference

In considering the simulation of free-space propagation phenomena by closed wave-
guide paths we should consider the so-called dispersive effects in waveguide as evidenced
by the differing group and phase velocities and the variation of these quantities with fre-
quency. Electromagnetic propagation in a lossless free space is considered to be at the
speed of light and constant regardless of frequency. However, when a broad frequency
spectrum is confined to a closed waveguide, not all of the side frequencies are propagated
at the same velocity. If this spectrum is split into two waveguide paths having unequal
lengths and then recombined, the higher frequency pair of sidebands will not be delayed
as much as the lower frequency pair. The velocity of propagation within bounded parallel
planes such as a waveguide, termed the group velocity and conveying the energy in the
wave, is reduced from the velocity of light by the ratio of the free-space wavelength to
the guide wavelength, or x/X9 The guide wavelength is a function of the physical dimen-
sions of the guide and the frequency propagated in the guide. In order to convey intelli-
gence, it is necessary to modulate the carrier frequency being transmitted. When this
is clone, there is a group of frequencies, usually centered about the carrier, that must be
propagated along the guide. Since the phase velocity is afunction of frequency, the waves of
different frequencies in the group will be transmitted with slightly different velocities.
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The component waves combine to form a "modulation envelope," which is propagated at
the group velocity. A multipath simulation is shown in Fig. 23 in which the microwave
signal is split into two paths of differential lengths, L) , and L2 , each having a common
phase 4(in) at P, . The output rf phase, 0 (out), will be dependent on the differential dis-
tance, AVj or Al),, in terms of wavelengths of the medium in which it has traveled. The
upper portion of the figure represents two-path, free-space propagation over a distance
between parallel planes Pi to P2 . A portion of the radiated signal travels over a shorter
distance, L1 (such as the reflection from the crest of an ocean wave) and the remainder
of the energy travels a longer distance, L2 (reflecting from a lower portion of the
wave front).

The lower portion of Fig. 23 represents a waveguide simulation of the above condi-
tions. Since the group velocity in the waveguide is less than free space, it is understood
that the physical lengths of the waveguide will be considerably less (72.4 percent at 9.51
Gc/sec) than the equivalent lengths of free space being simulated. Signal additions within
a waveguide system are governed by the field configurations in the guide, and therefore
the phase of the summed rf signals is a function of the guide wavelength.

INPUT

H"" L, -mdI I
FREE SPACE PATHS OUT

I I I

S(Df s (IN.) l zJCs(OUT)

P, pV! fs (OU

'PUT

----------------------- Li---

INPU WAVEGUIDE PATHS "Ji OUTPUT

I gIz Il,

g(IN.) 4)L9C (OUT)

AlDg= L2 - L,

(:Dg(OUT) r 2 MIDg g(I/X )

Fig. 23 - Phase and distance relationships in a waveguide
multipath simulation

Thus in the figure, from purely geometric relationships, we have in the waveguide
system: se:9 2AD9 (-L)radians,

.2-L,

IT) = 2R/A" f$ ( I/X)
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and in the case of the free-space paths:

-277 ADfs, radians.

In the waveguide simulator under discussion, we are at liberty to adjust the initial phase
relationship at any frequency by means of a phase shifter, but require that the phase
changes versus frequency be matched as well as possible. The phase differentials for
two frequencies fx and f2 of which f2 is the higher are given by:

AO,7= 6 2 - 6g
g 2 q9)

A 6g27TAD 9 (f i

and in free space

2 1

Aol s  2n AD _ .

For exact simulation

Aog 23 s and it follows that

AD=

We have in free space
C

f

and in waveguide the well-known relationship,

XAg X/

or
c

where c is the free-space velocity of propagation and f, is the cutoff frequency of the
waveguide in use. Making these substitutions we obtain

AD~ /(S) C

AD9  f 2 fl

c c

and if we further let f2 fl (1 + K) we have

fl(l + K) 1 (i f) 2

AD I + K) 2

A(1+ K)-+ f

C C
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and cancelling the common factor f 1, (- gives

A /

A Dq

(1+K) 1 l I-_ 
2(1- K ) 2 /

This may also be written in the form

( - K) 2

ADg

and further rearrangement gives

AD + 2K+K2 (t)., \f /

Inspection of this equation shows that the required length ratio is a function of K,
the fractional frequency change, as well as of the initial frequency J, and the simulation
of free space cannot therefore be precise over large fractional bandwidths. In many
cases of practical interest, however, K will be small compared to unity, and in this
case we may further simplify the expression for (ADI,/A ') by noting that the numerator
of the fraction will then be of the form

)T x I-,Ax -T

K

where x is equal to the radical 1 - ,

and Ax is equal to 2K, K2 ; therefore

v77\ iT]

and since

Ax- 0 x

we have 2x
2 2'

as an approximation good for small values of Ax. We may write as an approximation
good for small K that

1)2

I Ax
fx- + . "x )

-
'I

V, - 7C7 T
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AD K 2

and dropping the second-order term in K2 we have simply

ADf1

We conclude from this result that to obtain equal phase increments about a given design
frequency, fo, the differential length AD in the waveguide simulator must be made
shorter by the factor

so that

Ab q ADV_7fc

and this may also be written in the form

AD - ( =)2 ADf (A)

This result may also be obtained by equating the derivatives of the phase-frequency
functions (23). The number of guide wavelengths contained in a simulated differential
length of guide, AD.., will evidently be smaller than the number of free-space wave-
lengths contained in the equivalent differential length of free space, A1 . As an example,
it is desired to simulate an equivalent differential free-space length of one foot in WR-90
(RG-52/U) standard X-band waveguide at 9.51 Gc/sec. The differential length of the
waveguide is calculated

AD = AD1  1- = 0.724 ft,

where the cutoff wavelength for this guide is xC = 4.572 cm. In one foot of free space
there are found 9.67 free-space wavelengths; while in the 0.724 ft of waveguide, there
are only 5.07 guide wavelengths. The number of guide wavelengths in the simulated
path is therefore reduced by [ 1- (.fc/0)2] or 0.525 from the number of free-space wavelengths.
This might at first glance appear contradictory in view of the normal assumption that
frequency-dependent effects in interference phenomena are governed by the number of
wavelengths in the various paths, and that similar behavior in two systems requires
equal numbers of wavelengths in corresponding paths. The reason that this does not
hold true in the present instance lies in the fact that the waveguide behaves as a dis-
persive medium, and the change of phase velocity with frequency changes the guide
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wavelength in the example cited by an amount nearly as large as that produced directly
by the reciprocal wavelength-frequency relationship. Since the two effects are additive,
the number of guide wavelengths in the equivalent waveguide path must be made smaller
by the appropriate factor to produce the same phase-frequency relationships that exist
in free space.

As indicated above, the equivalence between a waveguide system and free-space
paths can be exact only at one frequency, since the length adjustment factor is itself
frequency dependent. However, in the case of the bandwidths involved in the present
study the phase differences that accumulate are relatively small.

The percentage error of the rf phase progression is illustrated in Fig. 24 as a
function of deviation from a design center frequency of 9.51 Gc/sec. Typical maximum
modulation bandwidth used in the simulation study was ±200 Mc/sec, therefore limiting
this error in the simulation of free space to a ±2 percent. It may be shown that error in
a waveguide simulation may become excessive when the frequency region transmitted
through the guide approaches the cutoff frequency, f,, in the dominant TE, 0 mode. A
comparison ekample of how the percentage error increases at a lower center frequency
illustrates this point. When a modulated spectrum of 8.4 Gc/sec ±200 Mc/sec is used
in the same waveguide, the resulting phase progression error is +4.1 percent at 8.2
Gc/sec and -3.4 percent at 8.6 Gc/sec. Normally the WR-90 waveguide would not be
used beyond its recommended operating range of 8.2 to 12.4 Gc/sec, and therefore the
simulation error would not exceed the example cited for the given 200-Mc/sec frequency
deviation. It is therefore evident in the case of the system constants applying to the
wave-profile radar that phase relationships in the waveguide simulator depart to only
a rather small extent from the free-space relationships under investigation. It may be
noted that the simulator phase delays cannot be derived by applying a common incre-
mental time delay to both the modulation envelope and the rf carrier wave train. If, for
example, one were to take the time delay that would produce the incremental envelope
phase shift in free space and derive an rf phase shift from it, one would obtain a very
large phase-angle correction that would be comparable to the maximum free-space
phase differential itself. This procedure is evidently not valid, since it confuses group
and phase-velocity phenomena.

8

6 -

-

z

-2-4

-6 I

9.0 9.1 9.2 9.:3 9.4 9.5 9.6 9.7 9.8 9.9 I0.0
FREQUENCY (KMc/SEC)

Fig. 24 - Percentage error of the rf phase progression in
a waveguide simulation of free space plotted versus fre-
quency based on a center frequency of 9.51 Oc/sec in
RG- 52U waveguide
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Equipment Operation

The basic radar system is shown in simplified block diagram form in Fig. 2. The
equipment shown in Fig. 25 is an expansion of the basic system to closed waveguide paths
plus instrumentation relating to the simulator studies; and Fig. 8 is an expansion of the
basic system for critical measurement of water waves and other synoptic variables at the
Chesapeake Bay Bridge installation. Both installations utilize essentially the same basic
equipment, with the exception that the field equipment radiates through space to a complex
reflecting target and has an additional TWT-leveling amplifier in its receiver. The sim-
ulator in effect simplifies the complex water-wave target into two or three points of
reflectivityto study the effect of the multipath interference in a closed-waveguide system.

Frequency modulation of a microwave backward-wave oscillator (BWO) is used to
obtain a measure of transmission delay by phase comparison of the demodulated return with
the modulating reference signal. The reference is a 2.215 Mc/sec sinusoid obtained from
a crystal oscillator. It is simultaneously used for detection in the quadrature phase bridge
of the receiver, and to deviate the helix control voltage of the BWO transmitter via appro-
priate modulation circuits. The extent of this voltage swing determines the spectral band-
width of the significant side frequencies radiated in the microwave envelope. The single-
frequency modulating sinusoid deviates the X-band carrier frequency of 9.51 Gc/sec over
a controllable bandwidth of from approximately ±5 to ±200 Mc/sec at the rate of the 2.215
Mc/sec reference. Microwaves are used primarily to obtain a narrow beam from a con-
venient size antenna in order to spot-illuminate at short range and resolve the fine struc-
ture in each ocean wave.

The receiver recovers the reflected radiation from the moving surface, minimizes
the effect of amplitude variations, detects the modulation, and compares the phase of the
recovered 2.215 Mc/sec modulation with the reference to obtain a dc voltage output
dependent on the instantaneous target range. A surface profile is recorded as the water
waves approach and recede from the radar, since the phase of the recovered modulation
is dependent on the travel time to and from the target.

Deviations in the instantaneous range to the water surface are frequently found to
occur at a rate considerable faster than the actual movement of the surface. Target
scintillation and interference between multiple points of reflection within the illuminated
area covered by the beam are postulated as the source of these rapid deviations. The
effect of this multipath interference is probed both in the laboratory and field experi-
ments in order to develop a technique for minimization of error in precise surface-profile
reproduction by radar.

The simulator permits controlled rf phase variations between two or more closed
waveguide paths while the other system parameters are held constant. The effect on the
modulation phase at the receiver due to multiple-path reinforcements and cancellations
serves to verify the theoretical studies as well as determining systematic shortcomings
in the practical equipment.

Simulation Details

Both a two-path reflecting surface and a three-path surface are duplicated by the
simulator, in which both the rf phase and amplitude of these simulated paths may be
accurately controlled. The differential path lengths may also be altered to suit the range
of radial displacements from the radar that might be expected within a practical target.
This displacement is accomplished by splitting the signal from the transmitter into two
or more closed waveguide loops of differential path lengths, operating individually on the
amplitude and rf phase of each path, and then recombining them at the receiver. This is
illustrated by the block diagram of the simulator in Fig. 25. Typical differential path
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lengths, AD of 0.5 to 10 nanoseconds of equivalent range delay within the target are con-
tinuously swept with the motor-driven phase shifter through rf phase cancellations and
additions (360 degrees) while the relative amplitudes were probed over a 20 db range
with the variable attenuators. Various indices of frequency modulation (by varying the
frequency deviation) are likewise probed by varying the modulator amplitude while
observing the effect on the spectrum analyzer.

When an unmodulated, continuous wave carrier is split into two equal length paths,
AD - o, both attenuated zero db (unity ratio of relative amplitudes), and their rf phase is
in phase (zero degrees), the combined amplitude of the two paths will be twice the indi-
vidual path level; and when they are out of phase (180 degrees), the combined amplitude
will be zero. This condition serves as a check on the insertion losses of the microwave
components used in the individual paths as well as their relative accuracies of calibra-
tion. These conditions should likewise be satisfied when the rf attenuators are set at
any other point of equal value, assuming accurate calibrations, equal insertion loss, and
rf phase stability versus attenuation. If one attenuator is left at zero db and the other at
6.02 db, then the combination will cause the summed or combined amplitude to vary in a
ratio from 1.5 to 0.5 as the rf phase progresses through the 360 degrees. The charac-
teristics of the waveguide components should remain constant over the modulation band-
width of interest. The essential portions of the closed waveguide paths are shown in the
upper right area of Fig. 25. Two traveling-wave tubes (HA-20AJ and HA-20W) follow the
waveguide paths and are controlled by the rf leveler to increase the dynamic range of the
equipment. Monitoring of the changes in rf level during cancellations and additions is
accomplished by sampling the leveler control voltage and recording it on channel 7 of
the multichannel recorder. This leveling operation further aids in minimizing any non-
linear effects in the waveguide discriminator or receiver amplifiers that follow. The
wave height or indicated range is sensed by the phase bridge and recorded on channel 6.

When frequency modulation is applied to the carrier, FM-CW, a simplification of the
processes of sideband cancellations and additions as it affects the modulation phase of
the combined two-path signals is not so easily evident. A vector addition of first-order
sidebands, when the frequency deviation is small, will show that the range error resulting
from two paths differing in delay by 3 nanoseconds and combining at an amplitude ratio
of 0.5 to 1 will be 1.32 times the target depth. The following two cases illustrate by
vectorial combination of the modulation sidebands how it is possible to have the indicated
range move above and below the point of primary reflection. An assumption is made that
the loci of primary unit reflection of the radar's beam is from a point on the wave's crest,
as illustrated by point 1 on the sketch shown on Fig. 26. In addition, a secondary path of
reflection within the radar beam and located 1-1/2 ft below the crest of the wave at point
2 causes simultaneous interference with the primary reflection from point 1. The ampli-
tude of the reflection from point 2 is arbitrarily chosen to be one-half as strong as that
from point 1, or at an amplitude ratio of 0.5 to 1. The differential delay of 3 nanoseconds
is approximately the transit time of the secondary signal in propagating over the addi-
tional distance of 3 ft round trip; i.e., the reflection time from point 2 relative to point 1.

The in-phase and out-of-phase cases define the extremes of modulation phase shift or
range error resulting from two-path interference.

Case 1: Fig. 26 shows in solid line form the vectorial combination when the rf car-
rier that travels over both paths remains in phase; i.e., the 1-1/2 ft range differential is
an even number of rf quarter wavelengths and therefore the two reflected signals con-
structively combine. The vector S1 represents the return from point 1 at an arbitrary
modulation phase of 45 degrees with an amplitude of 6.7 units. The combining vector S 2
is shown at a relative phase angle of 47024' with an amplitude of 3.35 units, or one-half
the magnitude of S2. Since S2 represents the reflection from point 2, its phase angle
is delayed an additional 2024 ' relative to S. This is the computed equivalent phase shift
obtained from the proportion 3 ft/2 0 24' = 444.2 ft/360 ° where 444.2 ft is one wavelength
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or 3600 of the modulation frequency. This is computed from X = c /J, where c is the
free-space electromagnetic velocity of 984 ft per microsecond and f is 2.215 Mc/sec.
The vector sum of SI with S 2 yields a third vector, S plus S2, which has a phase angle
of 45o48' and an amplitude of 10 units. Therefore the in-phase error to the primary
path is a +0048 ' as the result of interference from the secondary path.

Case 2: Fig. 26 also illustrates in dotted line form when the rf carriers destruc-
tively combine or are out of phase, i.e., the 1-1/2 ft range differential is an odd number
of rf quarter wavelengths. The vector S j, representing the primary path reflection
from point 1, is now summed with vector S 3 , which is the out-of-phase equivalent to S 2
in case 1 above. The resultant vector sum yields the vector, S, + S3 , which has a phase
angle of 42036 ' and an amplitude of 3.36 units. In this case the out-of-phase error to
the primary path is a -2024 ' from the arbitrary phase reference of 45 degrees of vector
SI . The sum of these two phase errors of + 0048 ' and -2o24 ' yields a peak total error
of 3012 ' as the rf paths scintillate from the in-phase to out-of-phase case; i.e., the
1-1/2 ft range differential of the two paths shifts by one-quarter rf wavelength. This
shift or change is approximately 0.3 in., or less than 2 percent of the range differential.
Thus for the parameters chosen, the phase that affects the indicated radar range may
oscillate between 45048 ' and 42036 ' as the rf phase moves from an in-phase to out-of-
phase condition. The total phase error between these extremes of 3012 ' is 1.32 times
the 2024 ' phase shift that would take place when one path or the other were completely
absent.

A similar in-phase and out-of-phase polar presentation of two-path interference is
given in Fig. 27 to illustrate the large range error that may occur when the amplitudes
of the two combining vectors are more nearly equal to each other even though the axial dis-
placement or range delay between the two interfering points is not greatly different from
the previous example. An amplitude ratio of 0.9 to 1 is chosen with the magnitudes of
the combining vectors SB 2 and SB1 scaled to 4.5 to 5.0 units respectively. As the rf
carrier phase changes from constructive to destructive interference (00 to 1800), the
combination of these two vectors is shown for the in-phase case as SB1 2 having a mag-
nitude of 9.5 units, and for the out-of-phase case as SB1 2 with a magnitude of 0.5 units.
The net change in magnitude is a ratio of 19 to 1, with the total modulation phase shift
error of 18018 ' which represents an error multiplier of 9.18 times over the 2-degree
phase shift that would take place if the reflection were either totally from point 1 or
from point 2. The 1.25 ft of target depth or axial displacement between these points is
equivalent to differential round-trip path delay of 2.5 nanoseconds, or proportional to the
2-degree differential phase of the modulation components. The two cases shown in
Fig. 27 graphically illustrate the extremes of the phase and magnitude errors, while
Fig. 28 presents a continuous plot of the indicated delay time from the phasor combina-
tions as the rf carrier phase changes through 3600. The plot indicates the relative time
displacement between the two target points, with the primary reflection point shown as
target 1 at the zero delay time reference. The dotted points are the computed position
of the indicated range throughout the carrier cycle.

It is obvious from this study that if both axially displaced points of reflection give
the same magnitude of reflectivity, or the two paths have an amplitude ratio of unity,
then the in-phase indicated target position will be half-way between the two points, or
at a net phase angle that bisects the two summing vectors. The out-of-phase vector
summation will also bisect the included angle between the two combining vectors, with a
total phase error of 90 degrees between the in-phase and out-of-phase cases. Given the
same 2.5-nanosecond delay described previously and shown on Fig. 27, with the exception
that the vectors SB 1 , SB 2, and SB 2 are all of equal length at 5 units, then SB, 2 will have
a magnitude of approximately ten units at an angle of 460 and SB' 2 will have a magnitude
of 0.175 at an angle of 3160. This represents a net change in magnitude of 57 to 1 between
the pair with a total phase-shift error of 900. A plot similar to Fig. 28 for these param-
eters would show a curve that varied from +1.25 nanoseconds to a peak of -111 nanoseconds
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as the carrier shifts through 360'. Also a plot similar to Fig. 29 would show a curve
that varied from a +0.5 multiplier to a -44.5. It may be pointed out that when a narrow
frequency deviation is used in two-path interference of equal amplitude paths, the total
phase-shift error will always be 90' regardless of the differential delay time between
the two interfering paths or the frequency used for modulating the transmitter. Such
changes would of course modify the magnitude of the delay times and target multipliers
indicated in Figs. 28 and 29 respectively. Simulation of these conditions is not practical
due to extreme changes in signal level that would appear at the output of the two recom-
bining waveguide paths, especially when a narrow bandwidth is used. The probability of
only two paths of exactly equal amplitude return existing in the practical field installa-
tion is remote; however, the examples given should serve to illustrate the reason for
large "positive spiking" when a narrow bandwidth of modulation is used in the electronic
equipment.

A phasor representation of three-path narrow-band FM interference has been pre-
sented by Morrow (24), showing similar positive or decreasing range "spikes" as the
microwave returns pass through carrier cancellations or are 1800 out of phase. The
effect is most pronounced when the number of paths is small and the amplitude of the
supplementary path or paths approach that of the primary path.

In.

1.0 I-

10 100
FREQUENCY DEVIATION (MC/SEC)

1000

Fig. 30 - Composite plot of
different targets showing
deviation

Figure 30 is a composite plot
ferentially delayed supplementary
function of transmitted bandwidth.

three-path interference between each of three
delay error multiplication versus frequency

of a three-path simulator study of each of three dif-
paths to illustrate the nature of error reduction as a
For this study a third path was added to the simula-

tor, although it is not illustrated in the block diagram of Fig. 25. The two paths that are
illustrated shall be referred to as the primary path, containing the motor-driven phase
shifter and set to unity amplitude; and the supplementary path, containing a variable

AMPLITUDE RATIO
1.0, 0.9, 0.81
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length of waveguide, AD. For this three-path study the amplitude of the supplementary
path was set to 0.81 that of the primary path, and the length AD was adjusted for a dif-
ferential delay of 0.25 nanosecond. The third path was added with its amplitude set to
0.9 and its length equal to that of the primary path. The frequency deviation was then
varied over a wide bandwidth while range data were recorded. From this data a "multi-
plying factor of delay" was computed using the peak-to-peak range error recorded rela-
tive to AD for each known step of frequency deviation to plot the topmost curve of Fig. 30.
The supplementary path length AD was then changed to each of the remaining delay
times and the procedure repeated to yield the composite plot of three curves.

The study illustrates the need for broad bandwidth to bring the response to a multi-
path target within its own physical dimensions. This means that if axially displaced
points on an illuminated wave surface are separated by 1.1 ft, then the differential
round-trip propagation delay will be 2.25 nanoseconds. To reduce the positive spiking
in the indicated radar range to within this 1.1 ft, assuming the given amplitude rela-
tionships are as stated, then a frequency deviation of 45 Mc/sec is required. Furthermore
if this same error-reduction ratio is desired for a lesser axial displacement of the inter-
fering elements, say a delay time of 0.75 nanosecond between the two round-trip returns,
then a frequency deviation of 160 Mc/sec is required to reduce the multiplier to unity or
the positive spikes within the physical depth of the target. Choice of operating bandwidth
is therefore a statistical problem dependent on the resolution desired from the equipment.
When a narrow beam of radiation (3' or less) is used at low altitude (500 ft or less), then
the probability of large differential delays in an open ocean wave is remote.

The eight-channel chart recorder illustrated in block form in Fig. 25 is used to
monitor the parameters of the simulator, of which Fig. 31 is a typical recording. A
rather close comparison of the narrow-band phasor combinations of Figs. 27 through 29
previously described may be made with the simulator recording of Fig. 31 at the first
Bessel order of carrier crossing as observed on the spectrum analyzer or at a frequency
deviation of 5.33 Mc/sec. The "target depth" of the simulator is recorded on channel 6
by separately observing the indicated range in the presence of the primary path alone to
establish a "boresight" reference, and then the secondary path is observed alone to give
a differential range offset. In this case the secondary path has an increased path delay
of 2.5 nanoseconds (AD9 = 21-3/8 in.) and the recorder gain was set at a level so the
"target depth" or differential range offset between the two waveguide paths deflects the
channel 6 chart by five units. This "target depth" deflection of five units is used over
the narrow-band portion (5.33 to 33 Mc/sec) of changes in frequency deviation. The
recorder gain on channel 6 is doubled over the wide-band portion of Fig. 31; i.e., the
target depth shows a deflection of ten units. It may be observed that "positive spiking"
(to the left of the primary target's boresight) occurs. At the lowest recorded deviation
of 5.33 Mc/sec, the peak-to-peak range deflection is 47.5 units. This is shown as 45
units to the left of the primary target boresight and 2.5 units to the right. This total
deflection is an error of 9.5 times the "target depth" of five units. Except for the large
spike when the two paths are at rf phase opposition, the indicated range remains during
the bulk of the phase cycle at approximately 2.5 units below or to the right of the primary
target's boresight. This situation is analogous to the vector presentation of Fig. 27,
previously discussed for the in-phase condition, where the indicated range (derived
from SB 1 2 ) is half-way between the primary and the secondary targets (derived from
SB 1 and SB 2 ). The 2.5 units of Fig. 31 is a 0.5 multiplier of the target depth of 5 units.
This value corresponds to the computed 0.474 multiplier shown in Fig. 29 for the bulk
of the phase cycle.

The simulator record of Fig. 31 not only substantiates the previous narrow-band
analysis, but also shows a decrease in the indicated range error as the bandwidth or
frequency deviation is increased. The recording shows a peak-to-peak deflection of the
indicated range on channel 6 of ten units when operated at a frequency deviation of
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60.9 Mc/sec, as indicated on channel 1. This represents a target error multiplier of
unity as scaled relative to the target depth of ten units. At a frequency deviation of
123.52 Mc/sec it may be noted that "positive spiking" has virtually vanished, and the
indicated range remains near the midpoint between the primary and secondary targets
throughout the phase cycle. The position of the motor-driven phase shifter in the pri-
mary path is indicated on channel 5 with the "sawtooth" read-out covering a 0' to 7200
change in relative rf phase between the two paths, or two full rf phase cycles. Other
dynamic characteristics of the simulation equipment are monitored on channels 7 and 8.
Channel 7 shows the changes in rf level during calibration and throughout the phase
cycle, while channel 8 shows the change in detected modulation amplitude. Calibration
level of the master attenuator at the input of the simulator is monitored on channel 4.
Amplitude ratios and differential path lengths are noted on channels 2 and 3, as well as
any pertinent parameters of the simulator operation. It is noted that the discriminator
delay was increased over the narrow-band portion of the test. This was done to increase
the discriminator sensitivity when a small deviation is used and thereby avoid marginal
operation of the equipment. Increasing the discriminator delay narrows the acceptance
bandwidth of the interferometer discriminator and makes the receiver more sensitive to
the narrow transmitted bandwidth in order to avoid system error. It is evident from the
leveler control voltage, recorded on channel 7 and calibrated in 3-db steps which are
based on the calibration of the master attenuator, that the net rf level may fade under
these conditions from essentially zero to in excess of 20 db without affecting the indicated
range. At 0 db of the master attenuator, the leveler appears to be overloaded and causes
some range offset, and at -24 db the leveler begins to lose control. Within these extremes
the equipment should faithfully reproduce the effects of the multipath interference.

The simulator studies shown in Figs. 32 and 33 are also for a two-path differential
delay of 2.5 nanoseconds, but at a relative amplitude ratio of 0.82 to 1. The target error
multiplication factor is indicated on the left side of the channel 6 record for each devia-
tion step based on a "target depth" of ten units both for the in-phase and out-of-phase
cases. The plus or minus is used with this factor to indicate position relative to primary
target boresight. These recordings indicate that any frequency deviation in excess of
±47 Mc/sec for the two-path parameters chosen yields very little improvement in the
target-error multiplication factor. The two figures show a greater definition of the fine
structure at each progressive deviation step than that shown in Fig. 31, although the
experimental procedure was similar.

A theoretical computer analysis of two-path interference discussed in this report
provides a more rigorous basis for simulator study than the simple phasor representa-
tion described previously. Functionally the computer determines the phase shift of the
modulation by accounting for the effect of all the significant upper and lower side fre-
quencies. The single vectorial combination is essentially correct for a low modulation
index and serves to represent pictorially the effect of multipath error. However, it is
evident from the simulator records of Figs. 31 through 33 that as the frequency deviation
is increased, the modulation phase shift rapidly diminishes from the error computed
by the simple phasor study.

Extent of Targets Simulated

A complete series of simulator measurements was made using progressive steps of
secondary path delay between 0.3 and 10 nsec at each of five amplitude ratios while the
frequency deviation was progressively increased from 5.3 to 235 Mc/sec. Path delay
was obtained by inserting additional lengths of waveguide in the secondary path. Since
the waveguide propagation time is dependent on both the guide's length and the rf wave-
length, it is necessary to determine the ratio of transmission delay within the guide
relative to free space at the center frequency used; i.e., 9.51 Gc/sec. The deviation of
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this computed constant of 1.38070 is approximately ±2 percent as the frequency is
changed by ±200 Mc/sec from the center frequency, and therefore the change in propa-
gation time within the guide as the frequency is modulated may be neglected. The
waveguide delay time in nanoseconds used in the simulator was computed from

At AD 9 x 1.38070/11.808

where A 9 is the guide length in the secondary path in inches, 1.38070 is the guide's
propagation ratio at the center frequency of all observed spectra, and 11.808 is the
free-space propagation velocity (c) in inches per nanosecond (note: 11.808 in. per
nanosecond is equal to 300 x 106 meters per second). The differential length, or dis-
tance A Dg, of the two waveguide paths was changed from 2.5 to 86 in. in progressive
steps to cover the respective changes of At from 0.3 to 10 nsec of differential path
delay. These delay times selected are equivalent to having two points of reflection on
the water wave's surface displaced in radial distance from the radar (assuming single
direct reflection) differing by 1.77 in. to 59.04 in. In order to have direct reflection
from two points displaced by 59 in., a gravity wave with a slope of 17 degrees and an
illumination of a 16-ft spot would be necessary. Such a condition would exceed the
undesirable features that could limit the radar resolution of a stormy sea with the air-
borne system. A calm sea with wind-blown ripples of two inches or less in height would
normally not be expected to be resolved, since more than half of the wave's length (or
even several ripple wave lengths) would be included within the divergent antenna beam
of illumination. This limitation results in spatial averaging of the fine surface structure,
with the average range changes being smoothed out to a flat surface when the multipath
effects are minimized. However, a gravity wave of two-inch height and a length of at
least twice the beam diameter on an otherwise glassy sea may be resolved, assuming
the use of a sufficient frequency deviation to minimize the radar-range "noise." Such
a small target delay of 0.3 nsec, simulating a wave height of 1.77 in., does serve to
verify the theoretical requirement for increasing transmitted bandwidth in the simulator
in order to maintain the multipath error to within the "target depth." The repeatability
of the equipment in resolving these small range changes is also a measure of the sys-
tem's stability.

It may be observed on channel 6 (sixth trace from left) of the simulator record of
Fig. 34 where two equal path lengths are used (AD, = 0) that although no offset between
the boresight of the primary path (BS) and the position of the secondary path or target (T)
is shown, some small range change takes place as the rf phase is shifted. Channel 6
gain for this study was the same as shown on Fig. 33, and therefore the range error
indicated for the equal paths is essentially constant at 0.5 nsec regardless of the fre-
quency deviation.

When a small differential path delay of 0.702 nsec is used as in Fig. 35, then positive
spiking occurs over most of the operating bandwidth. This indicates that an extremely
large bandwidth or frequency deviation is required to reduce the target error multiplier
toward unity. It may be noticed that the rf level shown on channel 7 of both Figs. 34 and
35 changes by approximately 20 db regardless of the frequency deviation being used. The
simulator recordings of Figs. 31 through 33, where a longer differential path delay was
used (2.5 nsec), show progressively less change in the rf level on channel 7 as the fre-
quency deviation is increased. A more constant rf level results because the energy in a
portion of the wideband transmitted spectrum will be reinforced on combination due to
constructive rf phasing at the frequency and delay used, while at the same time another
portion will be in phase opposition and hence reflected and absorbed in the isolators or
directional couplers of the simulator. The propagated energy may therefore be "balanced"
as the rf phase of one path is swept through 360 degrees with a variable phase shifter.
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The distribution of the sidebands in a wideband FM waveform is not uniform; i.e.,
they follow a Bessel order of amplitude progressions in which the energy rises toward
the bandwidth extremes when sinusoidal modulation is employed. The computed fre-
quency deviation of 158 Mc/sec used on the simulator records of Figs. 31 or 33 appears
to cause the minimum change in power output from the multipath combination and is
indicated on channel 7. Figure 36 is a steady-state plot of phase interference in the
simulator when the same 2.5-nsec delay path is used. Both paths were set to equal
amplitude and brought to a phase null with a calibrated phase shifter at the center fre-
quency (no modulation) of 9.51 Gc/sec. The calibration phase scale was set to 180 de-
grees at this null point. Then the CW carrier from the BWO was offset ±20 Mc/sec, ±50
Mc/sec, etc., and the combination was again nulled at each frequency increment in order
to obtain the rf phase plot versus frequency deviation. It is evident that these single
carrier measurements substantiate the cause of the balancing effect to the net rf level
due to a phase progression of the side frequencies in a wideband frequency deviation.
Since a differential path length exists, when the wavelength or frequency is changed the
interfering wavelengths may be in phase at one frequency and out of phase at another.

The above explanation of differential rf phasing properties in the waveguide is needed
to better visualize why the net rf level ceases to change during rf cancellations and rein-
forcements of a two-path simulation shown in Figs. 31 through 33 when the frequency
deviation is approximately 158 Mc/sec and the differential path delay is 2.5 nsec. This
effect would likewise be evident in the free-space case in a similar manner within the
accuracy noted for K in the preceding introduction. The simulator record of Fig. 34,
where the delay of the secondary path is made equal to the primary path, and at an
amplitude ratio of 0.82 to 1.0 similar to Figs. 32 and 33, shows a consistent fading range
of 20 db in the net rf level regardless of the deviation used. Although the guides do give
a differential delay to the frequencies within each group in each path, the combination
phases of any "instantaneous frequency" within the groups are now both equally delayed,
and so the entire spectrum simultaneously goes through cancellations and additions as
the motor-driven phase shifter in the primary path is rotated.

Thus it is evident that when longer differential delays are used in the simulator, i.e.,
insertion of longer guide lengths in the secondary path, a smaller deviation is necessary
to reach a balance of the average rf level of the recombined groups as the phase is swept.
This average rf level shown on channel 7 on Fig. 33 will again change from this balance
as the deviation is increased beyond 158 Mc/sec to approximately 300 Mc/sec, where the
rf wavelengths of the side frequencies would be again equally balanced.

Simulator Comparison to a Functional Radar

If we assume that an airborne radar records the profile of a storm at sea where the
wave slope reaches a theoretical maximum of 17 degrees, and if the illuminating spot on
the surface consists of a half-power circle of 16 ft (3 degree beam from an altitude of 300
ft), it is possible for two points of reflection at opposite edges of the beam to be displaced
in range by five feet. A five-foot radial target displacement causes a differential delay
between the two echoes of approximately 10 nsec. It is clear that any multipath delay in
excess of 10 nsec for the conditions stated must be derived from other sources previously
discussed. Therefore the two-path simulator studies are limited to the region of delay
from 0 to 10 nsec or from 0 to 9.84 ft of equivalent free-space length in the secondary
path. A computed 7-1/8 ft of waveguide produces this differential delay of 10 nsec at the
center frequency of 9.51 Gc/sec.

A closed waveguide simulator neglects the problem of local antenna leakage or cross-
coupling that is always present in some degree in a practical profiling system. For such
a system as the one described in this report, it is therefore of value to minimize this
additional signal path to a level in excess of the minimal reflected signal. Since the
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modulation phase carried by the leakage signal may be mixed with the reflected signal,
it may also be desirable to adjust the phase of the reflected signal's modulation (by
choice of operational altitude) for minimal phase offset. This means that the modula-
tion phase of the desired signal reflected from the water will be 180 degrees out of
phase to that of the undesired leakage signal when the radar is located at odd multiples
of 111 ft above the water. One wavelength of the 2.215 Mc/sec modulation frequency is
444 ft, and operation at an altitude comparable to any odd 90-degree interval of this
wavelength will be helpful in minimizing large range excursions during the deep fades
in the return. Antenna isolation and cross-coupling rejection previously discussed is of
course an added necessity and must be maintained at a level lower than the deepest
signal fades in the echo from the water surface. A tracking microwave filter at the
input of the receiver described by Morrow (25) that could be servo controlled with the
modulation frequency would be useful in minimizing these problems.

Simulator Comparison to Computer Analysis

Both the simulator studies and the computer analysis show close correspondence
within an equivalent wave height of four inches or less when amplitude ratios of 0.82 to
1.0 or less are used. However, when the amplitudes of the two paths are more nearly
equal, such as the case of the 0.9 to 1.0 ratio of relative amplitudes (Fig. 30), a con-
siderable difference may develop due to equipment instability. The in-phase carrier
amplitude for this ratio of the combined paths becomes 1.9, and the out-of-phase ampli-
tude is 0.1. This 19-to-I fading range calls for a system stability over a 25.6-db range
and is therefore beyond the capability of the single rf leveling system as used in the
simulator. This problem is particularly noticeable at this ratio when the frequency
deviation is less than 70 Mc/sec or for delays less than 3 nsec. The control voltage of
the rf leveler indicates the average rf level that enters the TWT amplifier that is being
controlled. This voltage is calibrated on channel 7 of the simulator records by means
of the master attenuator via a single path system. It appears that the leveler and limiter
combination will maintain phase stability over a 21-db range, so if all sidebands of the
FM spectrum do not exceed these amplitude extremes, the results of the simulator tests
should correspond to the computer analysis. The phase-critical portions of the receiver
are all operated at an optimum amplitude level, so that the dynamic input changes have a
minimum effect on the system's internal phase shift.

This effect was verified through a series of simulator tests when a two-path ratio of
0.82 to 1 was used. Each spectral line adds vectorially with its composite mate, with the
combined amplitude varying from 1.82 to 0.18 as its phase is respectively shifted from in
phase to out of phase. This 10-to-1 amplitude range (20 db) must be accepted by the
receiver without causing any perceptible modulation phase distortion during the demodula-
tion, amplification, and limiting process. Since the range readout is unchanged as the
master attenuator is shifted through 21 db, this condition appears to be satisfied.

A computer printout of the ratio of range delay above and below the primary target
relative to the differential delay between the two targets is shown in Figs. 37a through
37c. Figure 37a compares the simulator data of Figs. 32 and 33 (shown in composite
form as circled dots), with the computer information shown in discrete intervals. The
bar-graph steps are selected at indices of modulation corresponding to the order number
of carrier crossings [J(0) X1.

The horizontal steps from 1 through 34, labeled at each fifth carrier crossing, cover
selected m values from 2.4 through 106 which represent selected frequency deviations
(Af) of 5.3 through 235 Mc/sec. These values of m, or indices of modulation, are easily
duplicated on the simulator by observing the spectral line of the carrier on a spectrum
analyzer as the level of modulation is varied. As the amplitude of the modulating voltage
applied to the BWO transmitter is increased from zero, side frequencies will appear
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with the carrier on the analyzer. A continuing increase will cause the carrier to collapse
to zero at an i of 2.4 for the first time, 5.52 for the second, 14.9 for the fifth, etc. The
side frequencies are separated by the frequency of the modulation, and their relative
amplitudes follow the laws of Bessel functions for their side-frequency order. The fre-
quency deviation (Af mxfm) is a computed value which is consistent to the frequency
spread of significant side frequencies on either side of the carrier. Thus the spectral
bandwidth used is essentially twice the frequency deviation.

The computer bar graph printout for each target delay and amplitude ratio shows
two values of "target depths" in the vertical plane for each step of modulation index
selected, i.e., at each integer Bessel order crossing [J0(X)] of the carrier's zero value.
The value above the zero ordinate line starts at the peak out-of-phase range error (for
the first carrier J0 (1) crossing) in target depth, while that below the zero line indicates
the in-phase range errors.

The computer plot of two-path interference shown in Fig. 38 in discrete intervals
illustrates the in-phase and out-of-phase errors in terms of "target depths" or multipli-
cation factor with respect to integer steps of carrier zeroes or as a function of modula-
tion index or frequency deviation. The simulator plot shown in Fig. 35 is intended to
duplicate the computer plot of Fig. 38 (which also shows in composite the simulator data
points obtained from Fig . 35) and is presented to indicate system limitations in a closed
waveguide simulator. The amplitude ratio of 1.72 db between the two paths causes a
carrier-amplitude change of 20 db as the differential rf phase is shifted through rein-
forcements and cancellations (0 to 180 degrees). Since the differential delay of 0.702
nsec is equivalent to 0.56 degree at the modulation frequency, it is necessary to operate
the readout portion of the radar near the stability limits of the receiver. Range "noise"
in the receiver results from lack of both phase and amplitude stability, and in this
instance the calibrated delay or target depth of ten units on channel 6 of Fig. 35 is equiva-
lent to 4.15 in. of wave height. It appears that the base line of "boresight" of channel 6 wanders
or deviates by approximately one inch of range, or nearly 25 percent of the target depth.
This instability inherently limits the range resolution to a wave height of one inch and
makes it difficult to show good correlation on the composite plot of Fig. 38.

In addition, it may be noted on the equal-path simulation shown in Fig. 34, where the
range amplitude is calibrated on a delay basis of 2.5 nsec for ten units of deflection, that
the indicated delay error is 0.5 nsec peak to peak. The differential delay of the mechanical
waveguide sections is essentially zero, since the plumbing is in an "equal-path" or
symmetrical configuration. The cause of this experimental error may be related to
internal reflections within the waveguide sections, motor-driven rf phase shifter delay
changes, system amplitude effects, or coaxial mismatches in the TWT section that
influences modulation phase. In any event an experimental error is present that limits
the accuracy of simulation. This peak-to-peak delay error of 0.5 nsec is equivalent to
a target depth of three inches of wave height that is almost constant regardless of the
frequency deviation being used.

The composite computer plot shown in Fig. 37a with simulator data obtained from
Figs. 31 through 33 is also calculated on the same amplitude ratio as Fig. 35, but a
longer differential target delay of 2.5 nsec is used. Here it is possible to improve the
correlation of computer and simulator data, since the experimental error in the simu-
lator represents a smaller percentage of the target delay. The recorded range noise
is not as evident on channel 6 of Figs. 31 through 33 as it is on Fig. 35, because range
sensitivity has been reduced by approximately 11 db to cause a 2.5-nsec target depth
to deflect the chart by ten units. On Fig. 35 an equal deflection was obtained for the
0.702-nsec target depth at the increased gain setting. The 2.5-nsec target delay is
equivalent to a modulation phase shift of two degrees or to a shift in wave height of
14-3/4 in.
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Fig. 38 - Computer plot of two-path interference with
composite data from simulator derived from Fig. 35

Computer plots of two-path interference for various amplitude ratios and path delays
are illustrated in Fig. 37. It is evident from these plots that a smaller frequency devia-
tion might be chosen for the reduction of multipath error when the two-path delay or dis-
placement is large. However, since it is desirable to maintain a small error for a
heterogeneous mixture of target delays that might be expected in a complex ocean wave,
it is necessary to choose a frequency deviation sufficiently wide to minimize the errors
for the short as well as the long delays. A deviation of ±100 Mc/sec appears desirable
for maintaining target resolution to something less than six inches.

Comparison of Frequency Discriminators

The relative merit of an interferometer type of waveguide discriminator and a
waveguide filter type was investigated with the simulator. The interferometer discrimi-
nator's bandwidth is controlled by the differential length of two equal-amplitude paths,
as indicated by the schematic in Fig. 39. A longer differential length (or delay) in the
two paths reduces the optimum bandwidth of the interferometer, as indicated by the plot.
Maximum sensitivity is obtained when the deviation and delay are optimized; i.e., when
a frequency deviation of 83 Mc/sec is used, the differential length of the waveguide arms
should be 30 in. of guide, or one path delayed 3.51 nsec relative to the other path. The
optimum frequency deviation should not be exceeded for a given interferometer delay
due to nonlinearity in its phase response to the side-frequency components. Less than
optimum deviation may be used at reduced sensitivity.

Phasing of the two rf paths is adjusted for maximum output of the transmitted modu-
lation by means of the dielectric phase shifter shown in the photographic insert on Fig. 39.
The signals in the two paths are combined in a dual balanced crystal mixer in which the
series-connected diodes effectively reject the common-mode changes in the amplitude of
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the modulation. The phase interference of the signals over the differential paths produce
a balanced or unbalanced drive to the crystals dependent on the incoming frequency.
This results in detection of the modulation frequency by the alternate cancellations and
reinforcements of current flow in the individual crystals. A dc bias current of 20 to 25
microamps improves the low-level sensitivity of the detectors by approximately 9 db,
but it is important that the average rf power level does not cause an increase in the bias
current. Such a change causes a shift in driving impedance to the preamplifier and
hence a phase shift in the detected modulation.

The interferometer or phase discriminator is functionally similar to the two-path
waveguide simulator, and therefore caused a possible doubt in the validity of simulation
when two multipath systems are connected in series. It was also observed that a nonlinear
boresight shift takes place when a wideband interferometer was used in conjunction with
a narrow frequency deviation as the center frequency was shifted by ±20 Mc/sec.

A twin-filter type of waveguide discriminator was therefore constructed in order to
limit the differential delay of the detector to less than one rf wavelength. A pair of
two-cavity bandpass waveguide filters with their center frequencies offset from the
radar carrier by 175 Mc/sec were connected in each arm of a power splitter driving
the pair of matched crystal diodes. A twin-filter discriminator is shown in schematic
form on the insert in Fig. 40 along with the individual filter response and the calculated
voltage output from the crystal diodes. The linear bandwidth of this filter discriminator
is 9.5 ± 0.1 Gc/sec as indicated in the calculated plot. The algebraic voltage output of
a pair of reverse-driven matched diodes will produce a zero voltage output at the center
frequency of 9.5 Gc/sec and change through ±60 mv as the frequency is deviated ±100
Mc/sec. Comparison tests show that marginal change in the multipath error from the
simulator was observed regardless of the discriminator type being used, although the
twin filter was less sensitive to center frequency changes. The twin-filter discriminator's
insertion loss is approximately 8 db at the center frequency. This loss is because the
off-frequency reactance of the cavity filters reflect half of the energy into the load of
the 3-db hybrid coupler, in addition to the insertion loss of the filters at their band
centers. The interferometer discriminator vectorially recombines the split paths in
the dual balanced mixer and therefore has less loss and increased sensitivity to the
modulation components of the FM wave. A band-limiting filter may be a desirable adjunct
to the interferometer discriminator when the signal-to-noise ratio is low. When the
noise factor of the TWT-leveler combination is relatively low and the system is oper-
ating at close range, wideband system noise or interference from other radars does not
normally cause a problem. No difficulty was observed with the simulator in this respect
due to the closed guide configuration. Adequate control range of the leveler, however,
is most important to minimize system error when the amplitude ratio of the two paths
approaches unity.

Comparison of Phasor Plot to Computer Program

At a modulation index of 0.9 the carrier amplitude is 1.0 and the first-order side
frequencies are 0.5, which is essentially the ratio of a 100-percent AM spectrum. The
FM waveform, however, does have a second-order side-frequency amplitude of 0.117
and a third-order amplitude of 0.01787. These side frequencies are not considered to
cause a significant difference over pure AM when the higher order of pairs are 10 per-
cent or less.

Therefore a vector representation of either an AM or an FM waveform of these
values is considered comparable, and Fig. 41 shows a two-path interference case in
polar form in which only first-order side frequencies are considered. The differential
delay is 10 nsec, and the relative amplitudes are 0.3 to 1.0, or 10.46 db. The resultant
vector SB12 of the in-phase combination of SB 1 and SB 2 shows an angular shift of
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Fig. 41 - Phasor representation of two-path interference; differential path delay
'10 nsec, amplitude ratio 0.3 to 1.0 (10.46 db)



NRL REPORT 6641

+1050'; and when the two vectors are combined out of phase, the resultant shifts to -3'23'.
This peak-to-peak uncertainty of 5'13' means that a 6.55-nsec error may exist in ranging
to the primary target even though the secondary target's return is over 10 db less than
that of the primary target when a small frequency deviation is used. When the two rf
paths are in phase, the indicated round-trip range is 2.3 nsec more than the primary
(closer and strong) target; and when the rf paths are out of phase, the indicated range
will be 4.25 nsec less than that of the true round-trip range. This error will decrease
as the frequency deviation is increased, as indicated by the composite set of curves
shown in Fig. 42 as obtained from recorded simulator data. The form of the plot relates
three amplitude ratios over a range of frequency deviation from 1 to 140 Mc/sec. The
curves all represent a two-path simulator differential delay of 10 nsec. The error illus-
trated by the vector plot of Fig. 41 and described previously is found on Fig. 42 at the
2-Mc/sec deviation (2.215 x 0.9) and the -0.655 multiplier (6.55 nsec peak error out of
10 nsec) on the 10-db curve (0.3 to 1.0 ratio). The family of curves illustrates the total
range error, or algebraic sum of the in-phase and out-of-phase errors, in terms of
target depths or target error multiplier at various amplitude ratios and frequency
deviations. The simulator error values plotted consider the effect of the higher order
side frequencies at deviations greater than 2 Mc/sec (M = 0.9) up to a deviation where
the discriminator's output should depart from a linear function. Amplitude ratios of
approximately 3 db, 10 db, and 20 db are plotted and show that for this 10-nsec target,
a frequency deviation of 30 Mc/sec is the first optimum or minimum peak-to-peak error
over a wide range of relative target amplitudes. This effect may likewise be noted on
the computer plots of Fig. 37c. The second optimum deviation occurs at 80 Mc/sec.
However, when the differential range or "target depth" between primary and secondary
paths is smaller, such as 2.5 nsec, the first optimum does not occur until greater than
100 Mc/sec, as indicated on Figs. 43 and 44. Figure 44 is an expansion of the computer
plot of Fig. 37a, with simulator data points added in composite form to show the com-
parison. The algebraic sum of the in-phase and out-of-phase multipath errors is shown
as a peak-to-peak target multiplier to illustrate the fact that when the amplitude ratios
approach unity in the simulator (0.82), it is difficult to reduce the range noise below
some minimum threshold, in this case 0.053 of the target depth or a peak-to-peak error
delay of 0.1325 nsec. This 0.82 amplitude ratio causes the carrier amplitude to change
by 20 db.

Figure 45 is a composite showing the comparison between the simulator's measured
peak-to-peak error for a 4.944-nsec delay between the two waveguide paths with the
peak-to-peak error in terms of target depth derived from the computer program, as
shown on Fig. 37b. This plot is an expansion near the first minimum in the "target depth"
multiplication factor. In this case the carrier amplitude changes by 14.1 db between the
in-phase and out-of-phase condition, and all errors are also in terms of the algebraic
sum of the in-phase and out-of-phase offset scaled to target depths.

Conclusions from Simulator Studies

It is important that the operating equipment function normally over the full dynamic
range of target scintillation, i.e., amplitude fades due to both multipath interference and
target aspect angle normal to the narrow radiated antenna beam. When this dynamic
range is exceeded, impedance changes in the circuit result in a modulation phase shift
causing false range readout. This shift was illustrated by the large error observed
when the discriminator detectors were overdriven by large signals, or conversely when
the TWT leveler and receiver limiters had insufficient input to function within their
linear mode of operation.

The use of the simulator permits a controlled introduction of multiple interfering
paths in order to verify experimentally the dictates of the theory. The ability of the
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Fig. 43 - Computer plot of two-path interference; differential path delay 2.5 nsec,
fixed discriminator delay 2.646 nsec, amplitude ratio 0.9 to 1 (0.915db)
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equipment to reproduce a profile adequately is found lacking only when an insufficient
bandwidth is transmitted or the dynamic amplitude limit of receiver is exceeded.

High ocean waves should be adequately resolved using the equipment described with
a frequency deviation of 30 to 40 Mc/sec. However, in order to maintain system accuracy
for the wide range of sea conditions expected while profiling the open ocean, it appears
desirable to use a frequency deviation somewhat greater than 100 Mc/sec. The simulator
measurements show good correlation with the theoretical error predicted, provided the
amplitude limits of linear receiver operation is not exceeded.

EXPERIMENTS AT THE CHESAPEAKE BAY

BRIDGE FACILITY

Installation of Antennas

The field work at the Chesapeake Bay Bridge Facility was undertaken in order to
explore scintillation range noise in greater detail than had been possible during the
earlier aircraft experiments. The range of wave conditions occurring on Chesapeake
Bay was of course very restricted compared to that observed from an aircraft, but the
possibility of a point-by-point quantitative comparison between radar and wavestaff
records made the site attractive in spite of this limitation.

The final antenna placement is shown in Figs. 46 and 47. Figure 46 also shows the
wavestaff in position. When the installation was first made the antennas were placed
side by side at the north end of the gondola, with the edges of the 30-in. reflectors spaced
about 10 in. apart. The range-noise level was found to be very high under this condition,
and oscilloscope observations of the detected modulation showed that the phase frequently
shifted by as much as 90 degrees in the direction of increasing range. Experiments with
movable pads of microwave absorber indicated that no significant amount of energy was
reaching the receiver except through the main lobe of the receiving antenna, so that the
large phase excursions observed were apparently being caused by signals doubly re-
flected between the antennas or gondola structure and the water surface. In order to
minimize this type of undesired echo the antennas were separated, as shown in the
figure, to give an included angle between the axes of the main lobes of about 34 degrees.
This change in antenna positioning caused a large reduction in the range noise level, and
90-degree phase shifts were no longer observed. From purely geometrical considera-
tions it would appear that the probability of strong double reflections must be greatly
reduced with the new location, but residual effects inevitably existed, and these cannot
be readily calculated or directly measured. These effects must be considered along
with target scintillation as possible contributors to the observed noise level. In an
aircraft wave-profiling installation it would be difficult to obtain as large an angular
offset as that used at the Bay Bridge, but the decrease of the doubly reflected signal
with increasing altitude will almost certainly be governed by a higher exponent of the
range than the desired signal, and the relative level may well be insignificant at normal
operational heights of several hundred feet. It is also possible that a lesser angle would
have given substantially the same result, but owing to the extreme difficulty of mounting
the antennas at intermediate positions under the gondola no other angular separation
was tried, and it can only be said that precisely vertical incidence should be avoided
at very short ranges.

With the antennas at the final locations, the distance from each reflector to the
illuminated patch on the water was found to be about 62 ft. This is within the "near
zone" of the antennas as the term is used in radiation-pattern measurements, and to
make certain that no peculiarities existed some short-range patterns were run. A
convenient distance happened to be 56 ft, and this was considered to be sufficiently
close to the desired distance. The half-power beamwidth was found to be close to



KING, MORROW, MYERS, AND MOODY

Fig. 46 - The Chesapeake Bay Bridge
Facility, looking northeast

Fig. 47 - The Chesapeake Bay Bridge Facility,
viewing the east wall and under side of the gondola
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3.5 degrees in both the E and H planes, and at the Bay Bridge this beamwidth resulted in
a nearly circular patch having a diameter of 3.9 ft, at the circle of half-power illumina-
tion. The side lobes were at least 22 db down in the E plane and over 26 db down in the
H plane, and the first side-lobe peaks were 8 to 9 degrees off axis. The antennas were
mounted so that the E plane was vertical and was defined by the centers of the two antennas
and the center of the illuminated patch.

Using the best available figures on antenna efficiency and effective aperture, the
loss between transmitter output and receiver input was calculated on the basis of a
perfect specular reflection at the water surface. This loss was found to be 17 db, with
an uncertainty of about ±1 db. During the radar exercises the total loss was measured
by comparing the received signal levels with those produced by a closed calibration loop
connected between the transmitter and the receiver. Since antenna efficiencies can be
assumed relatively constant, the variation of the total loss can be assumed due to varia-
tions occurring over the propagation path. All loss figures quoted are the total loss as
just defined. For the sake of brevity this will be called simply the "path" loss. The
minimum path loss measured during the exercises was about 5 db greater than the cal-
culated loss for the specular condition and was observed only when the wind was very low.

Wave-Staff Installation

The wave staff was a high-resolution resistance wire type with a helical sensing
wire partially embedded in a 5/16-in. -diameter plastic core. The pitch of the helix
was about 1/8 in., and the active section of the staff was 10 ft long. The staff was hung
vertically in the water, as shown in Fig. 46, and was positioned by means of auxiliary
guide lines as nearly as possible in the center of the illuminated patch on the water.
An optical sight was used to set the position at the beginning of an operation and to check
the position at intervals during data recording. The portion of the wave staff having the
largest potential radar cross section was the electronics package located at the top of
the active portion of the staff. This unit consisted of a short section of 3-in. pipe capped
at both ends with fittings for attaching the staff and support line welded to the caps at
opposite ends. With the staff positioned to place the mean water level at the midpoint
of the sensing wire, the electronics case was about 6 ft above the water and was thus a
potential source of an undesired radar echo which could not be separated from the sur-
face return and which might modify the radar results. To determine whether or not
such an effect did exist, a radar wave recordwas made while the staff was pulled repeatedly
into the illuminated region and out again. This test showed that the presence of the staff
in the radar beam caused no change in the wave record that could be detected by visual
inspection of the chart. This negative result indicated that the staff was unlikely to be
a source of trouble but did not entirely rule out the possibility of an appreciable contri-
bution to the echo from this source under all circumstances. To provide an additional
margin of safety the electronics case was covered with microwave absorber. Repeated
tests with the treated staff under several different wave conditions verified the earlier
finding that there were no effects visible in the radar record.

The wave records obtained with the wave staff were generally used in two ways:
first, as a direct check on the accuracy of the radar wave record under different condi-
tions, and second as a means of reconstructing the surface features as they existed in
space and were viewed by the radar. This reconstruction of the water surface from the
time history of the water level at a point is at best only approximate. Two basic difficul-
ties are involved here. In the first place, the wave staff as used has no ability to sense
direction, and in cases where waves having significant amplitudes arrive from more than
one direction it will obviously be impossible to separate the various wave systems once
their effect has been summed into a single time function. Fortunately, visual observations
at the Bay Bridge Facility showed that there was generally a predominant wave system
moving with the local wind, and in this case the problem is simpler; only the second
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difficulty, which lies in the variable velocity of propagation of water waves, must be faced.
Unlike electromagnetic and acoustic waves, which have a constant velocity characteristic
of the medium, water waves have a velocity which depends primarily on their length. A
mathematical relationship can be derived from classical gravity-wave theory which leads
to the following relationship between the period T, which is observed by the wave staff,
and the crest-to-crest length L, of the moving wave on the surface of the water:

L = 5.12T 2 
ft

where T is in seconds. This formula is strictly applicable only to infinite trains of simple
harmonic waves. On the surface of the ocean this condition is fairly well represented by
the systems of long low swells which sometimes occur. In the much more typical condi-
tion, when wind-driven waves of highly variable period exist, the application of the rela-
tionship is very far from rigorous, but it does offer a means for comparing wave condi-
tions in an approximate way. In deriving this classical formula quoted for the length of
a gravity wave, it is further assumed that the idealized wave is being propagated in
"deep" water, that is, without being influenced by interaction of the wave circulation with
the bottom. For practical purposes waves in water having a depth greater than half
their length are negligibly affected by the bottom (26), and this condition was satisfied
at the Bay Bridge in virtually all cases. The water in the vicinity of the gondola was
over 80 ft deep, and only very occasionally did low swells a few inches in height have
lengths approaching twice this depth, or 160 ft.

The way in which the classical formula was used to characterize the wave records
is shown in Fig. 48. The scaled half-periods were used to calculate an L 1, L 2 ' L 3' etc.,
and these were paired with the corresponding H values to obtain an average crest to
trough slope for each "half" wave scaled. It is not claimed that this process is in any
sense a mathematically rigorous application of the classical formula, and it is recog-
nized that the accuracy with which the reconstructed slopes represent the true slopes
on the surface of the water will be highly variable. Nevertheless it is believed that this
process offers a means of describing the surface which permits useful comparisons to
be made, and that the statistics derived are at least related to the actual surface features
more closely than the wave-staff time function. However, in order to avoid the impli-
cation of a closer correspondence than could reasonably be hoped for, the slope values
in question will always be called the "calculated" or "reconstructed" slopes when
mentioned in the text.

Fig. 48 - Scaling procedure for wave-staff records
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The Data-Recording System

A sample of the type of chart-data record made during most of the Bay Bridge
exercises is shown in Fig. 49a. The wind speed and direction information recorded on
the two upper traces was obtained with an instrument located on the bridge structure
about 165 ft above the water. The filtered radar height record was band limited by a
five-section active filter having a nominal cutoff frequency of 1 cps. The phase and
amplitude characteristics of this filter and also its transient response characteristics
are shown in Fig. 50. Within its pass band the filter introduces an essentially constant
time delay of about 0.4 sec. The wave-staff record was not filtered in any way external
to the unit, and the internal circuitry was known to have sufficient bandwidth to reproduce
any frequency components that could be created by the water surface. The "fast" radar
channel was slightly filtered during this exercise and most others by a single-section
RC filter having a time constant of 0.002 sec. The purpose of this filter was to attenuate
higher frequency interference which otherwise tended to obscure the low-level features
of the record and which might at times have overloaded the amplifiers that preceded the
recorder. Since the 10 to 90 percent pen response time of the recorder was close to
0.004 sec, this filter did not alter the effective bandwidth of the recording very appre-
ciably. The speed of response of the rf amplitude recordings on the bottom traces was
limited only by the recorder; all the electronic circuits were many times faster. As
indicated in the system block diagram, Fig. 8, the rf level input is derived from the
control circuits of the first microwave leveler in the TWT amplifier -"ain. The ampli-
tude scale obtained in this way is roughly logarithmic and was verified during each exer-
cise by a closed-path calibration procedure. A chart record made during such a calibra-
tion is shown in Fig. 49b. The second amplitude channel, labeled "limiter bus," is
derived by rectifying the modulation frequency signal after detection and amplification
and indicates the point at which the signal falls below the clamping level at a particular
limiter.

The slight broadening of the wave-height trace that is evident during closed-path
calibration and also at times during wave recording is primarily 60-cps ripple. Almost
all of this ripple was introduced via the BWO transmitter apparently because of residual
60-cps frequency modulation of about ±1 Mc/sec on the BWO output. It is believed that
this residual modulation was translated into a phase offset of the 2.215 Mc/sec desired
modulation by a slight frequency dependence of the phase delays in the microwave com-
ponents of the receiver. The effect was somewhat greater when the narrower band
discriminators were in use and is responsible for part of the thickening of the height
trace when operating at the lower frequency deviations. There is also a small amount
of transient noise and jitter seen on the height trace. This was a somewhat variable
quantity apparently partly due to internal causes and partly to the low-frequency radio
interference that has been discussed elsewhere. Since the scale of the height record
is here 20 lines to one foot of height, the transient excursions represent less than 0.1 ft
of height.

The closed-path signal was obtained via a 20-db directional coupler and included a
section of coaxial cable having a loss of 2.6 db. Thus 22.6 db must be added to the tab-
ulated attenuator settings to obtain the total path loss. At a reading of slightly over
40 db the leveler loop became unstable under steady-state conditions and fluctuated
over the range shown. There was not, however, a corresponding level fluctuation, as
shown by the limiter record in Fig. 49b at 45 db. At this level a small amount of system
random noise is evident, and at the 50-db setting, or 72.6 db total path loss, the peak-to-
peak phase noise represents about 0.5 ft of wave height.

Since transient phenomena caused by target rf wave interference can theoretically
be very brief compared to the periods of the target motion, there can be no assurance
that a given speed of response will be adequate. It was therefore considered advisable



90 KING, MORROW, MYERS, AND MOODY

C d

0

40 '1l l

I

, ,"-'

•rLO



NRL REPORT 6641 91

If I ' , I 7 ' : i f J ] i j J

... . .. . . .I ... . . 7'.-.. i. ...
'Ti ii,,* '

Cd

• 15 -- .

I ' , !i ' H ,7 i C:* ~ ~ ~ ~ 2 cr..'...."C7d , -

,Vi. I .4-) C

. T > ~ ' i4-~--~ 4d A

45 o

~~~IlIll

50 i t l rt l l - !- :- ---

ui u

i ll l I I'o

.. ..If I . . U

,., -37 , Q) >--. 0.
. .. . , , "_ _~_ 4 5 . . _

a- Cd

I 11,11U)

C) 4-""'- C 2 dl, '

Q 0

*~~~ ~~ .7, I~ J I7V 77 ~ ~

44



KING, MORROW, MYERS, AND MOODY

VO33YD]30 JH-13 ISGHHd
C21 C) 7:

CD3 CD C
(177 C53

infdNI
3anillfldbV YflIV

infdNI

30nlldIdV

iLfdinfo

0)

0

0

4

U0)

d >Cd
- pd

.LndNI ildRo infdiflo
3anil-IdMV



NRL REPORT 6641

to investigate the accuracy with which the short spikes in the radar wave height and
signal level records were being reproduced. This was done by making a series of simul-
taneous recordings with the chart recorder normally used connected in parallel with a
mirror-galvanometer oscillograph. The galvanometer system had a speed of response
between four and five times as high, the 10 to 90 percent rise time of the trace being
0.9 milliseconds compared to 4.0 milliseconds for the chart recorder; and the maximum
paper speed of 25 in./sec allowed features of the order of one millisecond long to be
resolved.

The lengths and heights of over 50 of the shortest noise spikes were scaled from
the simultaneous recordings for comparison. These spikes were found to be very nearly
triangular in shape near their peaks, and the shortest ranged between five and ten milli-
seconds wide at the base of the triangle. The largest amplitude discrepancy found was
about 12 percent in the case of a spike six milliseconds wide and representing 2.8 ft
of wave height. Only three spikes in the sample of 50 were in error on the chart record
by more than 5 percent, and in most cases the error was comparable to the accuracy
of the scaling process. In all cases where there was a significant difference the ampli-
tude was smaller on the normal chart record, as would be expected from the rise-time
limitation.

It was concluded that the four-millisecond rise time of the chart recorder was ade-
quate to reproduce all of the essential features of the radar signals and that the use of a
higher speed recording system was not justified.

Stray Propagation Paths and Other Sources of
Experimental Error

One of the basic sources of experimental uncertainty is found to be the possible
existence of stray propagation paths which would allow a signal to reach the receiver
by a route other than that involving the desired single reflection at the water surface.
Such undesired stray paths might involve both reflections from gondola structure and
coupling via energy radiated in the antenna side lobes, and could also involve a variable
reflection from the water. Since the wave-profiling radar being studied did not possess
a range-gating capability, all of these possible paths were potential sources of error
if the amplitude of a stray signal was ever an appreciable fraction of the desired signal,
so an investigation of stray signals was clearly necessary.

Aside from the undesired signal propagation paths which have been mentioned, other
sources of error or extraneous noise are radio interference and the direct effect of
signal amplitude on the wave-height indication. No significant microwave interference
was ever observed at the Bay Bridge site, but intense fields at the lower radio frequen-
cies were often present. A high-powered transmitting station which is located nearby
on the Western shore of Chesapeake Bay was apparently the source of these signals.
No precise field-strength measurements were made, but a wire hanging a few feet below
the gondola was found at times to develop a signal of over 20 volts peak to peak at the
high-impedance input of an oscilloscope. In addition to causing the interference pickup
mentioned above in connection with the radar "fast" channel recording, these intense
fields sometimes caused a high noise level to be produced in the wave-staff record.
This noise was apparently a cross-modulation effect caused by high-level rf energy
feeding into the wave-staff sensing circuit. At times this interference made the staff
unusable until it was found that dropping one or more wires from the West side of the
gondola to the water produced enough shielding to virtually eliminate the problem.

The direct effect of signal amplitude was measured during each closed-path amplitude
calibration such as that of Fig. 49b, and although it was not entirely negligible and was,
like the transient noise, slightly variable from day to day, it was always small, never
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more than about 0.25 ft of height over the full range of amplitude calibration. In most
cases it could have accounted for only a small fraction of the total range noise observed.

Propagation Experiments

In order to attack the most serious problem, that of stray signals, a succession of
experiments was conducted to prove or disprove the existence of all of the specific paths
of undesired propagation which could be visualized. The experimental technique involved
the use of panels of microwave absorber which were manipulated with poles and lines
into various positions near one or the other of the two antennas. The pads of microwave
absorber were of the carbonized hair type in sections 24 by 24 in. square with a rated
absorption ratio of 30 db at X band when measured at vertical incidence. For trans-
mission directly through the pad, the signal was thus reduced by 15 db for a single layer
or 30 db for a double layer. The individual sections of absorber were fixed to a plywood
backing to construct the larger panels used. These tests were performed on a day when
the wind was relatively low and changing gradually through a range of speeds, during
which the nature of the radar return was markedly affected. Because this series of
observations appears to offer some insight into the reflection mechanism as well as
into the possible geometry of the undesired propagation paths, it seems worthwhile to
describe the procedure in detail.

When the exercise under discussion was started, the wind was fairly steady at 5 to
8.5 mph and was blowing almost directly out of the north. The waves were 0.25 to 0.70
ft high, with 0.08 ft and smaller ripples evident during calmer portions of the record.
The amplitude record showed a typical scintillation pattern, with the path loss ranging
frequently from 25 db to 60 db and fades to over 60 db fairly rare (Fig. 51). The pre-
dominant period in the fading spectrum has been found to be somewhat variable, but it is
invariably shorter than the predominant wave period, and the wave-period features of
the amplitude and wave-height records are correlated only weakly if at all. At times
persistent, deep fading seems to be more probable during passage of a wave crest than
a trough, and at other times fading seems slightly more frequent on the side slopes than
on either the crests or the troughs. At other times all of these forms of correlation
are absent, and even when they are present it is never possible to predict the wave
record with any confidence from the amplitude record. From these considerations, and
from the general behavior of the signal as well, it appears that the fading mechanism is
one of interference and cancellation, with steering of the beam by the wave slope occa-
sionally having a slight influence but never producing a deep dropout by itself. The
failure of beam steering to cause large signal losses in turn implies that a significant
amount of broadening or scattering of the beam must generally take place, since wave
slopes large enough to deflect the transmitted beam entirely outside the receiving aper-
ture certainly occur on many occasions.

The radar records at the start of the exercise are also more or less typical of the
records obtained for moderate wind and wave conditions. Since the amplitude record
shows the characteristic scintillation pattern of sharp minima and broad maxima, the
critical cancellations capable of producing large range errors would be expected to be
relatively brief, and it is hardly surprising that much of the range noise appearing in
the wave-height record takes the form of short, sharp spikes. However, the correlation
between amplitude minima and height spikes is by no means perfect or consistent
throughout the mass of data which has been accumulated. A few general observations
can be made and will be stated now as an aid to the interpretation of the results to be
discussed.

1. Large increasing-range spikes representing more than about 5 nsec of range
delay almost invariably occur during a pronounced fade. In fact, such high-amplitude
peaks seem to be virtually prohibited unless the path loss exceeds 50 db, and are not
very likely unless 55 or 60 db is reached.
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2. A deep fade, even one exceeding 60-db loss, does not always produce a range
spike, although there is a high, somewhat variable probability that it will do so.

3. Lower amplitude height spikes, both increasing range and decreasing range, are
not as strikingly correlated with deep fades, and while they are more likely to occur at
a signal minima than elsewhere, and rarely coincide with maxima, they may occur at
almost any level below the absolute maximum for the wave condition that exists.

4. Occasionally, there is a rapid alternation between a decreasing-range error and
an increasing-range error, as though only a minor change in the pattern of rf cancella-
tion were needed to switch the sign of the error. Much more commonly, however, both
decreasing-range and increasing-range spikes stand alone, so it is not probable that the
target will pass through the configuration for one polarity in order to reach that for the
other, and it clearly is not necessary that it do so.

5. Large decreasing-range spikes, over about 3 nsec range delay, are apparently
prohibited at the wider frequency deviations used, and at some deviations are restricted
to about 1.5 nsec, with spikes of even this amplitude rare. This limitation suggests that
direct leakage over the relatively short path between antennas is never significant, and
has other implications as well if the constraints imposed by the two-path theory can be
applied more broadly. The theory indicates that unless very large differences in delay
can exist, as for example in a direct leakage path, decreasing-range errors above a
certain magnitude cannot be generated by any two-path combination. This limiting mag-
nitude is related to the frequency deviation in a different way, depending upon the range
of path delays involved, so that the nature of the error spikes may offer a clue to the
mechanism of reflection at the target. Further reference to this point will be made as
experimental results are discussed in greater detail.

The first stray-path test was made by hanging a vertical panel of absorbing material
just to the north of the transmitting antenna, that is, on the side towards the receiving
antenna. The panel was 4 by 4 ft in size and was hinged in the middle. When folded it
formed a double layer of absorber extending about one foot below the rim of the dish and
spaced about three inches from it. When unfolded the panel was extended three feet
below the antenna, and in this position blocked the line of sight from the adjacent part
of the transmitting aperture to the illuminated patch on the water. The main purpose of
this procedure was to block any direct leakage paths involving high-angle side lobes.
With the pad folded, no changes in the amplitude or wave-height records were evident.
This was considered to be strong evidence that direct leakage was not a significant prob-
lem. A second panel was then installed to probe the possibility of signal scattered or
reflected to the water entering the receiving antenna via the side lobes that were directed
downward. This panel was a double layer of absorber 2 by 4 ft in area that was pulled
up against the bottom of the shell of absorbing panels that permanently surrounded the
receiving antenna. It was positioned horizontally to cover the north half of the opening
facing the water. In this position it blocked the line of sight from a portion of the antenna
to the illuminated patch. This panel caused a loss in the average signal amplitude of
about 5 db, but the pattern of fading and the range between the minimum and maximum
path loss was not obviously changed, and the height noise was not noticeably reduced or
increased. This result was considered to rule out any significant contribution from stray
paths having this geometry.

The vertical pad at the transmitting antenna was then unfolded to hang three feet
below the rim of the reflector. The maximum signal amplitude was reduced by about
another 5 db by this change, while the minimum amplitude was changed little if any.
However, fades to the minimum level were much more frequent, and the frequency and
size of downward height spikes were markedly increased. Refolding the pad restored
the height and amplitude records to their previous appearance. The significance of this
result was not clear at the time, and further tests were made with the panel in the folded
position.
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Unmounted pads of absorbing material were next placed above the receiving antenna,
overlapping the rim of the dish so as to block any signal entering a back lobe after reflec-
tion from a part of the gondola structure. No change in the records was apparent while
the pads were being put in place, which seemed to rule out any important contribution
from signal arriving over such a stray path.

During the period when the last pad tests were being performed, the wind was
gradually dying down, and a change in the records that was correlated with the wind
speed was observed. This change was gradual enough at first so that there was no diffi-
culty in evaluating the tests, but the character of the height and amplitude records even-
tually changed very significantly. Over an interval of 45 minutes the wind speed fell
from a relatively steady 7 mph to less than 2 mph with the anemometer occasionally
stopping entirely. As the wind fell the signal amplitude peaks increased, reaching a
level 3 db higher (minimum path loss now about 22 db) during the calmest period. The
level during the deepest fades did not increase appreciably (perhaps 1 db). At the same
time the frequency of large downward or increasing-range spikes was greatly reduced,
while the reduction of upward or decreasing-range spiking was not obvious. Aside from
a slight (perhaps 20 percent) reduction in the maximum wave heights there was no
observable change in the nature of the wave-staff record.

The vertical pad at the transmitting antenna was unfolded to hang three feet below
the rim again. This time there was no visible change in the amplitude record and no
apparent increase in height spiking. Evidently the surface reflection was so nearly
specular that energy reflected from the outer portions of the illuminated patch was
directed outside of the receiving-antenna aperture, so that masking the illumination of
a part of this outer region by the pad had little effect on the received signal.

The reason for the marked degradation of the height record when the reflection was
less specular is not so obvious, but the result suggests that in this case the return from
the blocked portion of the patch somehow had a range-noise content that was significantly
lower than the average, so that its removal increased the net noise level generated. The
reason for this circumstance must be connected with some difference in the kind of
multiple paths that can exist for different illuminated areas. Upon considering the
results of all the absorbing-pad experiments together, it seems very probable that the
only significant received signals are those originating from the water surface in the
region viewed by the main lobe of the receiving antenna. If this hypothesis is accepted
as proven, there are three multipath mechanisms that can be visualized. The first
involves the depth of the target area along the range axis and occurs because of the
slopes of larger waves across the illuminated patch and the smaller waves and ripples
that are viewed in their entirety at a given instant. This form of multipath will always
be present and might be considered to be the most likely. Two-path theory sets definite
upper bounds on the absolute value of the range errors that can be produced in this way.

A second multipath mechanism which involves a secondary reflection from the
gondola is diagrammed in Fig. 52, where the angles of incidence have been somewhat
exaggerated for clarity. None of the absorbing-pad tests rule out a stray path of this
nature, and, as can be seen in the close-up photograph, Fig. 47, the underside of the
gondola is an excellent reflector. However, for energy striking the gondola to reillumi-
nate the main lobe patch at near vertical incidence, it must be initially scattered or
otherwise deflected through approximately half the offset angle of the antennas, or about
8.5 degrees. Since large area reconstructed wave slopes r arely reached this figure, a
scattering mechanism seems the most probable. This scattering process would have to
operate twice, once to deliver energy to the critical area of the gondola and once to
redirect the reflected signal into the main lobe of the receiving antenna. The double
scattering involved and the geometric loss in reillumination of the water would seem to
make this path inherently much weaker than the desired signal, but this assumption is
not inconsistent with the experimental results in view of the wide range of fading which



KING, MORROW, MYERS. AND MOODY

Fig. 52 - A possible stray signal path
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typically occurred. Two-path theory indicates that at the wider frequency deviations in
use increasing-range errors would predominate, while at the narrower deviations fairly
large decreasing-range errors can occur with similar probability. This also is not
inconsistent with the experimental observations.

A third way in which a differential path length could be created involves a horizontal
reflection or skip across the illuminated patch. This method would permit path differ-
ences of the same order of magnitude as the patch diameter, which is much larger than
any difference which could be created by the depth of the target in range. The creation
of such a skip path would involve scattering at 90 degrees and rescattering after the
horizontal translation into the effective aperture of the receiving antenna, and the level
of such a signal would be expected to be relatively low. However, this again is not incon-
sistent with observation, since sharp range-noise spikes of high amplitude are virtually
always associated with a fairly deep fade in signal level.

Returning to the question of why range noise markedly increased when the illumina-
tion of the northern part of the patch was blocked, it can be said that a possible explana-
tion lies in the fact that energy illuminating this region would have the least chance of
being scattered back into the main lobe of the receiving antenna after a horizontal skip
and so would be more likely to arrive with the minimum possible delay, which is gen-
erally also the delay representing the desired range. It also seems likely that energy
reflected or scattered to the bottom of the gondola from the northern part of the patch
would be less effective in reilluminating the patch area with a delayed signal, although
relative probabilities are not as easy to evaluate in this case. It is difficult to see why
errors generated by the depth of the patch area in range would vary substantially from
one part of the patch to another.

A final test for stray signal paths was made next, and this too had a negative result.
The vertical panel at the transmitting antenna was moved to the south, or far side, of the
dish to block any signals entering back lobes via a reflection from structure. No visible
change in the height or signal amplitude records could be observed.

At this point in the exercise the wind increased briefly, and a striking correlation
between wind speed and the frequency of large negative spikes was observed. Within a
period of 15 minutes the average wind speed built up from less than 2 mph to 7.5 mph
and then decreased again to less than 5 mph. Within less than a minute after the speed
touched 7 mph frequent large (representing over 7 nsec range delay) negative spikes
were observed. Within two minutes of the time the speed fell back to 5 mph a decrease
in amplitude and frequency of the spikes was noted, and during a five-minute period,
when the speed fluctuated between 3 and 5 mph the height noise fell further to almost the
initial level. The wind eventually decreased to a average speed of 2 mph, at which time
the noise level was at least as low as during the earlier 2-mph interval. It should be
remembered that the anemometer was mounted on the bridge structure about 165 ft
above the water, so that the velocities at the surface may have been somewhat different,
but with a large expanse of unobstructed water lying upwind (to the north) the trends in
velocity should be similar at the surface. Figure 53 and Fig. 54 illustrate these low-wind
phenomena.

During the next 21 minutes the wind speed fluctuated between 3.5 and 5 mph, and
during this calm period some correlation between the height and amplitude records could
be seen, with deep fades more likely on the side slopes of waves than at the crests or
troughs. However, there were many exceptions to this pattern, and it would not have been
possible to predict the wave record with any certainty by inspecting the amplitude record.
Fades deeper than 45 db were quite rare during this period, and the path loss remained
below 35 db for periods of 10 to 12 seconds, whereas frequent fades to losses of 55 or
60 db normally occur. At signal maximums the level was less than 20 db below the
transmitter output, approaching the calculated loss for a perfectly specular reflection.
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Figure 54a shows a sample of the record made using a modulation index of 50. During
a three-minute run only five noise spikes occurred in the height record, and the largest
of these represented only a 1.2 nsec delay, or 0.6 ft of wave height.

Wave slopes were estimated by calculating the lengths from the deep-water gravity-
wave relationship described earlier, L = 5. 12T 2 ft, and the average reconstructed
slopes between crests and adjacent troughs ranged from 1 to 3 degrees. The maximum
slopes would of course be higher, but not by as much as 2 to 1, and more probably closer
to a 1.5 to 1 ratio. (The factor is 77/2 for a sinusoidal shape.) The wind remained below
5 mph while data were taken using four different modulation indices: 50, 30, 16.5, and
8.6. Both deep fades and height spikes were extremely rare under all conditions, with
no significant change in rate of occurrence under the various operating conditions (Fig.
54). During operation at the 8.6 index the wind rose above 5 mph once more and at times
reached 7.0 mph during the last 3.5 minutes of the run. There was, however, no observ-
able change in the character of the records. The recording was interrupted for about
five minutes while a change was made to the maximum modulation index, and when
recording was resumed the wind speed was still less than 7 mph, but deep amplitude
fades were starting to appear, and within one minute the pattern of height spikes char-
acteristic of operation at this index was fully developed. During this transition there
was no significant change in the pattern of the predominating 0.2 to 0.4 ft waves which
had about two-second periods, but small superimposed ripples about 0.05 ft high became
more prominent in the wave-staff record. These had periods of 0.3 to 0.5 seconds and
were now evident throughout the record, except when masked by the steeper slopes of the
larger waves. The wind was relatively steady between 6.5 and 7.5 mph during the
remaining eight minutes of the run, when an index of 87 was used, and the character of
the records did not change appreciably. After changing back to an index of 50 the wind
died down to 5 mph once again and remained within 0.5 mph of this speed for the remain-
ing minutes of the April 14th exercise. During this interval the modulation index was
changed to 16.5 again and finally back to 50 for the last data run of the day. Examples
from this series of records are shown in Figs. 55 and 56. The frequency of occurrence
of deep fades and height spikes was somewhat variable but was abnormally low most of
the time at all modulation indexes, and occasionally approached the very low rates
observed during the interval of low winds earlier in the day. Small short-period ripples
could still be seen in the wave-staff record at this time, but they were not as prominent
as they had been when the wind was stronger.

The correlated changes in wind and radar records that were observed during this
exercise are strong evidence that capillary waves or very small waves in the transition
region between surface tension and gravity-controlled waves must have a crucial influence
on the radar-reflection phenomena even at near-vertical incidence. Transitions between
frequent deep fading and a near absence of deep fades took place too rapidly to allow even
small gravity waves to build up or decay, and at times the radar records changed dras-
tically without any observable alteration in the wave-staff record. A wind speed of about
5 mph appeared to represent the point of transition, with speeds appreciably higher lead-
ing to a fading and height-noise pattern typical of high winds in general, while speeds
below 5 mph led to a marked reduction in the frequency of deep fades and of height-noise
spikes. At speeds under 2 mph height-noise spikes of significant amplitude were virtually
absent, as were fades to more than 25 db below signal maxima. During these marked
changes in the radar record, virtually the same pattern of low gravity waves persisted,
and the wave staff apparently did not record the complete spectrum of small ripples
which modified the radar return. This failure to record very small features may have
been partly due to the masking effects of other waves, which were producing faster rates
of change at the wave staff, and partly to the size of the wave-staff sensing element,
which was a spiral wire wound on a 5/16-in. -diameter core and thus had limited resolu-
tion for small surface features. It is also possible that the staff was large enough to
disturb the pattern of the small capillary waves and prevent their being recorded at their
actual amplitude.
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Any comments on the way in which the presence of small ripples modifies the radar
return must be at least partly speculative, because of the complexity of the reflector
phenomenon, but scattering is almost certainly involved. The radar wavelength in this
case was 3.16 cm, or 0.104 ft. Two points of reflection spaced only a quarter-wave
length apart in range, 0.79 cm or 0.026 ft, will thus lead to signals in phase opposition
at the radar, and deep nulls would be expected to occur at least occasionally whenever
the depth of a complex target in range exceeded a quarter-wave length. In every case
when radar data were taken at the Bay Bridge Facility, the gravity-wave system created
depths of many quarter-wave lengths within the illuminated patch on the water, and the
additional depth added by the capillary-wave structure would not in itself be expected to
have an appreciable effect on the character of the amplitude scintillation. It was, how-
ever, observed that deep fades were virtually prohibited when the wind was very low,
under about 2 mph, and that between 2 mph and around 7 mph a marked change in the
nature of the scintillation occurred, with deep fades becoming more and more frequent
as the wind rose. A steady wind of close to 5 mph seemed to produce an intermediate
condition, where deep fades were entirely absent at times for several consecutive
seconds and at other times were fairly frequent. The difference in maximum fading
depth under low wind and high wind conditions was as much as 25 db.

A logical explanation of this variation in scintillation behavior seems to lie in the
differing contributions of different parts of the illuminated patch in the two cases. Were
the reflection to be purely specular, as from a perfect radio mirror, only the center
portion of the patch would contribute to the received signal, since energy reflected from
the outer areas would be directed outside the aperture of the receiving antenna. In the
case of the Bay Bridge geometry the "active" area would have a diameter about 1/4 that
of the total area illuminated. However, since the reflected energy was never consistently
deflected outside of the receiving-antenna aperture by the gravity-wave slopes, a certain
amount of scattering or beam broadening must always have occurred which would cause
the active area of the patch to be expanded but with tapered intensity of reflection as
viewed from the receiving antenna. As scattering at higher angles becomes pronounced,
the whole area on the surface which was effectively illuminated by the transmitting
antenna might contribute essentially equally intense reflections in the direction of the
receiving antenna. The radar target would then become equivalent to a uniformly illum-
inated aperture which was continually being tilted or otherwise distorted in the range
direction. Under this condition deep nulls in the received signal would be certain to
occur, whereas the combination of nonuniform effective illumination and small-angle
scattering in the nearly specular case could give an effect analogous to a simple broaden-
ing of the transmitted beam, so that over the angles of deflection produced by the larger
waves no deep nulls were ever produced. Whether or not this particular hypothesis is
entirely correct, it appears from all of the Bay Bridge observations that continual deep
fading represents the typical condition for reflection from a relatively small area of the
water surface at near vertical incidence. The absence of frequent deep fades is evidently
an exceptional condition and has never been observed except when the wind was so low
that the normal capillary-wave structure was not fully developed.

General Comments on the Bay Bridge Data

Upon considering all of the data recorded at the Bay Bridge Facility, there are some
further generalizations that can be made. Aside from the changing wind and wave condi-
tions, which had to be taken as they came, the principal experimental variable was the
frequency deviation of the FM-CW radar. As noted previously, the transmitted band-
width of this system could be continuously varied up to a maximum of nearly 400 Mc/sec.
During the Bay Bridge exercises the modulation index was ordinarily set to one of five
discrete values: 8.6, 16.5, 30, 50, or 87. At the modulation frequency of 2.215 Mc/sec
these indexes corresponded to values AF of 19, 36.5, 66.5, 111, and 193 Mc/sec respec-
tively. The energy of the transmitted signal is largely confined to a bandwidth of 2 A F
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for these deviations so that the range of bandwidths involved is from about 40 to 385 Mc/
sec. Normally the bandwidth of the interferometer discriminator was adjusted for maxi-
mum output at the chosen deviation, although at times tests were made by quickly reducing
the deviation while a broader band discriminator was still in use. Not all the available
bandwidths were used during all exercises, but enough comparisons were made to estab-
lish the trend of the range noise under most of the wave conditions encountered. The
following observations may be made on the basis of these comparisons:

1. When the wind was very low, and when deep fading did not occur, the range noise
level was very low and substantially the same over the full range of frequency deviations
in use. The radar was then able to reproduce an accurate profile for any waves that the
illuminated patch could resolve, limited only by the system noise level of less than 0.1 ft
of height.

2. For all conditions where winds were moderate (over 5 mph) or high, frequent
deep fading was found to occur, and the range noise of highest amplitude took the form of
short spikes. Over the region covered by the four lower frequency deviations (19 to
111 Mc/sec) there was always an increase in the number or size of the noise spikes as
the deviation was reduced. At times the change was quite marked for each step in devia-
tion, and at other times a shift of one step, say from an index of 50 to 30, did not cause
an obvious degradation of the radar record. However, the trend was consistent and was
never seen to reverse.

3. The trends of increasing-range and decreasing-range spikes versus the frequency
deviation were somewhat different. The size and rate of occurrence of the large increasing-
range or downward spikes consistently decreased as the deviation was increased over the
whole range of values used, including the maximum of 193 Mc/sec. Under wave conditions
that led to large spikes (range delay over 5 nsec) every second or so at the narrow devia-
tions, large spikes became extremely rare at the maximum deviation. However, large
increasing-range spikes representing over 8 nsec of range delay (or 4 ft of wave height)
were possible occasionally at any frequency deviation used.

Decreasing-range or upward spikes were limited in size in a manner which appeared
to be a function of the frequency. The largest upward spikes recorded occurred at the
lowest frequency deviation and represented about 4 nsec of delay. There was a progressive
decrease in the maximum size as the deviation was increased until at 111 Mc/sec no
spike of over 1.5 nsec was ever recorded under any wave or wind condition. However,
between 111 Mc/sec and the maximum deviation of 193 Mc/sec the trend reversed, and
at the wider deviation spikes of up to 3.5 nsec were seen again. The size appeared to be
absolutely limited to a value between 3.5 and 4.0 nsec, or at least the probability of
larger values was so low as to give this impression.

4. The opposing trends of upward and downward noise spikes in the region of fre-
quency deviations between 111 and 193 Mc/sec made the choice of an optimum deviation
dependent on wave conditions. There were times when a better radar record could be
obtained using the wider deviation and other times when the reverse was true.

5. The trends of decreasing-range and increasing-range noise spikes versus wind
and wave conditions is also found to be different. As the wind builds up after a pro-
tracted calm period, upward spikes appear first when using the maximum deviation of
193 Mc/sec (Modulation index of 87). At this point in the wave development downward
spikes may still be rare at all frequency deviations. As small, short gravity waves
become evident in the wave-staff record some upward spiking is seen using a deviation
of 111 Mc/sec (Modulation index of 50), and a further increase takes place at 193 Mc/sec.
Frequency and amplitude of these upward or decreasing-range spikes appears to be a
maximum for intermediate wind and wave conditions during a buildup of the sea state.
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Under higher wind conditions, when the sea state is more fully developed, upward spiking
may be nearly nonexistent when using a deviation of 111 Mc/sec, and the trend also
reverses at a deviation of 193 Mc/sec, although the decrease is not as marked.

Large increasing-range spikes become possible whenever the wind exceeds about
5 mph, but the noise level may remain fairly low when the wind is as high as 11 mph
depending on wave conditions. As in the case of decreasing-range noise, the least
favorable condition seems to be that of rising wind and sea state. When the wind
remains above about 12 mph, downward spiking always contributes a significant noise
level but varies considerably from one wave condition to another and does not necessarily
follow the trend of the wind speed over the range above 12 mph.

6. When the wind dies down rapidly, leaving the heights of the larger gravity waves
substantially unchanged, radar noise of all types decreases almost to the level seen under
flat calm wind and wave situations. It then becomes possible to follow the wave profile
accurately even without filtering of any of the noise energy.

7. As a further generalization, it may be said that the correlation between range-
noise spikes and deep amplitude fading is such that almost all of the radar records
could have been significantly improved by some form of amplitude gating. Such a gating
system would interrupt the height record whenever the received signal amplitude fell
below a threshold. The height signal would be clamped at its current level or placed in
a "coast" mode that would extend the trace along an extrapolated slope. At the Bay
Bridge the larger increasing-range spikes occurred only during the deepest fades to a
path loss of over 55 db and could have been gated out by interrupting only a small per-
centage of the record. Decreasing-range spikes occurred when the signal was at least
10 db higher in level and could only have been eliminated by throwing away a larger
portion. In many cases this loss would still have been advantageous, since the probability
of a spike was quite high in the region of path loss between 45 and 50 db. In one section
of record made at a deviation of 193 Mc/sec an upward spike of over 2 nsec delay accom-
panied one out of every three fades to over 50 db and one out of every six fades to over
45 db of path loss. As the threshold was decreased to below 45 db a region would have
been reached where prolonged interruptions of the height record could have occurred,
and the record would have been gated off needlessly on more and more occasions. In
a field-wave profiling system a variable threshold might be advisable to allow the
operator to achieve the best compromise. The way in which use of amplitude gating
would have altered the choice of an optimum frequency deviation is not entirely clear
from the data available, but under at least some conditions it seems likely that it would
have tipped the balance in favor of a deviation near 100 Mc/sec where the predominant
increasing-range errors could have been controlled by a relatively low-amplitude
threshold.

Discussion of Excerpts from the Bay Bridge Chart Records

Composite figures in the sequence numbered 51 through 79 present samples of the
actual chart records made under a number of wind and wave conditions. The complete
records form the basis for the generalizations which have been made concerning the
character of the scintillation noise and its relationship to the transmission bandwidth
in use. The figures can show only a small percentage of the total footage recorded,
but an effort has been made to select representative portions of each record. The
individual samples are labeled with the wind speed and direction recorded at the time,
as well as with the modulation index in use and the date of the exercise. Where the
discriminator was optimized for a bandwidth greater than that in use this is also noted.
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Three different chart speeds are represented by these samples: 0.1 div./sec, 0.4
div./sec, and 2.0 div./sec. The highest speed is of interest mainly in showing how the
fine structure of the amplitude-scintillation pattern is related to the radar range noise
spiking. The filtered radar record and the wave-staff record always have matched
calibrations of 20 lines to one foot of wave height, and the crests of the waves are in the
positive direction. The calibration of the "fast" or only slightly filtered radar record
was frequently set to half-amplitude, ten lines to one foot of height, in order to more
nearly accommodate the noise spikes, and five lines to one foot was occasionally used.

Water-wave statistics derived from samples of the wave-staff records for the
exercises of April 26th, 27th, and 28th are shown in Figs. 70, 72, 74, 76, 78 and 80, and
excerpts of the complete chart record taken at corresponding times during the various
exercises are presented in Figs. 69, 71, 73, 75, 77, and 79. The wave length and radar
depth histograms in Figs. 70 through 80 are based on the "calculated" or "reconstructed"
values obtained by scaling the wave records as was shown in Fig. 48, and all of the
reservations discussed in connection with this process should be kept in mind when
these diagrams are compared with the corresponding wave-staff records. In particular,
it should be pointed out that the mean values obtained are not directly related to the
oceanographers' significant wave height or average wavelength, in which the smaller
waves are dropped from the summation of heights and are not included in scaling lengths
(27). Recalling that the half-power diameter of the illuminated patch was about four feet,
it is evident that the calculated lengths in the first three blocks of the histogram repre-
sent waves that could not be resolved by the radar, that the fourth block represents a
transition region, and that only waves having the lengths tabulated in the final four blocks
would be resolved with high accuracy.

The "radar depth" was obtained for each pair of height and calculated length values
and is the variation of range delay within the half-power circle of the illuminated patch.
The values tabulated are based on the assumption of a sinusoidal wave shape. When
the calculated horizontal crest-to-trough spacing was equal to or less than the patch
diameter, the radar depth was based on the full observed height. The radar-depth
histograms show that even under the calmest conditions calculated depths represent
over one wavelength of the microwave carrier. Under higher wind and wave conditions
the depth distribution is broad, and depths of many wavelengths can occur.

The sample sizes for individual blocks in the histograms are sometimes relatively
small, since the total number of half-waves per sample was 50 to 100. Thus sample-to-
sample fluctuations in a given block should not be regarded as very meaningful. However,
it is believed that the overall envelopes of the distributions offer a useful means of com-
paring the wave characteristics that are significant from the radar point of view.

The "maximum slopes," ' Cm were taken to be the maximum slopes of sinusoids
having the observed heights and calculated lengths, and the mean value listed is simply
the average for all "half-waves" scaled for a given sample. These slope values are seen
to vary by a factor of more than 10 to 1 over the range of conditions observed.

The height-length plots of Figs. 70 through 78 were made by plotting the calculated
half-length of each half-wave that was scaled against its associated crest-to-trough
height. The data samples used were the same as for the corresponding histograms.
The continuous curves shown are contours of constant wave slope, and it is seen that
the slope is quite variable within every sample and that waves of widely varying height
may have the same slope. The quantization of the wavelengths which is evident is due
to scaling the original wave periods to the nearest 0.1 second. The slope contours are
labeled with the maximum value based on a sinusoidal shape, and the 25-degree value
corresponds to an aspect ratio (crest-to-crest length)/(height) of 5.7. An actual aspect
ratio of 7 has been stated to be the theoretical minimum for stable gravity waves, and

110



NRL REPORT 6641

ratios for most "reconstructed" waves are seen to exceed this limiting value, although
a few do not in the higher wave samples.

The plots for three different samples on April 26 show the shift in distribution as
the waves build up under the action of a moderate wind. In the first sample, Fig. 70,
although the waves are all very low, a substantial proportion have lengths that the radar
can resolve, and these long waves are at least as high as the shorter waves that cannot
be followed accurately. The result is that a visual comparison of radar and wave-staff
records gives the impression that the radar profile is reasonably accurate. In the second
and third samples, Figs. 72 and 74, on the other hand the proportion of waves that can
be resolved is much smaller, and these waves are lower than many shorter, steeper
waves. Under this condition the correspondence between radar and wave-staff records
is relatively poor. On April 27 and April 28 the correspondence between radar and
wave-staff records is much better than for the last samples, on April 26, and this
would be expected from the nature of the wave distributions shown in Figs. 76, 78, and
80. The distribution of Fig. 76 displays a more nearly uniform range of slope values
at all values of height than that for any other sample, so that length and height values
trend upward together, and waves large enough to be prominent in the record are in
most cases also long enough to be accurately resolved. It may be noted that the method
of scaling used biases the distribution somewhat against the longer and higher waves,
since one of these may be broken up into two or more shorter or shallower waves in
the tabulation. Thus, the length-height plots give a somewhat pessimistic picture of the
extent to which a given wave pattern can be followed by the radar.

The general nature of the water surface is shown in some cases by the photographs
presented in Fig. 81. The scale of these vertical views was established from the angle
of view of the camera lens and also with reference to objects of known size in some
pictures (such as the wave-staff electronics case). The circle which is inked on these
photographs represents the half-power diameter of the radar patch, and the actual
observed wavelengths can be compared to the patch size in these pictures.

Most of the data samples in the figures have been presented in chronological order,
and the figures are largely self-explanatory. A brief log of the various exercises is
given below.

April 14, 1965, Figs. 51 and 53 through 56. Winds were light and variable in the
region of transition between very low radar scintillation and a typical moderate-wind
level of noise. Waves were never much over 0.5 ft in height and were generally lower.
Modulation indexes of 87, 50, 30, 16.5, and 8.6 were used.

April 18, Figs. 57 through 61. Winds were moderate at the start, then died down to
a dead calm and remained below 4 mph for the remainder of the exercise. The longer
waves remained relatively constant in height and exceeded one foot at times. Modulation
indexes of 87, 50, 30, 16.5, and 8.6 were used.

April 20, Figs. 62 through 65. Winds were moderate throughout the exercise varying
between 10 and 17 mph. Wave conditions were relatively constant, with heights exceeding
one foot. Modulation indexes of 87, 50, 30, 16.5, and 8.6 were used.

April 25, Figs. 66 through 68. Winds were light at the start of the exercise and
increased gradually to 13 mph while the records were made. Waves of longer periods
first decreased in height, and then built back up to about the same maximum height of
around 0.5 ft. Modulation indexes of 87, 50, 30, and 16.5 were used.

April 26, Figs. 69 through 74. Wind speed registered zero at the start of the exer-
cise, then increased gradually to a maximum of 13 mph. Fairly long, low swells were
present at first with short-period, wind-driven waves building up to over 0.5 ft at the
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end of the exercise. A modulation index of 50 was used in all the examples shown.
Histograms of calculated wave lengths and radar depths as well as height-length plots
are included in the series of figures for this date.

April 27, Figs. 75 and 76. Winds were relatively high on this date, exceeding 33 mph
at the end of the exercise, the highest speed reached during any data-recording period.
Waves at times reached heights of 2.5 ft and were among the highest recorded during
any Bay Bridge exercise. A modulation index of 50 was in use when the example shown
in Fig. 75 was recorded. A histogram of calculated wave lengths and radar depths and
a height-length plot are given in Fig. 76. In the radar depth histogram, the depth inter-
vals for each bar of the graph are twice as large as in the other histograms shown.

April 28, Figs. 77 through 80. Winds were fairly steady and moderate throughout
the exercise, remaining within the range from 10 to 16 mph. Wave conditions were also
relatively stable, and some waves exceeded 1.5 ft in height. Modulation indexes of 50,
30, 16.5, and 8.6 were all used. A histogram of calculated wavelengths and radar depths
and a height-length plot are given in Fig. 78. Four histograms are shown in Fig. 80.

Two of the data samples for the April 14th exercise deserve special comment.
Figure 53a shows recordings of long, low swells during an interval of very light winds.
These swells were intermittent in nature and were apparently gerjerated by ocean-going
ships passing in the main channel under the Bay Bridge 2250 yards to the west of the
radar installation. The chart speed was reduced to 0.1 div./sec during this time, and
the waves shown have periods ranging from 3.6 to 6.5 sec and calculated lengths from
66 to 216 ft.

Figure 53b shows a data sample taken a few minutes after the sample of Fig. 52a
when the wind had increased slightly, and shows the sudden transition in the radar noise
pattern which can occur under these circumstances.

Applicability of the Interferometer Discriminator
Multipath Theory to the Bay Bridge FM-CW Radar

Derivation of the basic theoretical results for the FM-CW balanced interferometer
radar is based on the following assumptions:

1. The system transmits a wave having pure frequency modulation impressed on
the carrier, and the modulating function is a single-frequency sinusoid.

2. The frequency discriminator is a perfectly balanced interferometer driving
detectors which are perfectly matched and have exactly square-law action.

3. There are no significant internal multiple paths or phase-versus-frequency
anomalies in any part of the microwave assembly.

4. Any amplification which takes place ahead of the discriminator is linear, so that
no compression or amplitude limiting occurs for the modulation frequency.

5. The discriminator is followed by a limiter and phase-bridge combination sensi-
tive only to the phase of the fundamental modulation frequency component of the signal.

Design specifications and bench tests indicate that the system did not depart signifi-
cantly from the ideal with respect to assumptions 4 and 5. The modulation was, however,
known to be slightly imperfect, and the discriminator and crystals may have been slightly
unbalanced. Modulation imperfections arise because of a slight variation of BWO power
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with frequency and a slight nonlinearity of the frequency versus electrode-voltage
characteristic. In addition, there was some nonlinearity in the modulator at the highest
deviations used. The amplitude modulation generated by the BWO was estimated to be
less than 10 percent at maximum deviation. The harmonic distortion in the modulator
was mostly second harmonic and was about 5 percent at the maximum deviation and
much smaller at all lower deviations. Discriminator unbalance was not measured pre-
cisely for the Bay Bridge components, but later measurements have led to the estimate
that detector outputs probably differed by no more than 10 percent.

In view of the selection of the fundamental frequency component of the modulation
by bandpass postdetection amplifiers, it is difficult to see why small percentages of
harmonic modulation would alter the result. Bench tests with the multipath simulator
showed no significant changes when modulator harmonics were suppressed by a filter,
and it therefore seems safe to conclude that this effect was not significant in the field.

It is not so obvious that residual AM is unimportant, and it was difficult to check
this point experimentally by eliminating all significant amplitude effects. However,
deliberately adding additional in-phase AM did not cause any marked increase in simu-
lator range errors. It should be noted that while the AM introduced by the amplitude-
frequency characteristic of the BWO may include harmonic terms, the fundamental term
can have no quadrature component, and the total AM envelope must possess mirror
symmetry about the zero-crossings of the FM envelope. This follows from the fact that
the BWO characteristic has no appreciable "hysteresis." That is, essentially identical
power outputs occur at a given electrode voltage, whether the frequency is being swept
up or swept down at a given moment.

In order to explore AM effects further, the theoretical analysis was expanded to
include the cases of both fundamental and second-harmonic AM of the mirror-symmetrical
kinds. The results of these calculations showed that the amounts of AM which could
have conceivably existed in the field system would have had no significant effect on the
multipath range noise.

The question of discriminator unbalance was also checked theoretically. In this
case it was found that unbalance caused the range errors for particular rf phase rela-
tionships to be slightly different, but that the overall limits of the error excursion did
not change significantly for any amount of unbalance that could have existed.

The question of internal multipath effects and phase characteristics is perhaps the
most difficult to resolve fully. At the time of the Bay Brdige experiments the role that
internal characteristics could play was not fully appreciated, and not all of the micro-
wave components used were completely evaluated experimentally. During work with the
multipath simulator it was found that range errors generated by varying rf phase in a
two-path simulation could be increaSed if the recombined signal was split again and
subjected to a second two-path transmission, where the differential delay was appreci-
able but the rf phase relationship was fixed. Thus a sufficiently severe internal reflec-
tion or sufficiently high phase-versus-frequency slope could modify the range noise
level generated by target scintillation, even though no time-varying changes occurred
in the internal phase relationships. The generally good agreement obtained between
theory and waveguide simulator results show that these effects must be small when
standard components of good quality are assembled with ordinary care. The items used
at the Bay Bridge were of similar quality but were not individually identifed in the case
of all waveguide bends and straight sections, and in the case of all of the coaxial cables
used to interconnect the traveling-wave tubes. The coaxial cables were later found to
be the poorest and most variable components from the standpoint of VSWR, and the Bay
Bridge radar may have been somewhat poorer than the waveguide simulator from the
standpoint of the level of internal reflections. However, even the poorest of the components
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measured could not ordinarily have accounted for an appreciable modification of the
results by this mechanism. Thus it would have required some unusual combination of
circumstances to make internal multipath phenomena significant at the Bay Bridge.

The best conclusion that can be reached at the present time is that the Bay Bridge
FM-CWradar did not depart from the theoretical assumptions in any experimentally
significant way.

Explanation of the Observed Range Noise
in Terms of the Two-path FM-CW Theory

The various ways in which target scintillation-range noise may arise have been
touched on elsewhere in this report. They may be summarized briefly as follows.

In the first place, the desired signal may fade due to scintillation to the point where
the receiver output is affected by signal arriving over a weak stray path. The stray
path may not involve the target at all, or it may involve the target and some other
reflecting or scattering structure. Stray paths are evidently a practical limitation
rather than an unavoidable theoretical one, but in view of the wide ranges of fading
which have been observed the limitation may be a very real one. Secondly, the depth
of the target in range may be exaggerated during multipath cancellations to produce range
offsets larger than the physical extent of target. This effect is unavoidable, since the
illuminated patch in the wave-profiling application always has appreciable depth, and the
system must therefore be designed to keep range errors generated in this way within
acceptable limits. In the third place, multiple scattering or reflection within the illumi-
nated patch may create signal paths having greater delays than those represented by the
target depth in range. In the most likely case involving a sequence of only two reflections
or scatterings, an upper limit would be placed on these delays by the effective diameter
of the patch.

The application of the idealized two-path theory to the real target case must obviously
be made with the realization that the physical situation is in general vastly more com-
plex. However, the theory appears to offer a useful insight into real target behavior in
spite of the simplification that it represents. The following reasoning has been used.
The sort of amplitude scintillation observed indicates that the illuminated patch on the
water behaves as though it were composed either of a relatively small number of ran-
domly phased scatterers or of a more or less uniformly illuminated sheet distorted in
depth by the wave motion. The target never behaves as though it were composed of a
very large number of randomly phased scatterers, even though the capillary-wave struc-
ture creates such a large number of potential points of reflection within the illuminated
patch. Given this observed behavior of the target, it would not appear extremely
improbable for the reflected signal to reduce to a two-path situation occasionally. Thus,
any type of range error which was permitted by the two-path theory would be expected
to occur at times, and the fact that it never occurred could be taken as evidence that the
assumed path delays or amplitude ratios were not physically possible.

In the case of multiple paths, each involving a single reflection at the target, it seems
likely that the two-path theory applied for the various possible physical depths would
yield the worst possible range errors. Here, the addition of other paths having inter-
mediate delays to a basic two-path configuration would be expected to reduce rather
than exaggerate the error. In the case of the multiple reflection or scattering mecha-
nism which has been suggested, another degree of complexity exists, and application of
the two-path constraints is probably not as well justified. On the other hand, where
definite stray paths involving measurable physical distances are involved, application of
the two-path theory seems quite straightforward.

150



NRL REPORT 6641

Proceeding to consideration of specific features of the Bay Bridge data, reference
will be made to a number of the figures in the section on two-path theory. As discussed
in this section, the parameters involved are the differential range delay, the amplitude
ration and the modulation index of the FM-CW radar. Since the modulation frequency was
always the same (2.215 Mc/sec), specification of the index amounts to specification of
the frequency deviation, which is actually the more fundamental parameter. The specific
values of modulation index used in the selected figures are identical to those used in the
field, within the limits of experimental accuracy.

The most serious range noise observed at the Bay Bridge took the form of increasing-
range spikes which could have high amplitudes, and this phenomenon will be analyzed
first. According to two-path theory, large increasing-range excursions may be produced
in three basic ways. First, the physical depth of the target during a near cancellation of
approximately equal signals may become exaggerated. Second, the desired signal may
fade to a level close to that of an appreciably longer path having a differential delay at
least comparable to the observed range delay error. Third, the desired signal may fade
to the point where a still weaker but very much longer path having a delay many times
the observed error can affect the receiver.

Referring to Fig. 9 and Figs. 82 through 86, it is seen that the range errors pre-
dicted for the first mechanism of near cancellation of strong signals do not fit the
observed facts. In the first place, errors as large as those observed (over 8 nsec
range delay) cannot be produced by any two-path combination involving a physically
possible target depth and any amplitude ratio whatsoever. This is true at all of the
modulation indexes used. In the second place, such errors as are predicted would have
a comparable if not exactly equal probability of occurring in the decreasing-range direc-
tion, whereas the records show no upward spikes comparable to the large downward
spikes under discussion. The largest value of the amplitude ratio, b, that is shown in
this series of figures is 0.98, but the peak range delay reached by the out-of-phase, or
0 - 7, envelope in this case is essentially the largest that can be produced. The range
offset passes through zero and changes sign at b equal to 1.0. If this value is substituted
into the equations, an offset of zero at zero target depth is calculated, and for finite
target depths the out-of-phase envelope coincides with the in-phase envelope. The
change of sign at b equal to 1.0 is apparently a discontinuity, however, so that when b
differs from unity by any finite amount a maximum delay very nearly that seen in the
figures at b equal to 0.98 becomes possible.

The reasoning concerning the second possible mechanism is somewhat more com-
plex and goes as follows. We must first consider how a path delay of 8 nsec or more,
representing a travel distance of about the same number of feet, could arise, keeping in
mind that the signal level must be comparable to that of the total received signal during
a fade. The propagation experiments with absorbing pads would seem to virtually rule out
the existence of such a path involving the laboratory structure at a level this high, so that the
only likely mechanism appears to be a multiple reflection at the water surface. In order
to create a differential of eight or more feet, the signal would either have to be redirected
at more than two points, or the path would have to involve points well outside the four-
foot half-power circle of the illuminated patch. Both of these mechanisms would appear
only to offer the possibility of a very weak signal, but they cannot be entirely ruled out
on the basis of present knowledge. If we assume that the necessary long delay can exist,
we must then examine the behavior of the two-path error versus the modulation index.
Figure 12 and Figures 82 through 86 provide this information, and it can be seen that the
theory predicts nearly equal errors at all of the modulation indexes in use. At first sight
this appears to be in conflict with the observation that range errors of this sort become
less probable as the index is increased. This conflict may be explained by recalling
that these errors always occur during a deep fade and noting the observed fact that deep
fades in themselves are less frequent when the higher indexes are in use.
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However, there is another discrepancy which is difficult to account for and seems
to be strong evidence that the large increasing-range errors do not arise from com-
parable path delays. As mentioned in the preceding discussion, it has been consistently
observed that decreasing-range spikes have a very low rate of occurrence and are
restricted to a low amplitude (a range of no more than 1.5 nsec) when operating with a
modulation index near 50. This has been true under all wind and wave conditions. Refer-
ring to Fig. 85, we see that with an intermediate path differential of about 5.3 nsec a
decreasing-range displacement of 1.8 nsec can occur. This maximum value is produced
only at an amplitude ratio close to 0.5, but comparable errors occur over a range of
ratios. We may note further that this maximum decreasing-range error is produced
when the rf carriers are in phase, o = o, so the signals involved are reinforcing each
other. Additive signals may also produce increasing-range errors, but for an 8-nsec
delay to produce an 8-nsec spike the desired signal must fade to a level somewhat below
the level of the delayed path, or at least 6 db farther down than for a maximum decreasing-
range error. Assuming that 8 nsec or greater delays can be produced, it seems vir-
tually certain that smaller delays would be much more probable. We thus have a case of
the sort postulated at the beginning of this discussion, where the errors permitted by
two-path theory are in fact never observed. While one might not attach great significance
to the difference between the predicted maximum of 1.8 nsec and the observed 1.5 nsec,
the discrepancy between the expected rate of occurrence (greater than that for increasing-
range spikes) and the observed rate (very much lower) seems to defy explanation. The
most likely inference appears to be that significant signals with path differences of the
order of 5.3 nsec virtually never occur, and, because the mechanism is assumed to be
the same, significant signals having longer delays are also virtually prohibited. The
conclusion to be drawn from these arguments is that the large increasing-range spikes
that occur so consistently cannot be convincingly explained on the basis of our second
hypothesis of secondary paths having delays comparable to the errors.

The remaining two-path hypothesis is that of a relatively weak signal arriving over
a path having a relatively long delay. The possibility of one such path has already been
discussed and the geometry illustrated in Fig. 48b. In this case the delay would be
close to 125 nsec, representing nearly 90 degrees of phase shift at the modulating
frequency. The range errors that are predicted by the two-path theory are shown in
Fig. 87.

Note that although the range error falls to a relatively low value at some point on
each of the envelopes, it is not generally possible to take advantage of this fact by
choosing a critical modulation index. This is true because the location of the critical
points is actually a function of a product involving both the path delay and the frequency
deviation, which is in turn proportional to the modulation index at a given modulation
frequency. This point was discussed in the section on theoretical analysis, and is
illustrated by Fig. 9 of that section for the cases of shorter range delays. At the Bay
Bridge, where the most likely long stray path evidently involved a reflection from the
target area on the water surface, the path delay could have changed by more than enough
to shift the long-path error from a minimum to a maximum. Only in the case of a very
stable path involving structure alone could the range-error plots for a long delay be
traced out experimentally by varying the modulation index. This was never possible
at the Bay Bridge site.

Assuming that the maximum errors indicated in the figures can occur at any nearby
index, it will be seen that the observed increasing-range offsets can be accounted for
if it is postulated that the desired signal fades to a level about 10 db above that of the
stray path (an amplitude ratio of about 0.3). There is also a downward trend in the
error for a given ratio as the modulation index is increased, although it is not as pro-
nounced as the trend in the experimental data. The tendency for the rate of occurrence
of deep fades to decrease at the higher indexes could account for the greater observed
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noise reduction. This hypothesis is not in conflict with the observation of small and
infrequent decreasing-range errors at an index near 50, since no long path amplitude
ratio can produce such errors in excess of about 0.8 nsec, and these occur over a more
restricted range of amplitude and rf phase relationships than do larger increasing-range
errors. We are thus led to the conclusion that the large increasing-range errors which
often represented a substantial part of the total range noise were very probably caused
by a long stray propagation path.

The possibility of a stray-path signal such as that assumed here was considered at
the time that data were being taken at the Bay Bridge, but short of covering a substantial
part of the underside of the laboratory with absorbing material no effective remedy could
be conceived. The feasibility of doing this was considered, but in view of the difficulty
involved and the limited time available it was eventually decided not to attempt the treat-
ment. As mentioned earlier, an airborne wave-profiling system would be expected to
suffer to a much smaller and perhaps a negligible extent from the contributions of stray
paths of this sort.

Another very consistent experimental observation was the appearance of frequent,
fairly large (2 to 3 nsec) decreasing-range spikes when the modulation index was
increased from 50 to the vicinity of 87. The effect was observed under all radar operating
conditions and all wind and wave conditions throughout the entire exercise. Upon review-
ing the two-path range-delay curves, in Figs. 12 and 13 we find that only for a shorter
secondary stray path, which would change the sign of the amplitude ratio b and give range
delays of sign opposite to those plotted, does the theory predict decreasing-range errors
of the magnitude observed. However, it seems impossible for a path shorter than the
desired range by only 2 or 3 nsec to have existed during all of the wave conditions under
which the effect occurred. When much shorter paths, having correspondingly greater
delay differences relative to the desired signal path, are considered, the predicted trend
of the range errors versus the modulation index does not fit the experimental facts. For
such paths as might be conceivably be introduced by direct leakage between antennas or
reflections from gondola structure, the differential delays are so large that the range-
error curves would have numerous maxima and minima, similar to those seen in Fig. 87
for a delay of 125 nsec. In these cases the maximum possible range error would vary
only slightly as the index changed from 50 to higher values, and this would be true even
for the 10 to 12 nsec shorter differential that would exist for a reflection from wave-staff
hardware.

After examining the range-delay curves for 2 to 4 nsec longer path differentials,
such as could be produced by a horizontal skip, we find that the trend of the range delay
versus modulation index does follow that observed. At an index of 50 for delays between
1.8 and 3.7 nsec, no decreasing-range errors are possible, and only an error of about
0.5 nsec can be generated by smaller delays. At an index of 87, on the other hand,
decreasing-range errors are possible over this same range of delays. The maximum
error occurs for an in-phase or additive condition and an amplitude ratio of about 0.5,
with the longer path the weaker. Since it is observed that the signal commonly fades to
a path loss of 45 to 50 db when maximum decreasing-range errors are produced, the
mechanism discussed does not seem highly improbable. The fact that signal addition
rather than cancellation is involved would increase the likelihood that the resultant
would be strong enough to override the desired signal.

The reasoning just given shows that the trend of decreasing-range errors versus
modulation index can be predicted on the basis of two-path theory and a not unlikely
physical mechanism. The magnitude of the predicted error, however, falls short of
the observed value by a factor of about 3 to 1. The maximum predicted error is just
about 1 nsec, while errors of over 3 nsec are observed, although values of 2 to 2.5 nsec
are more likely. Errors of over 3.5 nsec appear to be either impossible or highly
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improbable, so that there is an effective upper bound on the magnitude of the larger
observed error just as there is on the smaller computed error.

Since the index of 87 represented the maximum that was used, it is reasonable to
ask whether or not errors were being generated or exaggerated in the microwave com-
ponents of the radar. In an attempt to answer this question the microwave multipath
simulator was set up using the same modulator and essentially the same TWT and rf
discriminator lineup that was used during one series of exercises at the Bay Bridge.
However, no decreasing-range errors of the magnitude observed could be produced at
a modulation index of 87 by any two-path simulation. No peculiar behavior was
observed as the index was increased from 50 to 87, and the results agreed closely with
the two-path theory. Thus, all the evidence available indicates that the effect is a valid
experimental finding.

In an attempt to explain more fully the experimental results, equations were set up
for a limited number of three-path cases. Since the primary fading mechanism seems
to be one of interference, it is not unlikely that the residual signal from a cancellation
of two strong paths would be combined with a third delayed weaker path. Errors were
calculated following this assumption, using both small delays of the order of magnitude
of the target depth and intermediate delays of the order of magnitude of the patch
diameter. The range-delay errors that result in the cases of some specific three-path
configurations have been shown in Figs. 19, 20, and 21 of the theoretical discussion.
These figures are plotted according to the same format as Fig. 9, which illustrates the
two-path case. The trends of the errors are similar in many instances for the three-
path and two-path cases, and the maximum decreasing-range error is virtually the
same except in the plots of Fig. 20. In this case, one of the three paths was assumed
to be slightly shorter than the desired range and another slightly longer. In the Bay
Bridge situation it seems impossible to account for the existence of a shorter path
having the required differential of about 3 nsec, and the experimental data have thus not
been fully explained up to the present time.

At the lower modulation indexes used, all of the observed range errors fall within
the range of magnitudes allowed by two-path theory when the various multipath mecha-
nisms are considered together. In many cases more than one physical mechanism could
theoretically have accounted for a given range-noise effect. For example, either a long,
weak, stray path or a cancellation involving only the target depth could account for
decreasing-range errors of several nanoseconds at the two lowest indexes used. Under
these circumstances it does not seem possible to draw any firm conclusions as to the
minimum frequency deviation needed for acceptable results under conditions where all
stray paths had been made negligible. However, on the basis of the two-path theory it
would seem reasonable to use a frequency deviation of at least 50 Mc/sec. For sub-
stantially lower values exaggeration of the target depth can become appreciable. At the
deviation of 36.5 Mc/sec (modulation index of 16.5) used in plotting Fig. 83, fractional
nanosecond depths can be exaggerated to give range offsets of ±2.5 nsec or ±1.25 ft of
height outside the physical extent of the target. Where wave heights of the order of 1 ft
are to be recorded, it would seem wise to avoid errors of this magnitude, even though
much of the noise energy can be removed by judicious filtering. At a deviation of about
66 Mc/sec (modulation index of 30) the maximum possible offset is ±1.4 nsec, or ±0.7 ft
of height, which seems more acceptable.

Possible Improvements in the Wave-Profiling Techniques
Used at the Bay Bridge Facility

Although the Bay Bridge FM-CW radar was not in any sense the prototype of an
optimum system for field use, no significant deficiencies in the performance of the radar
itself could be found. Thus, it is believed that improved wave-profiling performance can
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be brought about only by an improved installation with respect to stray-path control or
by changes in system specifications or techniques. Aside from the elimination of all
significant stray-path signals, the following additions or changes might be considered.

1. As mentioned in discussing the Bay Bridge data, the use of amplitude gating
appears to offer a means of substantially reducing range errors, especially those due to
weak, long stray paths. Amplitude gating at the Bay Bridge would have given improved
results on most if not all occasions without any other change being made in the system or
in installation geometry.

2. Taking the trend of the observed data together with the predictions of the two-
path theory, it seems likely that some further reduction in range noise could have been
obtained by using still greater transmitted bandwidths. There is reason to hope that
increasing-range noise would have been further reduced as the bandwidth was raised and
that eventually decreasing-range spikes would have been reduced as well. However, this
method may not represent the most economical way of attacking the problem.

3. It is possible that the use of predetection hard limiting, such as is accomplished
in normal reception of FM broadcast transmissions, would improve results, but this
assumption cannot be taken for granted. The two-path range errors for the balanced-
interferometer system and the ideal limiting receiver can be compared by examining Figs.
88 through 91 and referring back to the section on theoretical analysis, Fig. 22. The
well-known strong-signal capture effect is evident at the higher modulation indexes for
the target depth of 3.0 nsec in all of the figures illustrating the ideal limiter case, and
the ideal receiver would thus have an advantage in minimizing errors caused by weak
signals having relatively long delays. Note, however, that should the desired signal ever
fade below the level of the delayed path, the apparent range would instantly jump by the
full amount of the delay, which would represent less desirable behavior than that of the
interferometer receiver. As the differential delay is reduced, larger and larger band-
widths are required to effect capture, and for the delays represented by typical target
depths in range the bandwidth is probably impractically large. To effect capture where
the differential delay is 0.5 nsec would require six times the maximum experimental
bandwidth, or about 3,000 Mc/sec. Note also that the required bandwidth is virtually
unchanged over the full range of amplitude ratios from 0.5 to 0.98 that is displayed in
the figures. With less than perfect limiting, the bandwidth required for capture would
be expected to increase for ratios near unity.

For the range of modulation indexes below the capture region, the errors produced
by the ideal receiver exceed those that occur with the interferometer. The significance
of the difference may be judged by recalling that all negative range offsets, here plotted
in the decreasing-range direction, are actually outside of the physical extent of the
target and may be projected in either direction when the amplitude ratio can be inverted.
Thus an offset of minus unity, or one target depth, actually means a possible exaggera-
tion of the physical extent by a factor of 3 to 1. Referring again to Figs. 88 through 91,
it can be seen that the bandwidths needed to avoid significant exaggeration of shallow
targets are very much larger in the ideal receiver case. The conclusion that is reached
on the basis of two-path theory is that the ideal receiver responding only to the instan-
taneous frequency as defined by the rate of change of the rf phase, offers improved
results under some conditions but far poorer results under other conditions when prac-
tical transmitted bandwidths are used.

In the case of the more complicated real target, it is possible that the degradation
in the shallow-target case will be less marked, and it is also possible that the capture
effect will not bring about the predicted improvement in the case of longer delayed paths.
Here the circumstances may be analogous to those encountered by Arguimbau and his
associates (12) when using a nearly ideal FM receiver for communication over an
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ionospheric path. In this case it was found that in general there was no single path over
which a sufficiently predominating signal arrived, and the capture mechanism could not
operate to recover an undistorted modulation. The ocean-wave-profiling situation may
well be similar.

4. Where large differential delays are involved, a range-discrimination capability
would help to control errors. Such delays might occur due to a direct leakage of energy
between antennas or through a duplexer or because of a twice-range double reflection.
In either case the differential would be equal to the range delay for the operating height.
An FM-CWsystem of the sort used at the Bay Bridge has no inherent range resolution,
but this could be provided by a frequency-tracking filter, as suggested by Morrow (25).
In other types of FM-CWranging systems, range discrimination can be provided in vari-
ous ways by signal processing.

5. There is a definite possibility that circularly polarized radiation would help to
control some types of scintillation noise by reducing the depth of fading of desired signals
or by weakening delayed paths involving multiple scattering or reflection. A further
extension of this line of investigation would be the use of some form of the polarization
diversity discussed by Allen (28).

6. Various methods for compensating or correcting multipath distortion have been
described in the literature in connection with communications systems (29-32). These tech-
niques are based on the examination of the received signal and the recognition that distortion
has occurred in view of the a priori knowledge available about the transmitted signal.
Such distortion would be evident, for example, if amplitude modulation were to appear on
the received wave when pure FM had been transmitted, if the received modulation spectrum
were broader than had been transmitted, or if pulse shapes were distorted in a pulse-code-
modulation link. Having recognized the nature of the distortion, the system then attempts
to repair the damage by some form of corrective linear signal processing, possibly using
a model of the transmitted signal as a reference. In the case of single-tone pure FM,
one might attempt to correct for AM on the received wave and at the same time eliminate
any harmonics of the modulation frequency that appeared. If the multipath configuration
constantly varied as it does in wave profiling, the corrective processing would also have
to be constantly varied. It cannot be said that these techniques would not be of some
value in the wave-profiling case, but the problem appears to be inherently more difficult
to solve than the usual communications problem. In the first place, the distortion of the
received wave may be so slight as to be difficult to observe. In the case of exaggeration
of the depth of a shallow target, the range offset may be significant while the amplitude
modulation is very small and the amplitude of harmonics of the modulation frequency is
very low. In the second place, it is by no means certain that correcting the observable
defects in the signal would simultaneously correct the small fundamental-frequency
phase shifts that are the significant errors in the wave-profiling case. In analyzing the
effects of bandpass networks on a frequency-modulated wave, it has been found that
approximate theories which successfully predict harmonic content fail to predict accu-
rately the phase shift of the fundamental (33). This outcome suggests that a filtering or
processing technique which corrected harmonic distortion to a certain degree could not
be depended upon to correct phase or range errors to the same extent. Only further
analysis or experiment could settle this point definitely.

To summarize the improvements that might be made while adhering to the same
basic type of FM-CWradar, we can say that the use of amplitude gating appears to offer
improved performance in virtually all situations, including the existence of unavoidable
long stray paths. This technique should be made available in any future experimental
system.
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Greater transmitted bandwidths than have yet been used may be advantageous and
should be tried if possible. Only field experience can determine the benefits that can
be obtained.

The overall advantage, if any, of using predetection limiting is not clear-cut. Theory
indicates that in the two-path case performance would be improved under some circum-
stances but markedly degraded in others. The complexity of the real target may prevent
both the predicted improvement and the predicted degradation from occurring. Again
only field work can provide the final answer.

Some range-resolution capability would be an advantage and should be provided, if
feasible. It will not be needed if all stray signal paths can be made insignificant.

Use of circular polarization or polarization diversity offers a possibility of a further
reduction of scintillation noise at its source, and the final word on the wave-profiling
problem cannot be said until these techniques are tried.

The use of corrective processing or signal repair does not appear to be an attractive
technique in ocean-wave profiling at the present time. In view of the complexity of the
instrumentation needed, the lack of any body of information on which to base the straight-
forward design of the corrective signal processor, and the lack of evidence that the best
possible corrective processing would actually reduce ranging errors, it is felt that the
other system changes mentioned should be given first attention.

Significance of the Bay Bridge Results
in Ocean-Wave Profiling

Although the operating conditions of an airborne ocean-wave profiling system will
differ in some respects from the Bay Bridge installation, many of the experimental and
theoretical findings should be applicable. In general, the results obtained are grounds
for considerable optimism about the use of microwave FM-CWradar for ocean-wave
measurement. At the Bay Bridge facility, in spite of stray propagation paths that
apparently contributed to the range noise observed, it was generally possible to obtain
useful wave profiles when waves were only 0.5 to 1.0 ft high. If comparable results can
be obtained over the ocean, even considering the resolution limit of a larger illuminated
patch, then ocean-wave data satisfying all ordinary oceanographic requirements can be
recorded. An estimate of how nearly comparable results might be in the two situations
might be made by considering those parameters which will necessarily differ.

The airborne system will operate at a greater range from the water, probably about
500 ft instead of 62 ft, and the illuminated patch will very probably be larger, perhaps
three or four times the Bay Bridge half-power diameter of 4 ft. Thus a more sensitive
receiver will evidently be needed, but this improvement should not be beyond the state of
the art. The larger patch may change the scintillation pattern somewhat, and if the car-
rier frequency is raised to permit the use of smaller antennas, a further change may take
place. However, these changes would not be likely to alter the fundamental nature of the
scintillation phenomena and may actually be for the better, as they may tend to result in
higher scintillation rates relative to the wave-profile frequencies, permitting more effec-
tive filtering of range-noise spikes. The greater operating range will almost certainly
make a stray path involving a double reflection between the aircraft and the water very
much weaker and probably negligible in comparison to the desired signal. This was
apparently not always the case at the Bay Bridge.

A further change in the character of the target scintillation may result from the fact
that the wave pattern is being scanned at a velocity that is high in most cases compared
with the wave-propagation velocities. This in effect gives waves of all lengths nearly
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the same effective velocity relative to the radar patch, whereas the true velocities as
seen by a fixed wave staff are much higher for the longer waves. As- a consequence,
more ripples and small wavelets will be seen by the airborne system during the time
that a large, long wave is being scanned. As in the case of an increased patch size, this
difference would not be expected to change seriously the nature of the scintillation that
could occur, and if there were any change in the relative rate of fading it appears in this
case also that it would increase, causing a further reduction in the extent to which the
scintillation noise spectrum overlapped the wave-profile frequency range.

In the airborn- profiler, direct local leakage and stray paths involving local struc-
ture, which were evidently not a factor at the Bay Bridge, will become more significant
as they compete with a weaker desired surface reflection. These effects may be mini-
mized by the choice of a modulating frequency that will place the envelopes of the princi-
pal leakage paths out of phase with the desired signal envelope. Errors may, however,
be nulled exactly only for one path length and for one operating altitude, so that every
effort needs to be ma"' to keep stray signals at a low level. Experience at the Bay Bridge
indicates that a solution of these problems should be possible.

The increased size of the illuminated patch will increase the possible differential
delays which the target can generate. The depth of the target area in range should not
be a serious matter, since these delays will still bear much the same relationship to the
range delays represented by the profile of the larger waves which the larger patch can
resolve. Since the delays are longer on an absolute basis, it will take a smaller fre-
quency deviation to avoid exaggeration of the physical depth, according to the two-path
theory. The possibility of much longer stray paths involving a horizontal skip is a more
serious consequence of a large illuminated patch, since the length of these paths is not
related directly to the wave height, and it will sometimes be desirable to measure waves
only a foot or two in height even in the ocean. In this case the size of the patch would be
much larger relative to the profile heights than it was at the Bay Bridge, and errors
comparable to the patch size would be correspondingly more significant. The Bay Bridge
data strongly suggest, although they do not rigorously prove, that differential delays of
this sort can occur. If this is indeed the case, then these delays rather than the depth
of the target in range may limit the performance of the ocean-wave system. Two-path
theory indicates that use of a sufficiently large frequency deviation will insure that range
errors will not be significantly greater than a fraction of the path length governed by the
amplitude ratio, according to the factor k = b2/(1 + b2), where b is the amplitude ratio. At
smaller frequency deviations the errors may exceed k, and in this region there will be
a most favorable and a least favorable frequency deviation, depending upon the predomi-
nant path delay. The Bay Bridge results show larger errors than the theory predicted
under some conditions. These errors represented range delay only slightly smaller
than the delay for the half-power diameter of the patch, whereas theory predicted about
one-third this value. Thus one cannot place too much confidence in quantitative prediction
where this target mechanism is in operation. In any case, if horizontal skip does occur,
large range offsets are possible during even a moderately deep fade, and some form of
amplitude gating may be necessary to cope with this problem.

CONCLUSIONS

General Findings

The overall conclusion, reached on the basis of the theoretical and experimental
studies reported here, is that microwave radar offers a means of obtaining ocean-wave
profiles that are accurate enough to fill all ordinary oceanographic needs. The radar
system must, however, be carefully designed, with all of the effects of the inevitable
target scintillation given the proper consideration. In order to reduce the magnitude of
the scintillation range noise to an acceptable level, it appears necessary to employ a
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broad transmitted spectrum, probably extending over a bandwidth in excess of 100 Mc/sec.
It does not appear possible to alter substantially the spectrum required in a given wave-
profiling situation by any manipulation of the other radar system parameters, although the
exact bandwidth needed for optimum results may depend somewhat on the waveform trans-
mitted and on the type of signal processing used in the receiver.

The experimental work has in particular demonstrated the feasibility of using a suf-
ficiently broadband FM-CW system for precise range measurements over water, and it
has been concluded that a successful airborne all-weather wave-profiling system could
be based on this concept. No attempt has been made to prove that the FM-CW approach
is the optimum one under all circumstances, since other techniques are clearly applicable.
The use of a pulse system having a sufficiently short pulse available is one of these, and
the final choice would obviously involve both economic and technical considerations.
However, when radar systems representing roughly comparable engineering investments
are considered, there appears to be no technique which is clearly superior to the FM-CW
system which has been analyzed.

Of the wave-profiling techniques not involving radar, the only promising one appears
to be an optical system based on modulated laser ranging. The ultimate accuracy that
such a system could achieve would depend in part on the extent of optical penetration of
the surface interface and also on the amount of beam broadening needed to avoid excessive
loss of the received signal owing to reflection from tilted wave facets. No data have yet
been released that would permit radar and laser accuracies to be strictly compared
under open ocean conditions. Assuming that profiling accuracy was comparable and
adequate for both systems, which may well be the case, choice would be dictated by air-
craft installation problems, economic considerations, and the importance of the all-
weather capability of the radar.

Suggested Specifications for an FM-CW
Wave-Profiling Radar System

In view of the observations made at the Bay Bridge, it is recommended that an FM
radar intended for general ocean-wave profiling tasks have the following characteristics.

1. The receiver sensitivity and dynamic range should be calculated to be adequate
under these assumptions:

a. The maximum signal may be less than 3 db below the signal for a specular
reflection at the water surface, but will more commonly be 10 or 15 db below this level.

b. The minimum signal during a brief fade may be as much as 35 db below the
maximum, and fading over a range of 25 db will always occur.

c. Residual effects of signal-amplitude variation, such as the direct translation
of an amplitude change into a wave-height offset, are to be negligibly small over at least
the first 20 db of range below maximum signal and controlled to the extent that they can
be effectively filtered from the profile record over the remainder of the specified dynamic
range.

2. In a prototype system, a variable frequency deviation should be provided with a
maximum deviation of at least ±100 Mc/sec available. (Field experience is needed to
determine the transmitted bandwidth actually necessary.)

3. A provision should be made for amplitude gating which would involve interrupting
the profile record whenever the received signal faded below a set threshold. This
threshold should preferably be derived from the maximum signal level currently
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experienced, so that gating would occur a certain number of decibels below the maximum.
At least until field experience has determined what the optimum settings are, the threshold
should be adjustable by the operator.

4. A filter, or preferably a set of filters, should be provided for processing the
wave-height signal when desired. Something more sophisticated than a simple RC
integrator is indicated where real-time viewing of the record is to be done. The phase
characteristics should be linear across the pass band to prevent distortion of the
profile shape.

5. In a system that is to be used in any sense as a radar research tool as well as a
data-collection device, two additional features are strongly recommended. First, pro-
vision should be made for a broadband recording of the height signal with all significant
range-noise components reproduced. Second, provision should be made for recording
an output proportional to the instantaneous amplitude of the received signal. The band-
width of this channel should be adequate to reproduce all the significant features of the
scintillation pattern, including the very fast, deep fades which are always seen.

To summarize the wave-profiling design problem, we may say that the conditions
under which an airborne wave-profile radar must operate are less favorable in some
respects and more favorable in others than were the conditions at the Bay Bridge facility.
The less favorable circumstances include the need to cope with a greater loss over the
propagation path (perhaps 15 to 20 db greater), increased vulnerability to signals arriving
over local stray paths, and an illuminated patch that is larger relative to the heights of
the waves that are to be recorded. The more favorable circumstances include decreased
vulnerability to signals produced through reillumination of the water by energy reflected
from the antennas or structure, and the prospect of somewhat higher scintillation rates
relative to the wave-profile frequencies. It appears that the increased path loss may be
overcome in a straightforward manner by reasonable increases in transmitter power
and/or receiver sensitivity, and that local stray paths can be adequately controlled by
antenna placement and the use of microwave absorbing material. The larger patch size
makes possible peak range errors that are larger relative to the profile signal, but
maximum errors are always associated with deep fading, and it appears likely that
amplitude gating will permit range noise to be adequately controlled. Decreased vulner-
ability to reillumination of the water is an important advantage, since this kind of stray
path is the most difficult to control, and higher relative scintillation rates will mean
that more range-noise energy can be removed by filtering.

It seems reasonable to conclude that a radar system such as that specified could
provide ocean-wave profiles of value for almost all oceanographic purposes. Further
field experience will be needed to determine the ultimate accuracy which can be achieved
with microwave radar.

Techniques for the Evaluation of an
Airborne Wave-Profiling System

During test of an airborne system, it will obviously never be possible to make the
kind of point-by-point profile comparisons that were made at the Bay Bridge. However,
it should be noted that many of the conclusions that were drawn from the Bay Bridge
results could have been reached almost as well without the use of the wave-staff record.
An observer viewing records such as the broadband radar traces shown, for example,
in Figs. 51, 64, and 74 could have little doubt that the radar was following the contour
of the larger waves, even without the staff record as a reference. Thus, if a record of
this character can be obtained in the air, the observer will be justified in placing a great
deal of confidence in the result, and the use of a filter to produce a cleaner trace for
real-time viewing or graphical analysis will be entirely legitimate. If, on the other hand,
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the low-frequency profile components are so masked by the noise that they cannot be
visually followed in a broadband recording, the accuracy of the system is in doubt, and
while filtering may extract a record having the appearance of a profile signal, its
resemblance to the true surface contour will be very questionable. It is believed that a
broadband height record accompanied by a broadband amplitude-scintillation record
will permit satisfactory operation of a wave-profile system to be judged to a large
extent without reference to any oceanographic instrumentation. If this evidence is taken
together with a statistical comparison of the wave-profile spectra with spectra obtained
by a wave staff or other direct measurement, then conclusive evaluation should be
possible.

Provision of broadband signal outputs is thus considered vitally important in any
prototype wave-profiling radar. Lacking such records, the observer must depend
entirely on statistical comparisons or relatively crude visual observations of the sea
surface, and the evaluation of the system will be far more laborious as well as more
questionable in its accuracy. Experience at the Bay Bridge shows that a system of
potentially high accuracy will produce a broadband height record characterized by
relatively short, sharp noise spikes superimposed on a recognizable wave-profile signal
that can be followed visually. Furthermore, there should be a high degree of correlation
between large noise spikes and deep amplitude fading. If these characteristics are not
observed, this circumstance should be taken as an indication that the radar installation
is inadequate in one or more respects. Observation of the way in which the character
of the height noise depends upon the transmitted bandwidth may give a clue as to the
nature of the signal paths involved in error generation. In a case where special instru-
mentation is to be added to an existing design, precautions must be taken to assure an
adequate dynamic range in all of the circuits handling the profile signal, keeping in
mind the fact that noise spikes of the same order of magnitude as the radar patch
diameter may exist even when wave heights are low. Thus, even when using the most
sensitive height range of the system, where the filtered record might accommodate one
or two feet of height, the broadband record might have short noise spikes representing
perhaps an additional five to eight feet of height superimposed on the wave-profile trace.
If the internal circuitry does not meet the necessary requirements, it should be relatively
simple to provide special amplifiers which would do so, and this provision should be
made whenever any serious evaluation of the system is to be accomplished.
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GLOSSARY OF TERMS

A return from T,

B return from T 2

C discriminator delayed return from y

v discriminator delayed return from T2

E return from T3

F discriminator delayed return from T 3

C 2m sin pN/2

H height of water wave from crest to trough

K the fractional frequency change

L length of a water wave in feet

41 range delay in seconds

A' propagation time delay due to target spacing T 1 '2

P 21I sin p [( IL (Y)'21

2 v? sin p f- t- a).'21

I, radar range

7 period of the water wave in seconds

U 2 In si n p I[(tt o,) '2]

I" 2in sin p [(t - ) '21

phase velocity

X" 21n sin p [(a '2)]

1" 2n?1 sin PI(\ , ) 21

Z 2In sin p[(N-a) 2][

13, carrier frequency

0 rf phase between 7-, and v,

b relative target strength
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c velocity of light

d 2r

f frequency: f, or f2 rf frequencies in a waveguide simulator
f, cut off frequency in a waveguide
fn, modulation frequency
f. design center frequency of a waveguide simulator

i index number in a summation series

k limiting range error factor for very large frequency deviations

m index of modulation

n index number in a summation series

P modulation frequency

r target spacing

I time

x [ I- ( ff ) 2]

z relative strength of a third target

A time interval

a discriminator delay

Ax [ 2K + K 2 ]

IIn height of water wave "n"

L length of water wave "n", waveguide path "n", or free space path "n"

1 target "n"

71n/2 half-period of water wave "n"

El return from TI

E 2 return from T 2

E0 discriminator output

in( ) Bessel function, first kind, n order

AF frequency deviation (either side of carrier)

AA (2 + 52 cos pa)JI(y) _ ( 32/2)J3(X)

BB (24 1 2 Cosp (N + u))J IM - ( 2 - 5' cosp(N-a)) JxZ) - 12)(J3(Y) - J3(Z)

175



KING, MORROW, MYERS, AND MOODY

Na QN -
CC (Jo(Y) - 2(Y)) o 2- - (J(Z) - J 2(Z)) cos p 2

DD (2 +5cospa+52 cos2pa) J (X)-(5cospa+(52 /2))J 3(X)+(8
2 /2)J 5 (X)

[2 + 5 cos p (N + a) + 82 cos 2 p (N +a)] J( Y) - [6 cos p (N + a) + (32/2)] J 3 ( Y)

EE [2+6 cos p (N o) + 32 cos 2p(N -a)] J(Z) -[3 cos p (N -a) + (72 /2)] J3 (Z)

(52 /2)[J 5 ( Y) - J5 (Z)1

1t( b,0, G) (-b)' n-
" 1 J l ( n G ) 

cos (nO)

A0  free-space wavelength at design frequency /o

k 0  cutoff wavelength in waveguide

A g waveguide wavelength

A free-space wavelength

A0 or A[) waveguide path difference

A[/, free-space path difference

O/f, free-space rf phase angle

09 waveguide rf phase angle

max maximum slope of a water wave based on a sinusoidal shape

7 percentage AM

Wd error term in the output of an ideal limiter discriminator

0j radian frequency

WP radian frequency of modulation in the general'case of any modulated carrier

a)i radian frequency of the in-phase zero-crossing of a phase-frequency function

0ou7 radian frequency of the out-of-phase zero-crossing of a phase-frequency function

/0 efficiency of diode 1

y efficiency of diode 2

/I target spacing (T I- T3)

Mc/sec 106 cycles per second, or megacycles per second

Gc/sec 109 cycles per second, or gigacycles per second

nsec 10' second, or nanosecond

BS boresight or position in space of the primary path
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SB 1  sideband vector from point 1 in the primary path

SB2  sideband vector from point 2 in the secondary path

SB 12 two path vector sum of SBI + SB 2

SB I two path vector difference of SB0 -SB 2

rf radio frequency

FM-CW frequency modulated - continuous wave

AM amplitude modulation

FM frequency modulation

7 an rf phase angle in radians
an rf phase angle between T, and T3

0(w) an rf phase angle in radians which is a function of

02 phase angle between phasor E2 and phasor E,1

01 phase angle between the resultant phasor E, and phasor E,

DP propagation distance to a target and back (D = 2R)

A 0 target induced phase displacement of each line of a signal spectrum relative to
its neighbor

AO, phase displacement for a single element target

A/i. phase displacement for a two element target with the signals adding in phase

AIou, phase displacement for a two element target with the signals adding out of phase

Aw a frequency interval in radians

A( (peak) frequency separation of the peaks of a phase-frequency function

Aw( out) width of the high slope interval of the phase-frequency function around the
out-of-phase zero crossing

E-plane containing the electric vector of a linearly polarized electromagnetic wave

H-plane containing the magnetic vector of a linearly polarized electromagnetic wave

E1 phasor representing the return from target T,

E2  phasor representing the return from target T 2

E 8  phasor representing the return from the sum of E1 and E 2

T 1, T 2, T3 target elements 1, 2, and 3, respectively
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