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Ray tracing CDC 3800 Sound speed 
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GRASS (Germinating Ray-Acoustics Simulation System) is a set of linked digital 
computer programs (Fortran), or modules. These modules: (1) convert salinity. tempera- 
ture, and depth (STD) data to wiind-speed profiles; (2) interpolate and extrapolate the 
sound-spcted fwld; (3) generate Calcomp or Gerber plots of the sound-speed profiles; 
(4) @netate contour and three-dimensional isometric plots of the sound-speed field; 
(5) trace rays and calculate intensities; (6) generate ray d i m s ;  and (7) construct plots 
of the calculated transmission loss versus range. The system can handle multiple profiles 
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and a linear-aegmentetl bottom profile. It is presently running on a CDC 3800. This re- 
p r t ,  the first of a two-volume set, includes an overview of each module, outlines the 
methods used in the calculations, provides the results of some test cases, makes some 
recommendations for improvement, and briefly compares ray and nonnal-mode theories. 



PREFACE 

T h i ~  :- the fk.t af a two-volume set of reports deauibing a modular underwater 
acoutics ray-tracing and tmnmhion-lorn prediction system d e d  GRASS (Germinating 
Ray-Acoustics Simulation System). This system in called "germ~ting" becaw, although 
it is prenently cperational, it could grow into a more powerful system. 

The fir& volume Q intended for the reader who M intaerted in gaining an overview 
of the system. It includes the theory behind each 0s' the aeven system modulea, some of 
the guiding philoqhy and techniques wed in their hlplementation, qualitative compari- 
sons with other ray-tracing and normal-mode approaches, the multa of some sample teat 
crises, and some remmmendations for improvement. 

The second volume (cited on the h i d e  front cover) is intended for those who wish 
to use the system, or to compare it quantitatively with other ray acoustic sy8tems. I t  
describes m ddtail how k, use the programs, and it contains a sumple test care. The in- 
put data for this test case were obtained from experimental meannement. In addition, 
expsimental transmission Loss measurements were obtained and are given so that direct 
comparison can be made between computed and predicted result& 
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GRASS: A DIGITALCOMPUTER RAY-TRACING AND TRANSMISSION-LOBS. 
PREDICTION SYSTEM, VOLUME 1-OVERALL DESCRIPTION 

1.1 Compnrison of Ray Theory a d  Normal-Mode Theory 

To a good first approximation, sound propegah in the ocean acmrding b a Iinem 
hyperbolic rrecondsrder timedependen' e i a l  differential equation, commonly refezred 
to ao the scalar wave equation: 

In thin equation v2 is the Laplacian operator, c is the meed of sound, and @ b either the 
acoustic premure. the density perhnbation, the particle velocity, or the ecalra velocity 
potential Eq. (1) follows directly from the equations of continuity, state, and motion 
[I], This finst approximation cuaurnes only linear tenne are kept, the condamtion irr 
small compared to unity, only hrrotational motion h conrideaed, and the darivative of 
preeew with respect to denmty is a constant. Throughout this report we wil l  also asliume 
that c is space dependent but time independent. 

Usually the wave equation ie mlved to varying degrees of appr oxhation by either 
ray or wave (normal-mode) theory. In reality the ray approach b an approximation of 
the rave approach. Here we are primsrily concerned with the computer implementnUion 
of a ray theoretical approach. F iq~en t ly  the normal-mode approach solve6 Eq. (I) by 
assuming a set-of source and boundary condition8 and applying standard techniques, such 
as those of Ref. 2. The ray theory approach, on the other haad. -men a pprticular 
functional form for 0 to obtain another differential equation which is somewhat more 
amenable to solutbn Thb new dittmential equation b commonly referred to as the 
eikonal equation. The Appendix discusses the eikond equation and other fundamentala of 
ray acoustics in more detail. 

Ray theory has the following advantages: 

It is versatile enough to handle highly variable bathymetry and complex depth- 
and raredependent sound-speed fields. 

It provides a quantitative and easily visualized description of the ppagation of 
sound in the form of ray dialpgma 

It is relatively straightforward and its equations are Illore tractable than those of 
normal-mode theory. 

Manlwipt submitted June 8.1073. 
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It fairly easily handles directive sources and receivas as well ar pulsed sources, 

Some of the dinadvantages of ray theory are the following: 

In general, unmodified cay theory does not compnze well with expetiment at 
vtry b w  frequencies. One often quoted rule of thumb I31 is that ray theory is mote 
"uppropriate" than nonnal-mode theory provided 

where h is the water depth and h is the wavelength. Thus according to this rule a lower 
frequency limit for my theory is approximately given by 

If we net h to 3000 meters and c to 1500 meterslsecond, Eq. (3) gives a lower limit of 
approximately 5 Hz. Continuing with rules of thumb, the following statement by 
Willinms 141 seems applicable: 

"For the ray approach to be safe the acoltstic wavelength mwt be much smaller 
than any other pertinent length. 'Patinent' lengths include the water depth, 
the size of obstacles, scale of surface and bottom roughness, distance in whi.:h 
the refractive index changes appreciably, and the sue  of any predicted focal 
region. I t  follows that at low acoustic frequencies any result of a ray calcula- 
tion is suspect, although by no means necessarily wrong. N o  exact figure far 
the onwt of srrspicion an be given; it depends rcpon the problem being tackled. 
Examination of theoretical and experimental results sugpt& that, in the deep 
ocean, calculatioris a t  some 200 Hz and lower warrant examination by wave- 
acoustic theory; above some 1000 Hz, ray methods would usually be safe; in 
the interval, intercompariaone ere desirable. Problems involving shallow-water 
regions, or ahallow 'surface based ducts,' may require wave acoustic analysis at 
frequencies well above 200 Hz" 

Substantiating the sentence italicized, comperieon with experimental data using GRASS 
and other programs at NRL indicates that though there is certainly a lower limit to the 
frequencies amenable to ray-tracing techniques, even in the deep ocean, ray theory fre- 
quently gives good results at 100 Hz and at times is useful a t  frequencies as low as 50 Hz. 
Raptracing programs such as GRASS need not be strictly limited by all of the dieadvan- 
tages of unmodified ray theory discussed above. For example, aeveral methods have been 
poposed to more or leas combine ray and wave theory and thereby correct intensities for 
the difhction effects in the vicinity of caustics [5-111. These and similar hybrid a p  
proaches will no doul~t in the future extend the lower frequency limit and Wulness of 
ray-tracing programs. At pr-lnt GRASS does not attempt to correct intensities for dif- 
fraction effects in the vicinity of caustics, although it could (and probably should) be 
modified to do so. It does however generate frequency deycndent transmiasion-loge curve& 
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but only by using frequency dependent volume atten~ation parameters, bottom loas tables, 
and source and receiver directivity frmctions 

Prior to actucriiy curying out the ray calculations, one does not know exactly 
how many rays should be traced, at what angles, or even the angular spacing that should 
be \Yed to achieve a certain degree of accuracy in the transmiesioaloss calculation& 

Usually in w i n g  out transmission-loss calculations many more rays are traced 
than are actually required. That is, only a small percentage of the rays traced will con- 
tribute significantly to the intensity at a particular receiver location. 

%mta of the advantages of normal mode throry are: 

It does not predict, as does unmodified ray theory, physically unrealistic false 
caustics and sharp shadow-zone boundaries. 

Its predictiolu are frequency dependent, in contrast to the frequency independ- 
ent predictions of ray theory. 

It is valid ova  a much larger frequency range than ray theory. 

Its prediction4 where computationally possible, tend to give better agreement 
with experimental data than those of ray theory. 

If only a few modes are excited, it tends to be more appropriate computa- 
tionally than ray theory. For example, at very long ranges waveguide effects tend to 
dominate the propagation. 

.%me of the disatlvantagt~s of normal-mode theory are: 

In most cases involving initial and boundary cc,nditions resembling those actually 
met in the ocean, the n~rmal~mode calculation is at best Muorious and ixt worst impossible. 

E x ~ i n g  normal-mode programs and so1:ctions assume an elementary form of 
the bottom topography; indeed most solutions and programs mentioned in the lite.rature 
assume a flat ocean bottom. Experimental evidence indicates howevw that the shape of 
the bottom can play a prominent role in propagation [12aJ. 

In normal-mode summations it is not always obvious how many modes (10 or 
1001) should be included to obtain meaningful resulta 

Normal-mode calculations generally require extreme accuracy in the calculation 
of mode contributions to obtain moderately accurate results [13]. Con~puter roundoff 
errors are a significant problem. 

It is more difficult for the average pzrson to achieve an intuitive feel for the 
propagation of sound by examining normal-mode plots than by examining ray diagram& 

For short ranges, wherein many modes are excited, ray theory solutions tend to 
be more practical from a computational standpoint than normal-mode solutions [14]. 
Normakmode solutions involve a summation over continuous d discrete modes [IS]. 
For long ranges and shallow water the discrete modes generally dominate; so most 
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solutions neglect the contribution from the continuous modea For short ranges however 
tile continuous modes dominate and the calculation of their contribution is difficult 

The rruthor knows of no normal-mode program which can handle multiple pro- 
film and a variable bottom topography. The multiple-profile capability b of mnmderable 
importance, becaue it ha8 been demo~mtrated both theoretically and experimentally that 
horizontal qadienta are significant in long-range propagation [ 12a] . 

In summary, comparing the advantages and disadvantages of both ray and normal- 
mode theory, we sse that from a theoretical point of view normal-mode theory haa a 
significarlt number of advantages over ray theory. Unfortunately for our application the 
advantages of normal-mode theory are at present overshadowed by its computational dis- 
advantages. For this reason we use the ray theory; the computational advantages and dis- 
advantages tend to take precedence. But as advances continue to be made in computer 
science and numerical analysis, the computational difficulties posed by normal-mode 
theory will probably be overcome, and eventually it may replace ray theory, especially in 
the domain of low frequencies and long ranges. 

1.2 Computer Implementation of GRASS 

GRASS, Germinating Ray-Acoustics Simulation System, is a set of linked com- 
puter programs which comprises a ray-tracing and tranemiseiomlosbpediction aystem. 
This system wac designed primarily for studying the propagation of low-frequency sound 
over long ranges in the deep ocean Because the ray-tracing technique deecribed herein is 
based on, but not limited by, geometrical optics, the syatem could probably be adapted 
to many of the fields concerned with the propagation of waves in inhomogeneous media 
For example. it could be modified for studying the propagation of acoustic waves in the 
atmosphere, of radio waves in the ionosphere, or light through a medium having a widely 
varying index of refraction [1517]. 

The starting point in the development of this system was the Hudm11, Laboratories 
Ray-Tracing Program, HLR1P [12b]. Unfortunately, the m&rity of the HLRTP was 
written in a two-dimensional higher level computer language, USER [1&20], whom only 
compiler was located a t  the Huds+.ur Labomtonee. Rather than attempt to write a USER 
compiler for the NRL computer, a CDC 3800, we chose to start from the basic formulas 
contained in the HLRTP, to reanalyze and reformulate them, and lo conptruct a com- 
pletely new set of programs in the relatively universally understood higher level computer 
language Fortran. Since this new system is written in Fortzan [21], it should be readily 
adaptable to most medium- and large-scale computer systems. The largest program re- 
quires 36,800 words of core (exclusive of CDC system routines). 

GRASS bears only a slight reemblance to the HLRTP. Many of the algorithms and 
equations used in the HLRTP were initially adopted and modified, and some were 
eventually discarded. The resulting algorithms differ sigrlificantly from those in the HLRTP. 

Figure 1 shows the present state of GRASS. The o v d  6ystem is m o d u k  and 
contains seven program modulee. Each module communicates vritk its neighboring pro- 
grams via cards, or mgnetic tape. Thie type of structure haa several advantages o v a  a 
single program that "does everything." Individual modules are easier to write, understand. 
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PRINTER 
DTSTOV LISTING 

%und Speed Profiles 

I 
CTOUR 

I 

i - 
SERPENT 

Ray T d n g  a d  

Ray Statistics 

I RAPLOf I LOSSPLT 

PRINTER 

MULTIPLOTS LISTING 

Fii. 1--GRASS syrtem 

modify, and document. In additio? each module is easily adapted to several applica- 
tione, whereas a "do everything" pm@am would probably contain many idevant and 
cor8-consumming routines. Since each program has sole use of the computer's 
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memory while in execution, many of the difficulties experienced in writing 1-e pbo(prms 
are avoided, such an having to ovalay core. Further, the modular drwture &wa for 
uninhibited growth. A6 new id- experimental evidence, and applications arb, the 
dating pro(yams can bc; revised and new .programs linked into the eyetern. 

Briefly the seven modules (programs) ahown in Fig. 1 perform the followinq functions: 

!%!El! Functiin 

DTSTOV Converts depth, k?mperature, and salinity data to mund-speed pm- 
files. 

VFC Interpolate and extzlrpolatea the mund-speed field 

PRFPLT Generates sound-speed, sound-speed-gradient, and sound-speed- 
cwvature profile plrts. 

CTOUR Generates a contour plot rud three-dimensional isometric plot of the 
sound-epeed &Id. 

SERPENT Ceniee out raytracing and transmWn-low computations. 

RAPIMT Generates ray diagram. 

LOS8PLT Generates transmission-loss plots. 

All of the above modules are stored in binary object form on e CDC 813 disk to 
allow for easy access by NRL Bcientistg The entire ay&m requires approximately 65,000 
(decimal) words of disk storage. 

Some of the input features of GRASS are the following: 

It can handle a twdhensional range- and depth-dependent sound-speed field. 

It can handle sound-speed profiles having up to 1000 points. There L no limit 
to the number of input profiles, and there are no renttictione on the spacing8 of profile 
point depthn 

It permits the uuer to specify several bottom-loss tables and to indicate the 
range8 over which each of these tables appliee. 

a It has a thefield input routine for easy entry of data 

It checks all data for proper entzy and physical meaningfulness. 

It enables the w to inaert a surfaceloss paramder. 

It allows the user to specify simple beain patterns at the ray Bource. 
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Computrtiond featurea of GRASS include the following: 

It u m  multiple profiles having continuous first and second derivatives of sound 
speed with respect to dcptl~ and a discontinuous first derivative of sound speed with 
resped to range (if there are more than two input profiles). 

It allows the uw to make tradeoffs between accuracy and running time. 

It traces up to 1500 rays concurrently in one pam through the sound-spa4 
field. 

It extends both "shallow" and "deep" profiles to the ocean bottom. (These 
terms will be discwaed later.) 

It corm& the sound-speed prof- bottom topography, and source and re- 
ceiver depths for earth c~~a tu re ,  if rquested. 

It uaes very elementary coherent- and random-phase inten~ty calculations for 
short range& 

It uses a statistid inte~isity calculation [12c] for intermediate and long rang- 

@ It w s  iterative rathe: than clod-fonn elutions to the ray equations. 

Outplt chPrameristica of GRASS include the following: 

It produces Calcomp plots and painter W h g s  which may be ueed directly in 
reporta 

It prints out complete ray statistics at ranges selected by the user. 

It generates threedimensional plots and contour map of the sound@ field. 

It allowe the user to generate ray diagrams directly from the ray tape. The user 
may select the rays he widres to plot. 

It enables the user to plot transmission-low and reference andlor experimental 
curves for multiple &er depths on the same plot for comparison 

1.3 Cornpariaon of GRASS and some Other Ray-Tracing 

Ova most of the world's oceans the horizontal dependence of the muad-speed field 
is small compand to the depth dependence, but it is alao true that for long-range propaga- 
tion studies, of the distance of 100 miles or more, horizontal gradients cannot always be 
ignored [12d, 221. Further, in mme areas of the ocean the temperature gradients are so 
large that even for short ranges one cannot ignolle horizontal gradients. An example of 
this phenomenon occurs in the vicinity of the Gulf Stream's circulating eddies [23] 
(Figs. 2 and 3). In these regions the ray patterns obtained by horizontal-grdient propma 
differ significantly from those obtained by programs which assume only a depthdepend- 
ent sound-speed field. Experience with GRASS hes shown that horizontal gradients 
can move the mund channels up and down with respect to  depth and also expand 
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~ I . p ~ r l c s o t i r r t r d b y t & f r t t h r t i n ~ a l e u W o a r t b e r r p r r ( r n d m o r t  
o t t b c t t i n v m t l w d r g r ~ o l t b c o c s m r h a , t h c r r r t i a l q . d b t n t n u e d m d  
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nearly constant. As SERPENT traces a ray, it automatically adapts the ray's iteration 
step size to the local aound-speed field, contracts the ray arc increment in regions of high 
profile curvature and near turning points, and insures that the iterations do not paw too 
rapidly over the inte~ening profile structure. These procedures complement those con- 
tained in the VFO program of GRASS which detect and print warning messages for un- 
usually large gradiente and curvaturea In addition these adaptive procedures may be con- 
trolled by the user, allowing him to make a W e o f f  between computation time and 
''ccUT8cy. 

Further distinguishing GRASS from other ray-tracing programs is a procedure for 
estimating whether continued tracing of a ray is cost effective. Experience with GRASS 
has shown that the rays which are both most expeneive to trace, in terms of compute 
time, and most difficult to trace, from a mathematical point of view, are also the ones 
that contribute least to the intensity at a distant receiver. For example the rays which 
leave the source at steep angles experience considerably more bottom hits than those 
leaving the source at near horizontal angles, and as a result their loss is also greater. 
Similarly it is quite common for rays to be trapped in very shallow surface ducts and 
undergo numerous surface hits within the distance of a few nautical milea These same 
rays are ones for which ray theory may not be valid, as explained earlier. SERPENT con- 
stantly checks the rays as they are being traced to see that they are cost effective. If not, 
these rays are terminated, and the program goes on tracing more promising raya 

The GRASS ray-tracing technique uses an iterative rather than a closed-form solution 
to obtain ray patha Some closed-form solutions are more desirable than some iterative 
solutions in that they are numerically stable and more conducive to analytic investiga 
tion [31a]. Nwerthelem, closed-form solutions are not completely free of difficulties 
1341, ana there are a number of advantages to an iterative approach. For example some 
closed-form solutions cannot be quickly evaluated on a computer, since they may require 
the evaluation of relations containing logarithmic, hyperbolic, md  even more complicated 
functions Furthermore a closed-form solution must represent the sound-speed field in a 
manner that adequately describes the actual physical phenomena, hence must avoid the 
discontinuity problems mentioned earlier and allow for horizontal gradients, A c u v e  
fitting technique for obtaining a representation of the sound-speed field from ocenk 
ographic data should be straightforward and easily implemented on a computer. In addi- 
tion, a closed-form solution should not restrict the shape of the bottom topography or 
the ray angles that can be traced. For example, because they are limitd to certain 
closed-form solutions, some ray-tracmg programs have difficulty accurately tracing near- 
horizontal rays. 

Finally some ray-tracing programs [28] use a triangular-region repreeentation of the 
sound-speed field. This representation forces the bottom profile to be linearly segmented. 
In SERPENT this problem does not arise. The ray-tracing equations are completely in- 
dependent of the shape of the bottom profiie and vice versa There is no reason a cur 
vilinear bottom, represented by a cubic spline, could not be incorporated into SERPENT, 
and there would be an advantage in using a reprcrientation of the bottom profile having 
continuous derivatives In particular, since rays define a wavefront which physically must 
be continuous and smooth, adjacent rays which reflect from different bottom segments 
cannot represent physical reality. 

A closed-form solution satisfying all of the desirable criteria mentioned is not easily 
obtained. Of course, all so-called closed-fonn solutions, once put on a wmputer, are 
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reduced to numerical approximationa Hence the poblem of ray tracing really reduoer to 
the problem of determining the best method of cnrSying out a numerical approximation. 

2 MODELING THE OCEAN ENVIRONMENT 

21 Tteatment of the Sound-Speed Field 

Presently GRASS has f o ~ ~  programs (DTSTOV, VFC, PRFPLT, and CTOUR) for 
interpolating, extrapolating, and displaying the sound-speed fiild (Fig. 1). Although each 
program is complete in itself, its major input, with the erception of DTBTOV, is the out  
put of another program. Currently the media of intercommunicatiin is cards and 
tic tape 

21.1 Conversion of Depth, Temperature, and Snlinity Data to 
Sound-Speed Rofiles (DTSTOV Program) 

Frequently the prcmpective user of GRASS has only dn i ty ,  temperature, and depth 
(STD) data at his dispoeal, obtained by XBTs, AXBT's, andlor Naneen casts At any rate 
it is nrceesary to convert these to sound-speed profilea DTSTOV w Leroy's second 
equation, Eq. (7) of Ref. 35, to provide this conversion capability: 

where 

and 

c ie the sound speed (mls), 

T is the temperature (OC), 

S is the ealinity !%), 

z is the depth (m) 
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Z is the depth (km), 

L is ths latitude (degrees). 

For salinities greatet than 30°/w the % term of Eq. (4) L omitted. 

The user of DTSTOV has the option of printing out the preeRure (kg/cm2) mr re  
sponding to each depth broy's g e o p p h i d y  dependent preseure equations derived 
empirically from many different areas i36] are used for this calculation 

21.1.2 Input 

A freefield input routine [37] reads in IBM cards containing the STD data and 
their corresponding lattitude and longitudes and containing output-control and data- 
identifying parameterg If the data do not fall within the following limi4ta, the program 
prints out an error mesaage and stops: salinity, 20 to 4PIc.o; temperature, -2 to 34OC; and 
depth, 0 to 10,000 meters There is no limit to the number of STD profiles that may be 
read in 

21.1.3 Output 

The printer listing shows the profile ranges, latitudes, longitudes, depths, temperaturea 
salinities, and sound speed& Pressures nay be printed as a user option In addition the 
minimum and maximum depths, temperaturea and salinities are printed for each profile. 

Each profile's range (n.mi), latitude and longitude ( d q  and min), temperature (OC), 
and salinity at its meximum depth of observation (MDO) and its depth-and-sound-speed 
pairs are punched on carda The MDO temperature and salinity are punched to facilitate 
later extension of the profile to the ocean bottom by the VFC program. 

21.1.4 Accuracy 

Wilson's [38] second equation is widely usrd to calculate the speed of sound in sea- 
water. Leroy [35] proposed two formulas: one that approximates Wilson's equation and 
one that approximates the data Wilson used when computing his second formula These 
formulas are simple and fairly accurate; in fact Leroy has demonstrated that Eq. (4). his 
second equation, f ib  Wilson's data better than Wilson's equation itself. Another advantage 
of Leroy's equation ie that it gives sound speed as a function of depth, tempexature, and 
salinity and thus av~ids  the intermediate and timeconsuming conversion of depth to ere+ 
sure required by Wilson's equation. 

Equation (4) has been divided into five parb [39]: 

A minimum number of terms 5 forming the "simplified" formula, which is 
sufficient with a slightly reduced accuracy for depths of !em than 1000 m at any latitude 
provided that T < 25OC and 30°0 < S < 4 P 0 .  
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A depth-, temperature-, and latitude-dependent expression z2 which m neme 
sary for depths greater than 1000 m. It extends the validity of the formula to depths of 
7000 m and iniproves the accuracy to t O . l  m/s (for T < 23'~). 

A temperature correction for T 2 2S°C. This correction still leaves the re. 
sults at lower temperatures within 0.1 mls of Wilson's formula and permits the calculation 
of sound speeds for tempuatures up to 34'~.  

A correction term Z4 for very great depths, necessary only for depths greater 
than 7000 m. 

A corrective term & for low salinity to be applied only when S < 30'/,,. 

In calculating Eq. (4) DTSTOV uws double-precision arithmetic to avoid roundoff 
errors. 

2 1.1.5 Recommendations for Improvement 

Frye and Pugh (401 derived an ll-term empirical sound-speed equation which is a 
significant improvement over the published equations of Wilson. Unfortunately this 
equation is valid only for salinities less than 36.6'100. Although the authors claim this 
equation is valid over 99.5 percent of the open-mean volume, it does not apply in im- 
portant areaa like the Mediterranean Sea, where the salinities lie in the vicinity of 38'100. 
Currently Frye and Pugh are acquiring new data to extend the domain of fheir equation, 
but until that equation is published we have decided to use Leroy's 

Concerning experimental data collection, the need exists for real-time computer 
collection of depth, temperature, salinity, and sound-speed data For example, at this 
time it is relatively straightforwar.1 to interface an XBT recorder through an analog-to- 
digital recorder to a minicomputer. As the XBT is being dropped, the computer could 
be digitizing the temperature profile according to adaptive algorithms, similar to those 
suggested by Rattray (411, for determining optimum sampling depths and storing the re- 
sulta on magnetic tape. These algorithms tell the user how he should interpolate between 
the data points, in addition to giving him a minimum number of pointa The standard 
practice today is to give the user an array of numbers and let him figwe out how to in- 
terpolate between them. 

21.2 Interpolation and Extrapolation of the 
Sound-Speed Field (VFC Rogr; ,.) 

21.21 Purpose 

The purpose of the VFC (velocity-field construction) program is: 

To examine the input bottom-topography and sound-speed data for consistency 
and physical meaningfulness. Unusually large gradients and cumtures are flagged. Other 
inconsistencies may result in warning messages and possible termination of execution. 

To extend all input sound-speed profiles to the ozun  bottom. 
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To correct, if requested, the extended wund-speed profiles and bottom depths 
';or earth curvature. 

To determine the f i t  and aadnd derivatives of the interpolated and ex& 
polated sound-speed-field data. 

To generate a magnetic tape (coefficient tape) containing the bottom profile 
and the sound-oped f i ld and its derivatives for mput to o h  prograa~ in the system. 

21.22 Input 

A1 input data to the VFC program are punched on cards in freefield format They 
include: 

Program-control parameters and data identification numbers 

The bottom topography in the form of up to 1000 nonuniformly spaced range- 
and-depth pairs in user-defined units The program assumes a linearly segmented bottom. 

h e  sound-speed proriles Each profile may have up to 1000 nonuniformly 
spaced depth-and-mund-speed pairs. There are no limitations on the number of profiles, 
the rw4es of the profiles, the maximum depths of obse~ations, or the units of measure- 
ment 

21.23 Output 

The output consists of: 

A magnetic tape (coefficient tape) containing the corrected and extended wund- 
speed profiles and their cormponding first and econd derivatives ad the bottom tom- 
rephy- 

A printer listing containing control parameters, data identification numbera, and 
emor and warning memgea Optional output mcludes: listings and printer plots of the 
input round-speed pmfiies, a W i  and printer plot of the bottom profie corrected far 
earth's curvature, Wings and pain* plots of the iimal corrected and extended profiles, 
and listings of the first and second derivatives, that is, the vertical gradients and amraturea 

2 1.24 Intapolation in Depth 

The VFC prugram usea a combination of cubiespline and linear interpolation scheme8 
to model the mund-speed field. This repteeentation differs significantly from that used 
in the HLRTP and most other ray-tracing p r o m a  

Interpolation in depth is carried out using mbic splines [4243]. The matherrmtical 
model of the cubic spline ie as follows: Let z,, z2, . . ., z, be distinct, not n e c e d y  
uniformly spaced, depths such that 

a S t l  < z 2 < t 3 .  .. < ~ , , = b  
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and lei c l ,  c2, . . ., c, be the nund rpeedr correrponding to these depth In our ap 
plication the depth o t normally, sero. Ihe aibb@ine function f(z), for a < z < b, hr 
the following propertier: 

l ) f i z , )=  cp i =  1, 2, ..., n. The epline~throughalltheinputdatapoinb. 

2 )  f(z), f (z), and f "(2)  are continuow 

3 )  In each interval [zi, zi+l , i = 1, . . ., n - 1, f(z) h a cubl;: po:jrnomisrl 

4 )  If g(z) t any other function sattiying propertier 1 through 3, then* 

One can show that property 4 is satisfied provided 

f "(a)  = f"'b) = 0. 

S h e  f (z )  b cubic, f " (z)  b linear in the interval ti < z < That ia, 

Hence, if we can determine fM(z )  for i = 2, . . ., n - 1, we can determine f(z), f l (z), and 
f"(z) anywhere on the interval [a, b] by straightionvd integration of Eq. (6). 

By introducing the nofaion 

hi = zi+l - zi, i = 1, 2, . . ., n - 1, 

fi)' = f l '(zi), i = 1, 2, . . ., n, 

we can show [42, 431 that sow for the curvature f i l  reducer to the problem of solvina 
the system of linear equatbns 

*If one condderr the rplme f l z )  to reprgcnt 8 flexible rtrip af ppLdt or mod (8 mmbmnial rplhe), tha 
potential energy of t b t  &rip would be proportional to ths ht@ o tha quvc of the curvature f '(2). 

Heno minimiiing the potentid energy in equivalent to min*.hh. V"iz)l Uz. 
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where 

Note that H is a symmetric, tridiagonal, positivedefinite, diagonally dominant, 
in - 2)-by-(n - 2) matrix. To solve this linear system, we use the method of successive 
overrelaxation suggested by GreviUe [42]. 

The cubic spline has several advantages over other methods of intapolation: 

In the sense of satisfying Eq. (5) the cubic spline is the maothest function 
which interpolates the given data. 

It yields continuous f i i  and second derivaYves. 

Its cheracteristia, and error bounds are well undastood. (FIdher discustion of 
splines, including error analysis, may be found in Refa 44 and 46). 

One dbadvaatage of the cubic spline, correctly pointed out by Weinberg [31bl, is 
that it can yield erroneous values of sound speed if precautions are not taken. To help avoid 
these erroneous valueb, the VFC program fhga unusually barge gradients and amaturea 
''Unusually large" is defined by the user m the form of input parametera mpically an 
unusually kc gradient would be one whoae magnitude exceeded 1 f1 and an unusually 
k g e  curvature would be one which exceeded 0.1 m-l 3-l. To be safe, the user may plot 
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hir profiles using PRFPLT and we exactJy how the program will interpolate between data 
points. If erroneom values of mund aped are detected, the urer can delete or d d  points 
and thereby force the ~pline to give a physically more meanmgful reprerentation. In the 
future an algorithm could be implemented that automatidy carriee out there deletiom 
and additions, b a d  on the input parameters mentioned. That b, the interpolation pro- 
cedure couki be modified to take into amaunt the maximum and minimum gredients and 
curvatures likely to appear in a given region. These maxima and minima will of coum be 
depth dependent. Ae an alternative approach one could replace the pure cubic ~ p h e  with 
the lesdgquam cubic spline prop& by Powell [46]. Becaw pow ell'^ technique  doe^ 
not insist OII property !. of Section 2.1.2.4, the resulting lemhquereo apline can have 
more physically m e i  cuwatcxee than the cubic epline. The urre of ruch a technique 
would probably d i i  the difficdties pointed out by Weinbeg. Additional recommen- 
dations will be give., in Section 2.1.2.9. 

Weinberg [31b] claims that his c o n t i n u o ~ e n t  technique ie euperior to the pure 
cubic spline for a sound+qteed fiild having only a depth dependence. This may indeed be 
true, but tire following points bear mentioning: 

The Weinberg technique does not have mndderivative continuity and thus b 
nomewhat lese desirable h r  : theoretical point of view. Although it may be true, ae 
Weinberg mgge&, that in most practical applications thb b of no conequence, neverthe 
leee Pederaen [32] hae shown that discontinuities in the mcond derivative lead to the in- 
finite rates of change of intendty mentioned in Section 1.3. 

Curve fitting using a cubic @line is more ~t&&tforward than the Weinberg 
technique. 

The method used in the HLRTP for r e m n t i w  the sound- fiield wum initially 
implemented and later discded because it led to unrealistic variations of the profile 
curvature and ia physically and mathematically lean ap- than the cubic spline. Mo~er 
and Solomon [47] discuss the uee of cubic ~plinea in a rcry-̂ rsacing gro#rem having only a 
depthdependent sound-apeed field. 

2.1.2.6 Interpolation in Range 

Consider the interpolation of the soundgpeed field and its derivatives at a point be- 
tween two input profile r a m .  In particular comider a point at range R, R1 < R 6 R2, 
and depth z, where R1 and R2 are two adjacent input profile tanga. 

Let f(R, z) be a t w o d i i d o n a l  interpolation function comepondii to the one- 
dimensional function f(z) of the pmviom section. We w lineat inbrpolation to approxi- 
mate a value of mund #peed at the point (R, z )  followe: 

where the values of f at the arguments (Rl , z) and :R2, z) are obtained by the cubic- 
spline technique. Similarly, replacing each occurrence of f 'in Eq. (8) with f,, and f,,, 
we can obtain approximatione for the vertical gradient and c m t u r e  reapedively at the 
point (R, z). 
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To estimate the horizontal gradient fR et the point (R,  z )  we use the fitat finite 
divided difference: 

T h u ~  we can obtain approrimatio~~~~ for f ,  f,, f,,, and fR at any point (R,  2 )  in the 
rangegnddeptb plane. 

If we consider the earth to be a sphere of radius a and pa611 a plane though the 
center of thb sphm, we can d d b e  the position of any point p at range r and depth 
q by the complex number z ,  where z a x + iy. In the polar coordinates of Fig. 6 we 
have, since r = 09, 

The llet of equation8 

defmes a tranefonnation which establishes a correspondence betmeen points in the z and 
w planes. (In these next few we will miterate mme of tbe diecumion given 
in Ref. 48.) If u and v are! continuously differentiable and the Jambinn a(u, u)/a(x, y )  
does not vanish in a region R, then the tranmfonnation b one to one in R. A special 
case occurs when u and v are the red and imaginary parb of an analytic function of a 
complex variable z = x + iy, namely, w = u + iv = f(z j = f (x + iy). In this case the dace 
bian of the transformation is given by 

Hence it follows that the translormation b one to one in regions whem f ' (2 )  f 0. 

Consider the definition of a conformal mappiug. If under a transformation a point 
(xo,  Y ,,) of the z plane is mapped into a point (uo, vo j of the w plane, while cwee  C1 
and C2 'qtersecti~g at (xo. y o )  are respectively mapped into curves C; and C; intemecting 
at (uo, vo ); then if the transformation ie such that the angle at (x,,, yo)  between C1 and 
C2 b equal to the angle at (uo. vo) between C; and C; both in magaitude ar.d aenae, the 
transformation is eaid to be conformal at (xo , yo ). A fundamentel theorem of complex- 
vatiable theory states that if f (z)  is wdytic and fr (z)  # 0 in ti region R, then the mapping 
w = f ( z )  is confofrmJ at all points of R. 

We now coneider a transformation, namely, 

ur = Qe-jT/2 In (z/a) = u + iv. 
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Fig. &-Plum for the eutbcurvatum correction 

This function M analytic at all finite values of z except at z 0, where the derivative does 
not exist. The point 2 = 0 M called a si& point of w. Clearly w is conforma! st all 
points of the r@on R provided R ie defined ae excluding the point z = 0. h i e  point in 
of no interest in our calculations. 

Combining Eqs. (10) and ( l l ) ,  

w = r - in In [(a - q)/a] = u + iv. (12) 

An inheding fenture of thk, tmndumation ie that it map the circumfmntial co- 
ordinate r into the linear coodnate u and meps the depth coordinate q into the v coor- 
dinate, which iA independent of r. To see why thb occum, note that Eq. (11) first com- 
pmm the region R by the factor a and then wm the lag hc t ion  to map the d t i w  
annular region into a recta- region. Thie rectangulat region M %en rotated clock- 
wise 90 degrees and stretched by the factor a. 

Expmsing the speed of sound at the point p in polar coordinatee of tbe z plane, 
wehave 
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In the w plane at a point corresponding to the point p of the z plane, the speed of 
sound is given by 

Hence if one measures a sound speed in the z plane c,, the corresponding sound speed in 
the w plane is given by 

and the coordinates corresponding to range and depth are respectively 

and 

These results are identical to those obtained by Wateon 1491. Watson however based 
his derivation on Fermat's principle rather than emphasizing the conformal-mapping ae- 
pects of the problem as we have done here. Wateon also d i e c d  the implications of 
earth curvature to thhwlimensional ray-tracing prob!ems. 

One naturally questions the importance of the earthcumatme correction. As an 
estimute of the radius a we will take the mean radius of the international spheroid [SO], 
namely, 6.37122935 X 106 meters. Expanding Eq. (16). we have 

T q +-= q2 q + Aq. 2a 

In oceanographic work it is highly unusual to comider depths greater than 6000 meters. 
If, to obtain a worstcase estimate, we let q be 104 metem, we eee Aq is approximately 
7.86 meters. Also cw is approximately 1.0016 c,. Since c, is seldom greater than 1600 
mle, our maximum correction to the sound speed at this depth is about 2.5 m/s. Both of 
these comctione are likely to be amaller than the experimental uncertaintia. Thue for 
almost dl  practical purpoees the earthcurvature correction can be ne@ected. 



22 JOHN J. CORNYN 

2.1.2.7 Algorithm 

The following step-by-step procedure roughly describes how the VFC program works. 

1. Initialize certain variables. 

2. Read in the bottom topography and write it  on the final output tape, and then 
read in parameters, such as: 

TEMPnP-The depth in meters a t  which for further increawa in depth the tem- 
perature of the ocean remains approximately constant. This depth serves as the dividing 
line between "deep" and "shallow" profiles and is normally about 1500 meters. Profies 
whose maximum depth of observation (MDO) lies a t  or below TEMPDP are called "deep." 

DPTHMX-The maximum depth allowed in the input data. If an input depth ex- 
ceeds this depth, the program will print out an error message and stop. All profiles, both 
deep and shallow, are extended to this depth. 

VMIN and VMAX-The minimum and maximum sound speeds permitted in the 
data. If these are exceeded, the program prints out an error message and stops. 

ZMINFL, ZMAXFL, DMINFL, and DMAXFL-The minimum and maximum ex- 
pected vertical gradients and curvatures. If these are exceeded, the program will print a 
warning message. 

DPINC-The depth interval used in extending the profiles. 

3. Read in the next sound-speed profile on cards. The first card for each profile 
contains its range along the track, its latitude, its longitude, and the temperature and 
salinity at its MDO. Compare the sound speeds with VMIN and VMAX and check the 
profile points for proper arrangement. 

4. Compare the MDO with TEMPDP to  determine if the profile is deep or shallow. 
If the profile is deep, go to step 5, otherwise go to step 6. 

5. If DPINC is not zero, extend the deep profile below the bottom using Leroy's 
equation, with the temperature and salinity assumed to  remain constant a t  the values 
described in step 3. Add points to the profile in depth increments of size DPINC meters 
from the MDO to the depth DPTHMX and check to determine that the resulting profile 
has no more than 1000 points. 

6. If the user requested it, print and printer plot the profile. (These plots are help- 
ful in detecting major errors in the input data; so users are encouraged to examine them 
.-arefully before proceeding with ray tracing.) 

7. If requested, use Eqs. (15) and (16) to correct the profile for earth curvature. 

8. If the profile is shallow, go to  step 9. Otherwise calculate the deep profile's sec- 
ond derivatives (curvatures) using the spline technique described in Section 2.1.2.4 and 
store the depths, sound speeds, and curvatures temporarily on the drum; then go to 
step 10. 



NRL REPORT 7621 23 

9. Store the shallow profile's depths and sound speeds (not curvatures) in a separate 
arza of the drum. Since the program requires the last profde to be deep, this cannot be 
the last profde; so go to step 3. 

10. If thie was the last profde, go to step 11. Otherwiee go back to step 3. 

11. Writ. some data-identifying information on the f d  output tape. Set the flag 
P ltameter NPOS to 0. 

12. Read the next shallow profie from its temporary storage area on the dmm. If 
there are no more shallow profde, g~ to step 26. 

13. If the range of the next deep profile on the drum is less than the last-read shallow 
profie, call it the "before" profie with range RB and read its depths, sound speeds, and 
cuvatum from the drum. me* the range of the profde is greater than that of the 
~ td low Profile, so go to step 15. 

14. If requmted, print and printer plot this deep profile. ALeo write its depths, sound 
gpeeds, and curvaturea on the final output tape. 'Ihen go to step 13. 

15. Let lPA be the range of the first deep profile after and nearest the shallow profile 
and let Rs be the range of Ihe shallow prome. In other words, in step 13 and this step 
r i d  the two deep profdes which are closest to and have ranges RE and RA bracketing the 
shallow profile (Fig. 6). If the flag NPOS is set to 9, restore it to 0 and go to step 16. 
Otherwise, read in the depths, sound speeds, and curvature3 for the after profile from 
the drum. 

16. Use cubicqline interpolation (the curvatures have already been determined) to 
obtain a value of sound speed cMs on the before profile at the depth z,, c0IT~S~nding 
to the MDO of the shallow profile. Similarly, interpolate a value of sound speed CMA on 
the after profile at the same depth (Fig. 6). 

17. Deternline whether the after profile or the before profile has the next lowest depth 
2 in its data. If the f i r  profie has the next lowest depth, then let ck be its sound 
speed at this depth and interpolate a value of sound speed cg on the before profile'at the 
m e  depth uhrg the cubic spline. If on the other hand the before profile t .  the next 
lowest depth z, in-late a gound speed cA on the nfter profile wing the cubic spline. 

18. TO obtain the sound speed c(Rs, z )  at depth z on the ahallow prome at l'WP Rs, 
combine the two mund speeds CA and cg, at depth s as follows. Letting z* a 1.1 2 ~ s  
(the constant I..1 will be explained later), if z is greater than z*, then 

but if z ie leee #an or equal to z', then 
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Fig. 6-Ertraplation points of a shallow profile 

where 

CMS = sound speed of the shallow profde at zMs, 

CMA = sound speed of the atter profile at zMs, 

CMB = sound speed of the before profile at ZMS, 

Equation (18) is a linear interpolation between two bracketing deep profiles. In general 
the linearly interpolated values will be a satisfactory representation of the true sound- 
speed field at great depths. It is unlikely however that the interpolatttd value of the sound 
speed at the MDO of the shallow profile ueing Eq. (18) will match the observed d u e  of 
sound speed at the profile's MDO. For this reason an adjustment [12e] is made by Eq. 
(19) between the sound speed at the MDO and the sound speeds at greater depths to in- 
sure that the extended profile will be continuous. The depth z* was chosen as the result 
of experience to be 1.1 times the MDO of the shallow profile. It is assumed that at thii 
depth linear interpolation between the deep profiles is permissible. 

19. If the ahallow profile has been fillly extended to the depth DPTHMX, go to step 
20; otherwise go to step 17. 
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20. Determine the curvatures for the fully extended shallow profile wing the cubic- 
spline technique. 

21. Write the extended shallow profile's depths, bound speeds, and curvatures on the 
output tape. If requested, printer plot the shallow profie and print its f i t  and second 
derivatives. 

22. Red  the next shallow profile from 'he temporary stoxage area. If there are none 
go to step 25; otherwine go to step 23. 

23. If this new ahallow profile is at a range less than the after profie corresponding 
to the last ahallow prorile, set the flag NPOS to 9 and go to step 15. Otherwise go to 
step 24. 

24. Write the previous after profile on the r i a l  output tape and, if requested, print 
and printer plot it. Call this "after" profile the "before" profile and go to step 13. 

25. Write the laet deep profile on the output tape. If mquerted, printer plot and 
print the profile. 

26. Read the next deep profile and its c w v a t m  from its temporary stomge area on 
the drum. If there are none, go to step 27. Otherwise write the profile on the output 
tape. If requested, printer plot and print the profile. Repeat this step. 

27. End. 

2.1.2.8 Sinusoidd-Rome Test Case 

Consider the sinusoidal sound-speed profile 

c = co + A sin or (20) 

over the depth interval 0 g z < z, . For this test case we let co = 1500 m/s, A = 100 
m/s, o = 2x1612 m'l, and z, = 1024 m. The f i t  (gradient) and second (curvature) 
derivatives of this profile are respectively 

and 

The profile was sampled eight times per cycle, and the digitized values of Eq. (20) 
were fed into the VFC program to obtain the first and second derivatives. Table 1 corn- 
plues the exact gradients and curvatures calculated from Eqs. (21) and (22) with the VFC 
output. Figure 7 ahows the input data points as crosses and the interpolated values of 
sound speed and its derivatives as solid lines. 
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Table 1 
Results of the Sinueoidal-Rofile 7-t Caw 

Depth ' Sound Speed 
(mls) 

--- 
1500.0000 
1570.7107 
1600.0000 
1570.7107 
1500.0000 
1429.2893 
1400.0000 
1429.2893 
1500.0000 
1570.7107 
1600.0000 
1570.7107 
1500.0000 
1429.2893 
1400.000C 
1429.2893 
1500.0000 

Exact 
Gradient 

(8-I 

1.22718463 
0.86775058 
0.00000000 
-0.86775058 
-1.22718463 
-0.86775058 
0.00000000 
-0.86775058 
1.22718463 
0.86775058 
0.i)0000000 
-0.86775058 
-1.22718463 
-0.86775058 
0.00000000 
0.86775058 
1.22718463 

VFC 
Gradient 
(6-1 ) 

Exact 
Curvature 
(8-1 m-1) 

VFC 
Curvature 
(8-1 m-1) 

SOUW SPEED 
,n/si  

+- 
I 

, 
!-- 
I- 

Fig. 7-PRFPLT output for the rinusoidal-profile test caw using cubic spli~~e in- 
terpolaiion. The crosses indicate Taylor neries coefficients generated by the 
VFC program, and the solid lines indicatecoefficien(s uwd in ray tracing. 
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21.2.9 Rammee&tioaa for lmplovemtnt 

Ihe VFC program could be improved in the following ways: 

l h e  efficiency of SERPENT could be increased if a routine were built into the 
VFC program to determine the minimum number of profile points required to repmwnt 
the round speed within experimental accuracy. lhis increased efficiency would result 
from r c d u d  seuch and inputloutput times. 

The efficiency of SERPENT could be still further increased if all of the profile 
points were at the same depths. such es standard depths. n i s  efficiency increase would 
also result from reduced seuch and inputloutput times. The coefficient tape would need 
to have only one array of profile-point depths, rather than an array for each profile. Un- 
fortunately, this same recommendation would limit the ability of the program to accu- 
mtely represent an arbitrary sound-speed field. This recommendation could possibly be 
incorporated as an option. 

The program could use two- or even three-dimensional splines [5163] ; rather 
than the onedimensional spline discussed. At least one investigator 151 believes that 
linearly inter! dating between sound.rrpeed profiles may not be physically meaningful, be- 
cause the sound channels do not develop in the manner suggested by linear interpolation. 
This does not present a serious problem for GRASS, because the system has the ability to 
handle an unlimited number of sound-speed profilm. By making the spacing between the 
profdes arbitrarily small, it is possible to achieve any desired degree of accuracy. Admit- 
tedly, this procedure will increase program running time and, at times, additional pmfiles 
may not be available. Thus the multidimensional spline or some other representation may 
be preferable. (Of course, determining the coefficients of a multidimensional spline will 
require more running time and more core storage than those of a onedimensional spline. 
Hence multidimensional splines are not without their disadvantages.) 

Along these same lines it would be helpful to know experimentally and by gee- 
graphical area the depths at which the temperature of the ocean remains nearly constant 
for further increases in depth. Also a knowledge of the range- and depthdependent maxi- 
mum and minimum gradients and curvatures of the sound speed, possibly by seaeon and 
by geographical area, together with the uncertainties in experimental measurements would 
be of great value in revising and devising new interpolation schemes. 

The eame comments given in Section 2.1.1.5 concerning the need for wal-time 
computer collection of data again apply here. 

The speeds of the VFC, PRFPLT, CTOUR, and SERPENT programs could be 
increased if the sound-speed profies and their curvatures and the bottom proiiie were 
stored on the disk or the drum rather than on magnetic tape because of the smaller ac- 
cess times and the random access capability of these devices. Unfortunately users of the 
CDC 3800 are not permitted to store information permanently on the drum. It is mi- 
ble to use the disk at NRL for permanent storage, however, and the drum can be used 
for the storage of intermediate results of different runs in the same job. This means that 
the VFC and SERPENT programs could be combined into one job with the profides being 
temporarily stored on the drum. Unfortunately, if SERl'ENT did not run successfully, 
possibly because of an i.qxt error, the VFC program would have to be run again. On the 
other hand there would be no difficulty in storing intermediate results permanently on 
the disk. 
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2.1.3 P r o f i  Plotting (PRFPLT Program) 

The PRFPLT program generates Calcomp or Gerber [54] plots of soundapeed pro- 
files elected by the user from the coefficient tape. The vertical gradients and curvaturea 
corresponding to a profile are plotted on the same graph as ib sound speedr. Examina- 
tion of theae plots will give the user considerable indght into the validity of hie data. 
For example experience has shown that profiles having vertical gradients exceeding 1 8-1 
or vertical curvatures whore ah lu te  values exceed 0.1 m-l r l  at depths greater than a 
few hundred meters are probably in error. 

2.1.3.2 Input 

The input data to the PRFPLT program are on both magnetic tape and punched 
cards. The magnetic tape ie the coefficient tape generated by the VFC program. The 
punched cards contain: 

The maximum depth of the graph in meters. 

The maximum and minimum values of sound speeds, gmdients, and curnatures 
to be displayed. Thew values may be determined from the VFC printout. 

Numbers identifying the profiles to be plotted. 

Titles for each of the plots. 

2.1.3.3 Output 

Figues 7, 8, and 9 rn examplea of PRFPLT output. The c r o w  are the values of 
the profile sound speeds and derivatives which have been entered on the coefficient tape. 
The solid l ies  between the crosses are drawn by linearly interpolating between 601 
equally spaced points which have been calculated using cubic&e interpolation. These 
lines indicate the gradients and curvature6 used by SERPENT for ray tracing. 

Graphical output may be of one of two forms: Calcomp plots or Gerber plots. The 
Calcomp plots have the advantage that they are obtained directly and quickly from the 
computation center. They do not require the service8 of a special plotter operator or the 
transportation of tapes to a special plotting facility. Their major disadvantage is that their 
thin wiggly lines do not reproduce well in reporb. The Gerber plotter, on the other 
hand, has three major advantages. Firet, it can produce much larger (up to 6 by 8 feet) 
and more accurate plots than the Calcomp. Second, the plotting is done with India ink 
pens of the Leroy type on highquality drawing paper, making a solid black line that rp 
produces well, even with ozalid or other direct processes. Several pen widths can be used 
in one program, and different colon, of ink can be u d .  Ihird, the plotter incorporates 
a linear interpolator, so that the pen travels in a straight line between successive pairs of 
plotted xy values, rather than wigglee. The d t i n g  plot ie much smoother. 
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Pig. 8+RFPLT output for s round-rpecd pmfiie derived Prom XBT meuun 
menu in the 1oni.n buin 

Fi. WPRFPLT output for the untilted-hy~boliccorincpmfile tart came using 
cubic spline interpolation 
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2.1.4 Contouring and Generating Three-Dimenrional Isometric 
Plob of the SoundSpeed Field (CTOUR Rogcam) 

2.1.4.1 Purpose 

The CTOUR program wow out of a desire to graphically display the dependence of 
the sound-ew-d field on both range and depth, especially the range dependence. 

lhis program contours and draws an isometric plot of the sound-speed field. Its 
input consists of the coefficient tape and a specification of the dimensions of the range- 
anddepth grid. The intersections of this grid define the points at which valuee of sound- 
speed are bmpolated. Thew interpolated values are plugged into contour [661 and h- 
metic [56] plotting routi~es. Interpolation is required becaw the plotting routines re- 
quire values on a unilorm grid whereas the coefficient tape usually contains profiles having 
points at arbitrary ranges and depths. Up to 50 contour levels may be disphyed. 

The CTOUR program is designed so that the user can contour any rectangular mge- 
anddepth region in his sound-speed field. Hence it pennits a detailed examination of the 
field. The accuracy of the plots is a function of the accuracy of the input date, the in- 
terpolation process, and the dimensions of the grid. 

2.1.4.2 Input 

The input to CTOUR consists of: 

The coefficient tape generated by the VFC program. 

Contour levels, control parameters, and grid specifications in free-field format 
on cards. 

2.1,4.3 Output 

The output conaists of: 

A Calcomp or Gerber contour plot of the soundspeed fieId. 

If the user requests, a listing of the interpolated sound speed8 at each interm- 
tion of the uniform grid. 

A listing of the input control parameters and contour levels. 

A three-dimensional (isometric) Calcomp or Gerber plot of sound speed versus 
range and depth in the ocean. 

2.1.4.4 Algorithm 

Initially the control parameters, contour levels, and grid specifications are read and 
checked against penniaaible valuee. Then the ranges and depths are calculated for each 
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point of the userdefined grid. Next the program conaiden each ran* of the grid and 
interpolates values of sound speed at the grid depths wing Eq. (8). 

Once the sound speeds are determined, the contouring subroutine CONTOUR is 
called and a plo: is generated. Then CM)UR sets up the parameters required by the iao- 
metric plotting routine PLOTISOM and calls ii, and the plot ie generated. 

2.1.4.5 Test MethoQ and Results 

Figure 2 is a contour plot corresponding to an actual soundgpeed field in the vicinity 
of the Gulf Stream. Figure 3 ia a threedimensional plot corresponding to Figure 2. 

Figm 10 is a contour plot of the sound speed comsponding to the range-independent 
hyperboliccosine pmrde shown in Fig. 9. Since there are no horizontal gradients pment, 
the contour plot ia merely a series of unequally spaced horizontal linea. 

2.1.4.6 Reconunendatio~ for Improvement 

Close inspection of Fig. 3 indicate that the hidden-line algorithm twd in PLOTISOM 
does not always work as well as one would like. To improve this situation, PLOTISOM 
could be repiaced by Williamson's [57] routine. 

2.2 Treatment of the Ocean Bottom 

22.1 Representing the Bottom Topography 

The ocean bottom is assumed to be linearly segmented and is defined by up to 1000 
bottom points at nonuniformly spaced ranges and deptha. 

2.2.2 Describing the Bottom Lams 

SERPENT pexmits the user to specify up to five curver of bottom loas vem grazing 
angle. The grazing angle is defined to be the angle an incident ray makes with the bob 
tom. The user mey define, by range, up to 100 regions over the length of the bottom 
topography and indicate which of the curves applies in each region. It is the user's re- 
sponsibility to provide the curves pertinent to his problem. The particular cum+.- chol#n 
by the user will depend on the frequency of the acoustic source and the type bottom 
under consideration: rock, mud, sand, etc. The u m  defines his bottom-loas curvee by 
entering values of dB lorn for up to 91 nonuniforinly qmcd grazing anglerr. These angles 
mwt range from 0 to 90 degrees. SERPEMT initidbee its own hottom-locn, tables by 
linearly interpolating between the above input 'oam at each in-r degree, so that each 
internal table has 91 points. When a ray strikes the bottom, its angle of incidence is 
rounded to the nearest degree, and the loee corresponding to that angle is extracted i h n  
the pertinent bottom-loas table and is added to a variable which represents the total bob 
tom lose accumulated by that ray. SERPENT calculates the exact point at which the my 
intersects the bottom, the bottom elope at that point, and the angle of ray incidence; if 
requested, it will print andlor store this information on the ray9tatistia tape. It also 
maintains a count of the number of accumulated bottom hit# for each m, and 
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terminates a ray if its count, exceeds a userdetermined limit. Although the program could 
easily incorporate bottom-reflection phase shifts, it presently has no mch provision, since 
tbe average w-r would not likely have these at his dispoeal in case8 of practical interegt. 
The program assumes all rays are specduly reflected. If however a ray is reflected back 
toward the source, it wiU be immediately terminated. 

2.3 Treatment of the Ocean Surface 

2.3.1 Describing the Surface 

The surface is assumed to be fiat. Whcn a ray strikes the surface, it is spedarly re- 
flected and undergoes a phaee shift of r radians. 

2.3.2 Describing the Surtace Lollses 

A uniform surface lose may be entered in the form of a surface-attenuation param- 
eter. This parameter is the ratio of a ray's intensity after reflection to ita intensity before 
reflection. 

If requested, the program will print and/or store on the ray tape the location of each 
surface hit and the angle of incidence of the ray at that point. The program counts the 
number of accumulated surface hits for each ray and will terminate a ray when this count 
exceeds a user-speciiied limit. 

2.4 lkatment of Attenuation 

The user may speciPy the attenuation coeKicient ar in dB/km (for rehcbd-only 
paths) or he may request that the program calculate it for the source frequency wing 
Thorp's equation [68]. Thorp's equation describes the coefficient tairly well for fhquen- 
cies around and above 1000 Hz. In the calculation of intensity, each arrival is attenuated 
according to the factor eeR , where R is the range to the receiver. This factor is not ex- 
act, because different rays have different total path lengths. We aeeume that these path 
differences can be neglected. The ray diagrams tend to exaggerate the path differences, 
because the depth axis is greatly expanded in comparison to the ran@? axis. 

For frequencies about a few hundred hertz or lower, the abeorptian coefficient is 
quite small and difficult to measure. Most experiments measure attenuation, rather than 
absorption, at these frequencies. Attenuation includes everything that is not geometricel 
spreading. This includes leakage out of the sound channel due to mttering, bottom 
losees, and nonlinear effects. Hence the users of ray-trace programs must be wary of in- 
advertently including bottom losses twice in their calculati011.1. That is, they should we 
attenuation coefficients for only refracted paths. 
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3. MODELING THE PROPAGATION OF SOUND 

3.1 Ray Tracb and Intensity Calculations (SERPENT Progrun) 

The SERPENT program has five mdor functions: 

To trace rays through a two-dimensional range- and depthdependent sound- 
speed field bounded by a flat surface and variable bottom topography. 

To provide a comprehensive description of the rays' journey through the in- 
homogeneous medium. 

To calculate random, coherent, and statistical intensities for multiple 
receivers at user-selected ranges and depths. 

To generate a transmission-loss tape. 

To generate a ray-statistics tape. 

3.1.2 Input 

3.1.2.1 Punched Cards 

The following input is on punched cards: 

Source information-depth, frequency, beam pattern, intensity of the source 
along the main beam axis at 1 yard (axial intensity), angular tilt of the main beam lobe, 
and up to 1500 ray angle&. 

8 Receiver information-up to 1000 rangee and up to 250 depths per range. 

Bottom information-bottom-loas curves, ranges over which loss cuwes apply, 
and the maximum number of bottom hits a ray is allowed to experience before being 
terminated. 

Surface information-attenuation due to a surface hit and the maximum num- 
ber of surface reflections a ray is allowed to experience before being terminated. 

Output requests-ranges for output, parameters specifying whether to print out 
complete ray-statistics at each output range, whether to generate a ray tape, whether to 
calculate intensities, the types of intensity calculations desired, whether to print out the 
resu!ts of intensity calculations, whether to  generate a transmission-loss tape, whether to 
draw printer plots of travel time and/or plots of ray depth versus initial ray angle (ray 
depth-time distribution plots) at each output range, etc. 

Parameters governing ray iteration-these are discussed in Section 3.1.4.2. 

Run identification information. 
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..\I1 of the above information is read from cards punched in free-field format. For m& 
problems only three or four card8 are required. 

3.1.2.2 Magnetic Tape 

The coefficient tape generated by the VFC program is u d  for inputting the bottom 
topography and the sound-speed profilea (Section 2.1.2.3). 

The minimum possible output consists of a printer Listing of the infomtion punched 
on the cards described in Section 3.1.2.1 together with a tabulation cf the number of pro- 
files, the number of bottom pointe, the maximum and minimum depth of the bottom 
topography, and t,he maximum raqge of the bottom data contained on the input coeffi- 
cient tape. The internal bottom-loss tables and L!c" initial ray an#!& at the source are 
also listed. Outputs that are optional are described in Sections 3.1.3.1 through 3.1.3.3. 

3.1.3.1 RayStatistics Mametic Tape { O p t i d )  

A ray-statirtics tape must be generated if one wishes to draw Calcomp or Gerber ray 
diagrams. This tape is an IBM 729 compatible, men-track binary tape arranged ae 
follows: 

Logical record 1 -80character title identifying the data. 

Logical record 2--source range, depth, angular frequency, frequency, number of 
rays, and axial sound level (see Eq. (45) for a definition). 

Logical record 3-initial ray angles. 

Logical record 4-bottom profile ranger, depths, number of bottom points, 
minimum and maximum depths of the bottom, maximum range of the bottom. 

Logical record 5-iteration-point statistics. (The rays are traced by stepping 
them from one point in the soundspeed field to the next according to the itemtion 
scheme described in Section 3.1.4. Each of these points is called a ray iteration point. 
Logical record 5 is trepeated for each ray iteration point.) The iteration-point atatistic8 
consist of the ray number, ray range, depth, travel time, sine with respect to the hori- 
zontal, sound speed at the iteration point, accumulated number of bottom hits, of eurface 
hits, and of turning points, an indicator specifying whether the ray is terminated a t  this 
iteration point, and the factors Si and Bi (see Section 3.1.5.2) containing the accumulated 
surface- and bottom-loss information for the ray. 

To save inputloutput tima and magnetic-tape space, SERPENT combine the data 
for 222 iteration points and buffers them out in one 2000-word record using a double- 
buffer technique; that is, while one buffer is filling up, the other is simultaneouely being 
dumped onto magnetic tape. 
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3.1.3.2 Tmndmion--Lwr Magnetic Tape (Optional) 

A transmimion-loes tape is required if one wishes to generate Calcomp or Gerber 
transmission-lore plots. The transmission-loss tape is an I B ~ A  '129 compatible, even-tmck 
binary tape and is arranged as. follows: 

Logical record 1 -number of receiver depths and the val~~ea of the receiver 
depths. 

Logical record 2-ranges at which the above receivers are located. 

Lagical record 3-identical to logical record 4 of the ray-stati~tica tape. 

Logical record 4-identical to logical record 2 of the ray-otatistica tape. 

Logical record 6-number of range intervals over which diff~sent types of in- 
tensity calculatione were CMied out, maximum range of each i n t e d ,  typee of intensity 
in each interval, and volume attenuation factor. 

Logical record 6-output range, bottom depth at this range, and typee of in- 
tensity calculated at this range. This logical record is repeated for each range in logical 
record 2. 

Logical record 7-transmission lows for each receiver and type of intensity 
calcuPition requested for the range in each logical record 6. 

Sirice the generation of printer output can dgmficantly increase the pragram running 
time, printout options have been built into the program enabling the u6er to print only 
thoee quantities of direct interest, such as intensities. 

The user defines the ranges at which he wants information output (printer andlor 
magnetic tape). He also epecifiea the parameter NOPRXNT. I NOPRINT is set to 0, no 
ray etatietics will be printed. U NOPRINT is set to 1, the following ray statistics will be 
printed at each of the output ranges: 

Output range in nautical miles and kilometers. 

Bottom depth in meters. 

Ray depths in meters. 

Ray h v e l  times in seconds. 

Accumulated number of surface hits for each ray. 

Accumulated number of bottom hite for each ray. 

Accumulated number of turning points for each ray. 

Termination status of each ray (whether terminated or not). 

Sine8 of the ray angles at the output raw. 
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Accumulated ray phase in degrees. 

Location of the surface and bcttom hits since the last output range, the bottom 
slope and grazing angle at each bottom hit, and the angle of incidence at each surface hit. 

If the user sets the input parameter NDIST to -1, raydepth and/or ray-time dietribu- 
tion plots will be generated at  each of the output ranges according to whether the param- 
etere NDEPTHDS and NTIMEDS have been set to 0 or 1 respectively. The raydepth 
distribution plots are line-printer graphs of ray depth veraus initial ray angle at  the source 
for conatant range. The ray-time distribution plots are graphs of ray travel time to an 
output range versus initial ray angle at the source. The slope of a raydepth distribution 
plot comesponds to the partial derivative of ray depth with respect to initial ray angle. 
This derivative appears in the expression fur intensity (Eq. (66)). Such a plot shows the 
depth intervals that are illuminated by individual arrivals, and illustrates which initial 
angles are mapped into which depths. Raydepth distribution plots are discussed in more 
detail in the HLRTP [12f]. The user may specify at  which output ranges he would like 
distribution plots generated. 

An option is provided the user for selecting ranges for intensity-calculation printouts. 
Depending on whether the input parameter NINTENS has been set to 0, 1, or 2, SER- 
PENT will not calculate intensities, will calculate intensities but not print the results, or 
will calculate intensities and p ~ t  out the results respectively. If printout is deeired, the 
program will list the intensity, the measured sound level, the transmission lorn, and txane- 
mission anomaly (Section 3.1.5.2 gives the definitions) at each output range. This print- 
out will also include the number of arrivala at each receiver. The user has the option of 
defining a set of ranges over which different types of intensity calculations are carried 
out. For example he can request coherent summation out to 10 nautical miles, random 
and coherent intensities &om 10 to 50 nautical miles, and statistical intensities from 50 
to 200 nautical milea. Any combination of random, coherent, and statistical intensity 
calculations can be carried out in these userdefined regions. The reason for selecting 
different types of intensity calculations over different range intervals is discussed in 
Ref. 12g. 

3.1.4.1 Derivation of the Iteration Algorithm 

The derivatiorr described herein is believed to be unique to this report and is based 
on an iteration technique discussed by Montagnino [59]. ray theory is covered in 
the Appendix.) This derivation differs from that given in the HLRTY 112h1 and leads to 
a similar but more getlend set of iteration equations. The differences occur in the t h i i -  
and fourth-order terms of the expansions in ray arc length for the ray range, depth, and 
travel time. This derivation is not restricted to a particular functional form of the 
sound-sped field as is characteristic of most derivations. The functional form of the 
sound-speed .field we chose was motivated by considerations of physical meaningfulness 
and convenience of implementation. There is no reason why one could not use two- 
dimensional splines to represent the sound-speed field Itrdeed there is no theoretical 
reason why this derivation, or the entire program for that matter, could not be extended 
to a threedimensiond field. The HLRTP [12i] cites why, in the case of small bottom 
inte-ilction, there would be no more than a formal zdvantage in this extension. 
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RANGE R 

5 = 2 = UNIT VECTOR : RAY VECTOR 

I i : 9 :i = CURVATURE VECTOR 

d 
A : S -  So: INCREMENTAL PATH DIFFERENCE 

Fig. 1 I --Iteration o f  a ray 

Consider a curve described by the position vector r(S), where A is the path length 
measured from some arbitrary point on the ray trajectory SO (Fig. 11). According to 
Taylor's theorem, if we assume r(S) has n + 1 continuous derivatives, the position of a 
point on the tra;ectory in the neighborhood of the point r(So) can be written exactly 
in the fonw 

where 1 lies somewhere between S and SO,Y(")(~O) is the nth derivative of 7 (S) evaluated 
at So, and A = S -So is an increment in the ray-path length from Sd. 

Since (Appendix) 

m $' )(so) = g = &so) = initial ray vector 1 
and 

= @so) = initial ray curvature, 

then 

Equation (26) gives the change in depth and range of a ray in an iteration of size A. 

Differentiation 1591 of Eq. (26) yields the ray vector, or sine and cosine of the ray 
angle, at the next iteration point, namely, 
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To implement Eqs. (26) and (27). we need expression8 for &so), R(so), dR/dsb0, ete. 

The ray vector at the initial point So is given by 

S(S,) = y? + oi, 

where 

y = cos $0, 

o = sin 00, 

O0 = ray angle a t  the initial point (positive angles measured downward from the 
horizontal). 

3 
I = a horizontal unit vector, 

1 = a vert.ical downward-pointing unit vector. 

To obtain R(so )  and its derivatives. we apply Eq. (A20). namely, 

where q is the index of refraction. 

We can approximate the sound-speed field c(S) in the vicinity qf the point So by a 
Taylor's series expansion about that point: 

c(S) = c(R. z )  a c(Ro. zO) + Z(Ro. zO)(z - zO)  + D(Ro, zO)(z - z 0 ) ~ / 2  
(30) 

+ G(Ro. zo )(R - Ro). 

where Ro and zo are the range and depth at  the point SO, c is the sound speed, Z is the 
mund-speed vertical gradient, D is the vertical curvature, and G is the horizontal gradient. 
lhese quantities may be obtained from Eqe. (8) and (9) for any point in the soundapeed 
field as explained in Section 2.1.2.5. 

The index of refraction q is given by 

where a. is a reference sound speed. Our final equations will be independent of the par- 
ticular value of ao. 

Using Eq. (30) and assuming 
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and 

we have 

where 

The gradient of the index of refraction Vtl is approximately, 

where 

Assuming the ray vector g at the new point located an arc-length distance A from So is 
given approximately by 

we have the ray curvature, Eq. (29). 

so that 
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where 

To obtain an iteration equation for the travel time, we note 

Expanding l lc  in a third-order Taylor series in A, we obtain 

where 

The travel-time integral could have been solved exactly W of making an approxima- 
tion for l/c, but the resulting exact solution would require more computation time than 
the expaneion (41). except in speck4 cases. 

The ray plots shown in this report are not the r d t  of the equation8 derived in this 
seetion. Rather they resulted &om direct implementation of the iteration equation8 given 
in the HLRTP [I%]. We have chosen to include the derivation of Eqs. (23) through 
(41) because it illustrates how equations of the type given in Ref. 1% can be derived. 
Originally it was an attempt to verity the equation8 given in Ref. 1%. Unfortunately the 
authors of the HLRTP did not choose to include a detailed desivation of their iteration 
equations, and it ie not immediately obvious how the third- and fourth-order terms in A 
given in that report were dezbed. 

Atter further andyais it is expected that the equation8 given in this section will me- 
place those currently implemented. Thie topic will be conaidered again in Section 3.1.7. 
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3.1.4.2 Accurrcy and Iterative Controt 

SERPENT r e q u h  the user to specify certain "my tuning parametem" and thereby 
allows him to make a Weoff  between accuracy and computer ~ n n i n g  time. Thew pa- 
rameters establish the limib for the builtin program controls which adapt the ray arc- 
length iteration inmment A to the structure of the soundspeed field. Both the accuracy 
(up to a point) and running time increase with decreasing parameter sizes. 

The ueer of SERPENT b cautioned against performing a highly accurate calculation 
on data which because of the natural variability of the oceanographic environment and 
the uncertainties or meagemesa of the meammmenb may not be reprenentative of the 
environment at the time of the experiment. Highly accurate dculations are however of 
value in comparing program results with exact analytic solutions. Comparisons with exact 
solutions will give the u m  in-t into the opention and interaction of the my itexation 
parametem. From another point of view, the program could be used to confirm the tor.. 
rectners of newly developed c l d - f o r m  analytic solutions. 

We will now briefly coneider each of the ray iferation parameters. These are identical 
to the ones dimmed in more detail in the HLRTP report [?2j 1. The parameters are: 

AM (DELMAX) and A, (DELM1N)-the maximum and minimum atep size (in 
metem) along the my arc. If AM b too large, the program will have to reduce A a num- 
ber of timea to find a sathifactory step size. If A, k too mall, clearly the program will 
have to perform a large number of calculations to accomplish a given iteration trsk. 
Too large a A could lead to a breakdown of the iteration expansions. Thus there are 
optimum values for AM and A,. Currently thew are determined by user experience. In 
practice, using oceanographic data, values for AM up to 1000 m lead to satMactory o p  
crating conditions. Typically A, b set to about the minimum depth interval between 
input soundspeed profile points, such ae 20 m. 

E (VFAEPS)-the accuracy epsilon for the soundspeed field. The sound speed 
cp predicted at a flnal point by Eq. (30) for an itexation step size of length A ie com- 
pared with the sound #peed ca at the same final point obtained by using the intqmmtion 
scheme described in Sections 2.1.2.4 and 2.1.2.5. If Icp - ca I is less than E, the program 
contracb the ray arc increment so that the new ray arc increment A' is given by 

Clearly the value given E ahould depend on the uncertainty in the measurement of the 
soundspeed field. Typ idy  E b eet to 0.6 m/s. 

AgM (DELS1NMX)-the sine increment test parameter. Thb parameter ex- 
amines the effect of the gradients and curvaturea of the soundspeed field on a tentative 
iteration of size A. If there d t  in a change in the size of the ray angle greater than 
AsM, the program contracts the iteration step criee to A', where 

A' = (AsM/ l sin 0 - sin 001)112A, 

in which sin O0 is the h e  of the ray angle at an initid point So and sin B b the h e  of 
the my angle after a tentative iteration of aize A. To avoid other W e r  order effecb, the 
iteration intend b first contracted to the leeeer of A' or 



NRL REPORT 7621 

4PRWlLE RANGES 

Po Ob 

Fig. 12--Order in which SERPENT hcen ray8 in a 
particular example 

where 

Note that equation (III.l4b)(ii) o; the HLRTP [12k] contains a typographical error and 
should read as Eq. (44); +M is t3pically set to 0.02. 

3.1.4.3 An Example of the Order of Treeing All Rays Together in 
SelP-b 

The order in which SERPENT traces rays through the sound-apeed field ditiere from 
the HLRTP and that of most other ray-trace programs. Because of this unique tracing 
order only two profilea need be reaident in core at the same time (hence an unlimited 
numbex of profiles can be used), and only one pass need be made through the c d c i e n t  
tape to trace all the rays, to do all the intensity calculations, to priut the ray statintim, 
and to generate the ray depth distribution plots. This feature abo eliminates the need for 
a time<onsuming disksort routine (originally used in the HLRTP) to order the rays and 
plot transmiseion losees. 

Consider the following example illustrated in Fig. 12. Suppose SERPENT is asked 
to trace three rays through a field having four profiles at ranges Po, PI, P2, and P3 and 
also print out the ray &atistics and the intensities for some receivers at output ranges O,, 
Ob, and 0,. Assume all of the rays start at range Po and depth do. SERPENT wiU 
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begin by tracing the f i t  ray out to range 0,. Then it will trace the second ray to the 
same range and then the third ray. A t  this time, aince all of the rays are at range O,, 
the intensities and ray statistice may k calculated for thk output range. Once thk out- 
put operation & complete, SERPENT will go back k the h t  ray and trace it to range 
PI. Similarly, the second and third rays are tmcd out to PI. Now since all of the my8 
are at PI, profile Po is no longer needed, M, it ie mmoved horn core and profile P2 is 
brought in. Thie procedure continues aa ahown until all the raye have reached range Pa, 
whereupon the output is generated and the program stope. 

A detailed error analyeis should include con aide ratio^ of local and global discrebon 
emrs, convergence errors, and rounding errors. Underlying all of thee is the queation of 
etability [60]. Conaideration of these topics is beyond the scope of this report. &ma 
elementary e m r  estimate8 are however given in the HLRTP [ l a  1. 

The uoer the source depth, frequency (assumed monochromatic), and beam 
pattern. SERPENT 8~1umerr the source is at range 0 n.mi. Becauee of the beam pattern, 
all of the rays will not start with the same initial intensity. In describing the beam pat- 
tern the wer inpub: 

1. The beam tilt angle, which is the angle the mdp beam axis makea with the hori- 
zontal (positive angIes m d  downward). 

2. 'The axial inkneity ZO which is the inten8ity in ergel8 cm2 slow the main beam 
axis 1 yard horn the source. The ax@ mund level is @yen by 

A, = 10 log,, I,. (45) 

3. The ratior of the intensities at anglee off the main beam aris to the intensity lo. 
T h e  begm pattern angles may be nonunifonnly spaced and do not have to correrpond 
to the initid ray anglea. 

The m r  alu, spec* the initial ray angles and ray phase8 8 8  at thme  angle^. That is, 
all of the ray8 do not have to begin with the aame phase. From thie input i u f o ~ o n  
SERPENT adgm initial intenaitiea Iofk to each ray k accordin# to its initial angle 8 0 at 
the mum (0 < fh < 1). ~a an omnidirectional pttem fk would be 1 for a# of 
the rays. 

The phae-independent (Qpe I raadom summation in Ref. 12m) intensity Ie(R,z*), 
for a mceives at range R md depth z*, may be expremed as a nmmation over the inten- 
mtiee of the individual reys which d u e  at the receiver (Mid). That is, 
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where N is th, number of arrivals and Ik (R, z*) is the intensity in ergsls cm2 of the kth 
arrival. 

The measured mund level at the receiver is defined to be 

The transmission lose from the source to the receiver is given by 

Removing the effect of spherical spreading, we obtain the transmission anomaly [61] 

TA (R, z*) = TL - 20 loglo (Rlr, ), (49) 

where ro is the reference distance. Throughout this report ro will be 1 yard. 

In traveling from the source to the receiver a ray undergoes a transmission loss Lk, so 
that 

I,(R.Z*) = I0fk 10 
-(Lk/lo) 

(50) 

The transmission loss Lk in dB may be expressed as 

where A; is the attenuation loss (neglecting bottom loss), Bk is the loss due to bottom 
reflections, Sk is the loss due to surface reflections, and Gk is the loss due to geometrical 
spreading. 

The attenuation loss A; is assumed to vary linearly with range. That is [58], 

A;, = 1000 (R - ro )a, (62) 

where a i8 the attenuation coefficient (for refracted-only paths) in dB per kilometer and 
R and ro are measured in meters (Section 2.4). 

The bottom loss Bk for the kth arrival is given by 

where nk is the namber of bottom hits experienced by the kth arrival and bik is the loss 
due to the ith bottom hit (Section 2.2). 

The surface loss Sk for the kth arrival is 
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where mk is the number of surface hits and a is the fractic.~al loss in intensity due to a 
single surface hit (Section 2.3). 

In carrying out our intensity calculations, we assume the medium is cylindrically 
symmetric. In this approximation the geometrical spreading lose Gk can be shown 
[62-641 to be 

where Ok is the angle at which the ray arrives at the receiver (Fig 3). In Eq. (66), 2 is 
the ray depth and the partial derivative is evaluated at the receiver depth. When the partial 
derivative is zero, Gk approaches negative infinity. When this ociurs, we say the ray has 
touched a caustic. in effect the intensity of the ray blows up. Of course ray theory is 
invalid in the vicinity of a caustic, as mentioned earlier. 

Because SERPENT uses a two-dimensional sound-epeed field, it, like other similar 
ray-tracing programs, cannot trace rays directly to the receiver. Instead it tram a group 
of rays out to the receiver range and then searches the group for those rays which sub- 
tend the receiver (Fig. 14). 

We will now derive an approximation for Eq. (55) by defining an arrival as two non- 
terminated rays with indices j and j + 1 which leave the source at adjacent angles (Of and 
8& ), subtend the receiver at range R (one ray is deeper than the receiver, and the other 
is shallower), and have the same number of surface and bottom hits (though they may 
have a different number of turning points). 

To determine the factors in Eq. (66) for the kth arrival, we use the following 
approximations: 

(2, - z * )  
c a  cos Oj + (COS Oj+ l - cos dj) , 

(zj - zj+ 1 ) 

where 

cos ej = (1 - sin2 ej)112 

and 

The denominator of Eq. (58) follows from the differential 

d(sin 8) = cos 8 do. 
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P 

Fig. 13-Ray path from a source to r receiver 

RANGE 0 

2 
DEPTH 

,/\,J{+ I 

RECEl VER \ 

Fig. 14-Tvo ray# rubtending a receivar 

The effects of surf'ac~ and bottom loss are included in Eq. (51) by linearly inter- 
polating betveen the subtending mys. That is, 

where 

in which 

with mi Wig the number of surface hits (Eq. (64)). 

From the preoedine we see we are actually approximating the approximatione of ray 
theory. These approsirnatio~~ become more meaningEul as the right-hand eide of Eq. (68) 
approaches the lefbhand eide. For th:s to occur, the anguiar increments between adjacent 
my$ typically haw to be very small; as a result an extremely large number of rays have 
to be tracd to achieve meaningful results. As the rays propagate farther and farther 
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from the source, the number of rays required incremes drastically. And, despite the very 
large number of rays traced, only a very few satiafy the three conditions defining an 
arrival. 

Our experiences with GRASS indicate that though the preceding method of d c u -  
lating intensities is widely discussed in elementary texts on up-!zrwater acoustics, it is not 
eatisfactory for real-world computations. It is expected that more sophisticated proce- 
dures will be incorporated into GRASS in the future. (See Section 3.1.7, Recommenda- 
tions for Improvement.) 

3.1.5.3 Coherent Summation 

The coherent summation (Type I coherent in Ref. 12m) take8 into account the rela- 
tive phaees of the arrivals at the receiver. If the preesure due to each arrival, neglecting 
the time dependence, has the form 

where Ik is the intensity of the ktk arrival and t$k is the phzw of the kth arrival, then the 
resulting Type I coherent intensity at the receiver will be given by 

This expression is simply a Type I m d o m  summation plua an interference term. 

Coherent calculations were initially included in SERPENT to study the Lloyd mirror 
effect in the case of a simple profile and to check the calculation of travel times. For 
this purpose they are adequate as described. But for long-range and most short-range real- 
world problem they are unsatisfactory. As pointed out earlier, SERPENT does not calcu- 
late the phases correctly in the vicinity of caustics or correct for phase shifts due to  bottom 
interaction. 

3.1.5.4 Statistical Summation 

The statistical summation is the Type I1 intensity calculation described in the 
HLRTP [12n]. 'Ibe expression given in that report has been slightly modified, as will 
be explained. 

The 'I)p 11 intensity is determined as a probability distribution which ie obtained 
by mapping the arrival structure over are ocean depth at a given range. The summation 

"p9eudo phaee independent" and uses all the rays that have been traced out to  the re- 
ceiver range, rather than j d  those which eubtend the receiver. Each ray ItX!e!ives a 
weight in the eummation according to its distance from the receiver and other factors. This 
calculation assumen a "&able" soundspeed field. It is deeaed primarily for intermediate 
and long ranges, in contrast to the randomlcoherent (Type I) calculation, which is mainly 
for short ranges. Rather than reiterate what bas already been enid in the HLBTP, we will 
simply state the expression we use in SERPENT and mention how it differs fmm that in 
the HLRTP. 
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where ei = 0 if the ray was terminated, otherwise e, = 1. In Eq. (63) 

where 
- 

in which p = fl'l(fldB), erf ( x )  = 2 r f i  Jt e-"dt, and 

dB = the bottom depth 

rO = reference distance (Eq. (49)), 

or = attenuation coefficiefit (Eq. (52)), 

a = a conversion factor for adjusting units, 

qi = factor given by Eq. (60), 

N = number of rays traced 

Wi a Gaussian weighting factor = e-2(di-d)2p2 , 

di = the depth of the itt. ray, 

Di receiver directivity function* 

in which d is the receiver depth, oi is the sine of the ith ray at the receiver, end X, is the 
wavelength at the receiver (2rpf/c,), f is the fkequency and c, is the sound speed at the 
receiver. 

*If we u u m e  both up- and dom-going rayn are traced. the coefficient of the nine given in the HLRTP 
[1201 should he r 2 rather than 4. A factor of 4 lea& to r rhup nonphysical dimcontinuity at d/A3 2 
If only dom-going rays are tracud, the factor 4 L approgriate. 
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D! = source directivity function 

in which d8 is the source depth, oiO is the sine of the ith ray at the source, A, is the 
wavelentfth at the source (2nf/c,, c, being the sound speed at the source). SERPENT 
assumes that c, = c, = 1600 m/s. 

Y~~ ' cosine of the ith ray angle at the source, 

Yi  = cosine of the ith ray angle at the receiver 

=-. 

The main difference between the calculation just described and that of the HLRTP 
~ccur6 in the normabation factor M, given by Eq. (66). The coefficient M results from 
normalizing the Gaussian weights Wi over the depth of the ocean. In performing this 
normalization the HLRTP [12p] assumed that the bottom was at infinity rather than at 
the depth d B .  Unfortunately this assumption leads to an error which can become dg- 
nificant when tracing rays through an environment having a widely varying bottom 
profde. 

The Type II summation is called pseudo phase independent because of the term8 
Di' and D{.  Theae tenns attempt tn *count for the Lloyd mirror effect, a phase- 
dependent phenomena. 

3.1.6 Test Methods and Recud@ 

3.1.6.1 Untilted and Tilted Hyperbolic-Casiue RoWw 

The foUowing h a conceptually shdghtfosward technique for generating rangedepend- 
ent sound-speed fields having exact ray-path solutions (661. Thie technique is useful in t5at 
it provides a tent for those ray-tracing program which handle range- and depthdependent 
soundspeed fields. The method involves a transformation between two coordinate eystems. 
In one coordinate system the sound-speed field hae no depth dependence. In the trans- 
formed coordinate system the sound-speed field has both a range and depth dependence. 
Although this techniqis could be easily applied to any profile, we will consider only the 
hyperboliccosine profhe, which is a dqlenerate form of the Epstein profile [66, 32al. 
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(Bucker and Morris [66] discuss the normal-mode solution for the Epetein profile, and 
Pedersen and Gordon [32a] consider the ray-theory solution 1 

hitially two identical profiles were generated by digitizing the expression 

where A = 1600 mls, B = 3 X m-l, and Yo = 3000 m, at increments of 50 m m  
from 0 to 6000 metera. These two profiles were inputted in the VFC program, one at 0 
and the other at 200 nautical miles, and a coefficient tepe was generated. This tape was 
hen fed into PRFPLT. Figure 9 was the result. Next the tape was fed into CTOUR 
and Fig. 10 resulted. The horizontal lines indicate no horizontal gradients are present. 
In the unprimed coordinate system of Fig. 16 it is possible to obtain an exact expression 
for ray depth as a function of range with the source on the channel axis. This expxwsion 
is illustrated in Fig. 16. The coefficient tape mentioned earlier was fed into SERPENT, 
and 13 rays (-30° to 30° in 5O steps) were traced through the field for 30 nautical miles. 
Plotting the resulting ray tape with RATAPE, we obtained Fig. 17. Note the character- 
istic focu8ing of the hyperboliccosine profile. The symmetry and focusing properties of 
this profrle provide are excellent visual test. 

Next, with use of the X'Y' coordinate system of Fig. 15, the e x p d o n  for the cor- 
responding sound-speed field is shown in Fig. 16. Specific rotation (7 )  and translation 
( 6 )  parameters of 1" and 75 meters respectively were choaen, and 16 profiles were gen- 
erated from this expression spaced at 2-nautical-mile intervals along the X' axis from 0 to 
30 nautical miles. Each such profile had 68 points, and the depths of these points cor- 
responded to the profile depths of the previous example. Figures 18 and 19 show the 
profiles at 0 and 30 nautical miles. These 16 profiles were entered into the VFC program 
and another coefficient tape was generated. This thpe was fed into CTOUR, and the re- 
sults are shown in Fi. 20. The slanted lines clearly indicate the present~ of a uniform 
horizontal gradient. Next, 13 rays (-29" to 31" in 5" step) were traced from a source 
depth of 2000.3 metem through this sound-speed fdd.  Again characteristic focusing 
(Fig. 21) was obtained as the rays moved through the field. The exact ray depths versus 
range can be obtained by applying Ne-n's method to the commponding raydepth ex- 
pression in Fig. 16. 

From conrparison of the exact depths against the SERPENTgenerated depths for the 
-30" ray in the X Y  codinate system it was found that the difference oscillates with 
range and has a maximum amplitude of +5 centimeters ova a diatance of 30 nautical 
miles, when AM is set to 125 meters (Section 3.1.4.2). 

Likewise comparing the exact depths against the SERPENT+nerated depths for the 
-2g0 ray in the X'Y' coordinate system (corresponding to the -30' ray in the XY system) 
a difference was found which oscillates with range and has a meximum amplitude of +2 
meters over the distance of 30 nautical miles. Again for this aree we were using AM 6et 
to 126 meters. 

This test case demonstrates that SERPENT can trace rays through a simple field having 
a horizontal gradient and yield meaningful results. In testing some other horizonfal-gmdient 
ray-tracing pmgmrns on this problem, focusing was found to be incomplete owiug to an in- 
sufficient representation of the sound-speed field. 
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Y' TRANSFORMATION OF COOROIN4TE SYSTEM 

Fig. 15-Transformation of a coordinate system 

RAY PATH EQIMTIONS FOR HYPERBOLIC COSINE PROFILE 
wmn SOURCE ON CMAMEL AXIS 

I N  X-Y COORDIUATE SYSTEM: 

Y - RAY DEPTH = Yo + 6 rinh" [ton 9 sin B (x-A)] 

I N  Y-Y' COORDINATE SYSTEM: 

p* 
Y 

\ 

WHERE S - sin r 
c m coar 
T - tanr 
A m  (Yo-b) T 

Fie. 18-Ray-path equations for a hyperbolioeorine profile with the mwce 
on the channel axir 
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Fig. 18-Tilted hyperboliccosine profile at 0 nautical milea. The crows indicate 
Taylor nerier coefficients generated by VFC. The solid l ina between points indi- 
cate coefficients used in ray tracing. 

Fig. 19-Tilted hyperboliceosine profile at 30 mutied milee 
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to incorporating another iteration equation in the program for this pwpoas. This same 
recommendation and numerous others were made in the HLRTP [12q] report. Another 
possibility would be to completely revise the iteration equations, wing time ae the step 
ping parameter, rather than ray arc length, as proposed by Wegson [67]. 

Calculations at caustics. Along the same lines as the preceding recommendation, 
c~mideration should be given to the problem of calculating the comct intensities and 
phase shifts at caustics. There exists a large body of literature in this area, including Refs. 
5, 9, 10, 12r, and 23. 

Optimum step size. The problem of choosing the optimum step size in the 
iteration equations should be examined further. One approach this problem might be 
to coneider the iteration equations given in Wmon's paper [67] and then thoroughly 
examine the numericaldysis literature for the best approach to solving these equatione. 
Some advantages to this approach are: 

- If the numerical approach is a good on.., it is likely that the questions of 
convergence and stability have already been examin: d .  

- Other numerical analysts will be aware <)f the procedure, and it is likely that 
in the future more light will be shed on these questiotls. 

Timesharing system. The current version of GRASS was developed uaing the 
batch service on a CDC 3800. There would be a number of advantages if further devel- 
opment was carried out in a timesharing environment-preferably with an interactive 
graphics terminal. The advantages of a timesharing service are discussed in detail in 
Watson [68]. One earlier objection to the use of timesharing systems was that the ray- 
tracing programs required too much core. This objection no longer carries much weight 
because: 

- We have partitioned the "do everything" pr- into separately executable 
modules as explained earlier. 

- Current timesharing systems are allowing their user's much more core. For 
example the CDC Kronos system in Bethesda, Maryland, allows users to have up to 64K 
words of core. 

Another drawback of timesharing often cited is the high volume of output required 
by ray-tracing programs and the slow speed (30 cps) of teletype terminals. This problem 
can he circumvented by using high-speed (300 cps) line printer terminals such as available 
on the CDC ExportJImport 200 system. 

The use of a timesharing system having nationwide coverage would also allow a sig- 
nificantly larger number of scientists to use and participate in the development of the 
acoustic model without havirz to implement it on their own machines. The transfer of 
even well document*. Tortran programs from one machine to another can be expensive and 
frustrating owing to variations in Fortran dialects [23 1 .  
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a2 Generating m y  ~ i r ~ ~ r m r  (RAPLOT 

The purpose of RAPLOT is to generate accurate Calcomp ray plote lowing the 
bottom-profile. 

3.2.2 Input 

The input to RAPLOT consists of: 

The ray tape generated by SERPENT. 

Control parameters on cards which select the number of plota to be generated, 
the rays to be displayed on each plot, the plot sizes, ecaling parametere, and the lpaph 
titles to be dispbed on each figure. 

3.2.3 Output 

The output consists of: 

Lube!ed Calcomp plots showing the rays and the bottom protile (Fb. 4,17, 
end 21). 

A printer luting of the input and control parameters. 

3.2.4 Recommendation for Improvement 

The utility of the ray diagrams could be inaegeed by adding timing information to 
them. Since the xay&War tape already contains timing information, this would be a 
stmightforward lnognunming task. An example of how this information would appear on a 
my diagram is given in Fig. 1 of Ref. 16. 

3.3 Generat- l'ransmieeion-Loss Plob (LOSSPLT Progxun) 

The purpose cf LOGSPLI is to generate Cdcomp plots of tsansmission-lour versus 
ranee. 

The input consists of: 

Transmission-loge tape generated by SERPENT. 

Control panunetera and graph titlea on cards. 
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3.3.3 output 

The output consists of: 

Labeled Calcomp plots of transmission loss versus range. If requested, these 
plots will display random loes (Type I), coherent loss (Type I), and stahtical (Type 11) 
transmission loss together with user input experimental data or theoretical curves for com- 
parison. 

A printer listing of transmission-loss values and control parameters. 

4. CONCLUSIONS AND RECOMMENDATIONS 

The current version of GRASS should be considered as an initial step in the develop- 
ment of a comprehensive model of long-range acoustic propagation in the deep ocean. 
Theoretically and functionally the system is very similar to the Hudson Laboratories ray- 
tracing propam. 

The main features of the system are described in Section 1.2. Currently, the system 
yields very good ray-path results for complicated bathymetries, but it is not yet state of 
the art in terms of intensity calculations. There is however a large body of literature 
pointing to directions in which the system could be developed. Some recommendations 
are given in Sections 2.1.1.5, 2.1.2.9, 2.1.4.6, 3.1.7, and 3.2.4. 
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APPENDIX 

B d c  Ray-Acoustics Theory 

Starting with Eq. (I), we assume that may be expreaeed as 

where'iis the spatial coordinate and w is the angular frequency. 

Using the relation 

between the wavenumber k, the angular frequency w, and the sound+peed c, and substitub 
ing the derivative8 of a into Eq. (I),  we obtain the time-independent scalar wave equation 

v24 + k24 = 0. (A31 

We see that as A+O this equation degenerates. To obtain a quantitative conclusion 
from the above equation, we assume 

where A(f) = A(x, R, z)  is an amplitude factor and 5 = 5 (x, R, z)  is the eikonal (eikon 
being the G-eek word for image). 

This aesumption takes us into the realm of ray theory as opposed to wave theory. 
Wave theory attempts to solve Eq. (A3) for 4 assuming a particular set of source and 
boundary condition.8. Ray theory, on the other hand, aeeumes a particular form for 
and then substitutes this form into the wave equation to derive another differentid equa- 
tion which is more amenable to solution. This new equation is referred to as the eikonal 
equation. 

We note that ko may approach infinity in Eq. (A4), so 4 may be a rapidly varying 
function of position while A and are slowly varying functions which do not go to in- 
finity with ko. Differentiating Eq. (A4) and substituting the result into Eq. (As), we 
obtain 

where r )  is the spatially dependent index of refraction 
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Of coume the real and imaginary terms of Eq. (A5) must vanish independently. Noting 
that A cannot be zero everywhere, and making the crucial assumptions [All 

and 

we obtain 

Equation (A9), a fiht-order partial differential equation, is the eikonal equation men- 
tioned earlier and represents one of several equivalent formulations of geometrical acoue- 
tics. Some of the other formulations include Snel19s law, the HarniltonJacobi equation, 
and Fermat's principle [A21 . 

The condition given as Eq. (A?) is violated in any -on containing localized 
sources. In addition significant changes in amplitude may occur as the result of diffrac- 
tion effects in the vicinity of a shadow boundary, at the edges of ohtacles, at a caustic, 
or at a focal point. As a consequence VA may be large and the second condition, Eq. 
(A8), may be violated. Further it can be shown [A31 t,hat that validity of Eq. (A9) 
reel* 

That is, the tractional change in the index of refraction over the distance of a wave- 
length must be very small compared to unity. Clearly this condition will not be met at 
the ocean's d a c e  and bottom or in regions where the sound speed changes significantly 
over the distance of a wavelength. Diffraction effects are still possible around the edgpa 
of obstacles even though they may be located in regions of a smoothly varying index of 
refraction. 

Another condition under which the eikonal equation is not a good approximate wlu- 
tion of the wave equation occurs when the wavehnt c w t u r e  is laqe, or, in tenns of 
rays (a concept dertrled btlow), when the radius of curvature of a ray is the order of or 
smaller than a wavelength. 

Once Eq. (A9) has been integrated to obtain 5, Eq. (A8) gives the component of 
VA/A in the direction of VS. No statement is made about the component of VAIA per- 
pendicular to VS . Hence theae components can be discontinuous. 

The solutions S to the eikonal equation are surfaces of constant phase, or wave- 
fronts. The orthogonal trajectories of these surfaces are defined to be rays. Hence the 
direction of the acoustic rays is given by a unit vector normal to the eikonal &ace and 
passing through the point in question: 
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This unit vector is frequently referred to as the ray vector. Since V x V S  = 0, it follows 
that 

v x (qii) = 0. (A121 

This condition is equivalent to the existence of the eikonal [A4]. 

The my curvature K is defined to be 

where dr is a change in the ray vector and ds is an increment in ray arc length. Since 

and since dxlds, . . .is the x ,  . . . component of the unit vector G, we have (letting 
8% = dxlds, etc.) 

For any two vectors and the following identity holds: 
- 

v(F -6 )  = F X ( V X G ) + B X ( V X F ) + ( % - V ) ~ + ( E ~ V ) F .  (A171 

Using this relationship and replacing and with the unit vector and noting = 1, 
we have 

Returning to Eq. (A12) and rewriting it an 

and substituting this expression into Eq. (A18), we have 
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Since for any three vectors XI I, and E, 
- 

(ii x B) x i2 = ~ ( j l . C )  - X(B.C), 

it follows that 

From this equation we see that R, Vq, and lie on the same plane. We also see that 
if the medium is homogeneous, VI) and thus K will be 0 and the rays will move in 
straight lines. 
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