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ABSTRACT
\

Simulation of a proposed naval Advanced Avionic D‘i.gital Computer (AADC) has been
underway to arrive at architectures which efficiently meet the needs of expected program
workloads. Models of avionic program workloads have been derived from various sources
and used to drive these simulations. These models consist of sets of nearly independent pro-
gram modules which effect periodic, known demands on system resources.

Simplex and multiprocessor configurations of the AADC have been modeled, and cer-
tain features of proposed AADC executive operation have been incorporated into these
models. Guided by previous simulation work, both nonpaged and paged operating systems
with multiprogrammed memories have been simulated.

The simplex processor achieves the highest percentage of processor utilization and, with
multiprogramming, the lowest level of program transfer overhead. The effectiveness of multi-
programming in the multiprocessor configurations does not match that experienced with the
simplex processor, but this effectiveness might be boosted by compartmenting program
workloads into separate families under different processing elements.

Under full processor utilization, background executive activities such as system timing
account for less overhead than direct executive functions controlling program execution.
Sharing of the processing element by executive and program workload thus appears an ef-
fective strategy for a simplex system. Multiprocessor demands on the executive indicate
that a dedicated executive processor is reasonable for multiprocessor configurations under
full workloads.

Sharing of busing resources by both data and program transfers appears to offer an ac-
ceptable cost-efficiency tradeoff in dual and triple processor operation, but a triple processor

would profit more, if cost reduction is paramount, by maintaining separate busing and re-
linquishing possible hardware executive features for a dedicated software executive.

PROBLEM STATUS

This is an interim report; work on this problem is continuing.

AUTHORIZATION

NRL Problem B02-06
Project NavAir WF 15-241-601

Manuscript submitted September 29, 1971.
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SIMULATION OF AADC SIMPLEX AND MULTIPROCESSOR OPERATION

INTRODUCTION

An Advanced Airborne Digital Computer (AADC) is being developed to provide a
standard solution to future, growing demands of naval avionics missions (1). AADC de-
sign studies have considered various implementations of simplex and multiprocessor sys-
tems. All implementations have in common a fast-access block-oriented memory which
feeds programs to small high-speed random-access task memories from which processing
takes place (2). The suitability of various architectures for processing avionics program
workloads is of prime concern, and work has been aimed at tailoring system design to the
inherent characteristics of expected workload requirements.

Modeling and simulation of the AADC has been in progress in pursuit of optimized
system designs (3,4). Simulation study to date has been aimed at gauging the effect on
system overhead of various schemes for memory resource allocation. Results using models
of the E-2B program workload indicate that paging and multiprogramming of AADC task
memory can provide efficient system operation with modest requirements on task memory
size. :

Further simulation work—the subject of this report—has been directed toward evalu-
ating computer performance under a broader range of workloads and under the influence
of an executive system (5) intended for the AADC. One-, two-, and three-processor sys-
tems with selected resource allocation schemes have been included in these simulations
and their performance analyzed in an effort to reveal relative effects of different operating
schemes. ‘

Workload models for these simulation studies were derived from three sources: an
analysis of the E-2B program workload (6); the F-111B program manual (7); and a study
by the General Electric Company of AADC future mission requirements (8). These work-
loads represent processor loads ranging between 10% and 106 instructions per second and
tactical and nontactical environments.

The method of reducing workloads to a form suitable for AADC system simulation
has been discussed in Refs. 3 and 4. Essentially, a program workload is composed of
separate program modules or tasks which are processed periodically by the computer.
Each task constitutes a demand on the computer system’s resources (memory, processors,
buses) at each task iteration. Depending on the detail of available workload program de-
scriptions, a given task can be modeled as a chain of subprogram modules or segments,
each segment requiring a specifiable amount of program storage, instruction executions,
and data transfers. The resulting task models are then depicted as directed graphs much
akin to flow charts for normal programs except that nodes define predetermined data on
system resource demand rather than steps of algorithmic procedures.
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\
Following the results of previous AADC simulation work, the paged architecture has
been extended into these simulations. Consequently all program modules are partitioned

into 256 word blocks or pages in the workload models. \

Detailed descriptions of the workload models are presénted in Appendix A. Sum-
mary characteristics of the workloads are shown in Table 1.

|
|
|
|
|

Table 1 1
Gross Characteristics of the AADC Workload Models
Source of the Program Size Number of Processing Load
Workload Model (words) Program Modules (instructions/sec)
E-2B workload study 18,432 12 2X 105
F-111 program manual 8,192 11 2X 105
AADC future requirements
study by GE 25,600 20 1X106

THE AADC SYSTEM

The salient feature of the AADC systems is a two-level memory hierarchy incor-
porating a fast-access block-oriented random-access memory (BORAM) and a fast random-
access memory of small size (1024 to 4096 words) called a task memory (TM). Programs
reside in BORAM, and, when called upon by the executive, a program module can be
transferred into TM, where it is processed by the arithmetic and control unit (A&C). A
third or random-access main memory (RAMM) is provided to store variable data which
may be transferred to and from TM as program processing demands. Communications
among these memories is via a system of buses, which may be independent or shared de-
pending on cost effectiveness in each case. ;

AADC processing power is indicated by the better-than-2-million-instruction-per-
second A&C used in the simplex multiprocessor configurations.

Figure 1 is the block diagram of the generalized AADC configurations. With some
exceptions the AADC model used in these simulations is the same as that used in the
AADC simulation with an E-2B workload (3). For convenience some of the description
of the system model given in Ref. 3 will be repeated here.

The system hardware units are the following:

® BORAM—A read-only store for the entire program workload. It is accessible
in blocks of 256 words.

® TM—A random access store into which program instructions and data are
brought for processing.
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Fig. 1—AADC model

L RAMM—A random access store for program and system data. The RAMM
is modular, consisting of one or more independent units.

® A&C—An arithmetic and control unit coupled to a TM, from which mem-
ory it fetch_es instructions and data for processing.

L Buses—Communication paths for program instructions and data among the
system memories. The bus from BORAM to TM provides for transfer of program instruc-
tions into TM when needed there for processing. The bus between RAMM and TM pro-
vides data communications between these memories according to program demands. It is
assumed that a multiplexed structure in this bus allows concurrent communication be-
tween one or more RAMM and TM pairs.

Transfers between RAMM and I/O flow over a multiplexed bus system allowing
simultaneous communication between external devices and RAMM modules. I/0 takes
priority over internal communication between RAMM and TM and, as such, delays the
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movement of internal data according to the relative amount of external data-transfer
activity.

The system operates as follows:

®  The system is multiprogrammed, with each CPU (computer processing unit)
processing one task at a time.
\

®  Tasks are scheduled by the system executwe according to specified proc-
essing iteration rates and deadlines. i

®  In-process tasks may not be interrupted unless program and executive-
routine processing must share a single CPU. |

§
i

L Program processing and storage can be implemented in a paged format.

®  Program pages are loaded into TM on a derr{and basis (when referenced and
not before). |

®  Deallocation of space on a program page in TM is governed by a ‘‘least
recently used” criterion. !

®  Processing takes place from TM only.

®  There is no program or data exchange between CPUs in the multiprocessor
system. 1

®  Requests for data transfers between RAMM and TM are made under pro-
gram control. A program making a data request ceases processing until the transfer is
complete. |
E
®  Space for storage of transient data in TM is set aside as a collective area of
word locations in each TM.

®  The system can be run with TM containing program instructions from only
the task in process (monoprogrammed TM) or from the task in process and from previ-
ously run tasks as well to the extent that space limitations and the in-process task allow
(multiprogrammed TM). |

MASTER EXECUTIVE CONTROL

System monitoring and resource allocation are handled in the AADC by the master ex-
ecutive control (MEC). Timing, task scheduling, communications, testing, and failure response
are responsibilities of the MEC. The executive functions in AADC will be implemented by
either AADC-instruction programs processing from a TM (software MEC) or by a special
processor-associative memory unit capable of executing executive functions at high through-
put rates (hardware MEC). athorough description of the AADC MEC can be found in Ref. 5.
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Those executive routines required for normal task processing have been explicitly
incorporated into the simulation model. These routines perform the following functions:

L Iﬁtenupt recognition and processing,
L Real time clock update,

L] PM Reinitialization,

L] PM assignment,

L External PM enable,

® PM completion,

L4 6ata/program transfer,

° Dedicated-channel selection,

L] Page fault.

These functions are implemented in the simulated AADC MEC by separate program rou-
tines to which control passes through a system of event-generated interrupts. The duties
of these routines are described briefly.

® Interrupt recognition and processing is activated by the appearance of an
interrupt sent to the executive by a system unit requesting executive attention. This rou-
tine recognizes the interrupt and places the appropriate MEC routine on a list of jobs to
be done by the executive. The stack of jobs is then attended to on a priority basis until
all jobs have been completed or another interrupt is generated.

®  The real-time-clock routine is listed for processing by an interrupt generated
every t milliseconds, where t is the system-clock update interval. This routine counts down
processing deadlines of active PMs and checks for the occurrence of any deadline intervals
reaching zero. In the event of a zero deadline, this routine puts the PM-reinitialization
routine on the executive job list.

®  PM reinitialization checks those PMs which have reached the end of their
allowed processing interval. If they have indeed been completed in that time, their
processing deadlines are reset for the start of their next processing interval or iteration.
The execution status of a PM is recorded as ‘“ready for processing” in its new iteration
interval except for PMs activated by the external interrupt rather then internal scheduling.
A PM reaching its zero deadline and not having reached completion is noted as being over-
due and is not reinitialized at that time. PMs reinitialized by this routine are ready for
processing and, as such, the PM-assignment routine is put on the list of assigned executive
tasks.
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® PM assignment checks active PMs in the sﬂrsbem for those eligible to com-
mence processing. A PM is eligible if it has been initialized for processing, has not yet
been processed within its current iteration interval, and is not awaiting the completion of
other PMs which must precede it in order of execution. That eligible PM with the shortest
deadline is then assigned to a CPU for processing. If no CPU is free, no PM can be as-
signed at that time. If a PM can be assigned to a CPU, the program-transfer routine is put
on the executive job list in order to initiate the transfer of program instructions from
BORAM to TM. Also, if the PM requires it, the dedicated-channel-selection routine can
be put on the list to dedicate a channel between TM and I/O for use by the CPU proc-

essing that PM.

®  External PM enable initializes, for processing, those PMs activated by ex-
ternally generated interrupts rather than these PMs iteratively run under control of the
real-time clock. As such, this routine is put on the list of executive jobs to be processed
by an external PM enable interrupt. |

® PM completion is put on the executive job list by an interrupt generated
at the completion of a PM’s processing. This routine releases the CPU which was assigned
the completed PM and records that PM as having completed execution.

L The routines for data or program transfer control are put on the list de-
pending on the condition requiring that service of the executive. A request or interrupt
for a program load from BORAM to TM causes the listed routine to initiate the transfer
on an available bus. The routine puts itself back on the list if the bus is not available at
that time. An interrupt requesting a data transfer between RAMM and TM causes similar
action. At the completion of a transfer, an interrupt is generated causing the executive
routine to release the bus for other requests.

®  The dedicated-channel selection routine is responsible for seizing and re-
leasing a bus dedicated to a channel between TM and I/O for PMs identified as requiring
such a channel for processing. This routine is put on the list of executive jobs at PM
assignment and completion times. ‘

®  The page fault routine is included in the simulated AADC system to ac-
count for executive interaction in paging. An interrupt generated at a page fault causes
this routine to be listed. This routine serves to put the program transfer routine on the
list, which then initiates the page load into TM. \

Figure 2 shows the functional relationships of the executive routines to each other
and the rest of the system. Appendix B contains flowcharts of the MEC routines.

THE SYSTEM SIMULATION

The operations of the AADC system are simulated on a computer using the Simscript
programming language. The behavior of the system units and executive control are en-
coded as a collection of discrete-time-and-event operations. The flow of activity from one
event to the next is subject to the specific sequence of operations designed into the
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Fig. 2—Functional relationships of the simulated AADC executive routines

simulated system and the constraints of time passage decreed between the occurrence of
events of processes. Figure 3 is a block diagram of the system simulation depicting the
process events and the functional flow of control from one to the other. Each block repre-
sents a Simscript routine which implements required functions of system processes. The
diagram shows the generation of interrupts by events in the simulated process and the pas-
sage of control, by these interrupts, to the subroutine blocks emulating the MEC interrupt-
recognition-and-processing operations. Completion of the interrupt processing routine
transfers control back to the start of that routine, from where control can be passed to
the start MEC routine block initiating processing of the highest priority MEC routine on
the list of waiting executive tasks. The functions of the executive routine in process are
scheduled to be complete at a system time determined by the specified routine processing
time. From here, control is passed back to the executive or on to the appropriate simu-
lated computer operation. More detailed description of the simulation can be found in
Appendix C. -

SIMULATION STRATEGY

Simulated AADC computer runs were made using the system and workload models
described in this report. Information about the system throughput and overhead are of
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interest for various configurations of AADC architecture. Specifically these configurations
include simplex, dual, or triple processors, executive processing by dedicated or shared
processing units, and paged or nonpaged operation. AADC performance can be gauged for
various configurations, by comparing the relative contributions to operating overhead made
by the different components of the simulated system.

The design goal of the AADC is the processing of workload tasks via instructions
contained in the stored program modules. Time consumed in executive functions, bring-
ing program instructions into TM and moving data in and out of RAMM constitutes a re-
source not applied directly to this processing goal. For a given amount of instruction
processing time, establishment of overheads for the various systems allows a comparative
view of the efficiency of architectural variations. Accordingly, the statistics gathered by a
simulation program during a run are chosen so as to establish such overheads.

Figure 4 reproduces the results printout of a sample simulation run. Most of the data
shown are self-explained by the associated labeling. The results at the top in Fig. 4 pro-
vide information about program activity and how well the set of active PMs are meeting
their assigned processing deadlines.

Figure 4 includes statistics relating to MEC activity. The performance of the Execu-
tive can be examined by waiting and processing-time statistics given for the various rou-
tines and interrupts. The numbers 1 through 12 labeling the interrupt and routine columns
refer to MEC functions as follows:

1. Real time clock,

2. External PM enable,

3. Page fault,

4. PM completion,

5. PM reinitialization,

6. PM assignment,

7. Initiation of BORAM-to-TM loading,

8. Completion of BORAM-to-TM loading,

9. Initiation of a transfer between RAMM and TM,

10. Completion of a transfer between RAMM and TM,

11. Selection of a dedicated I/O channel,

12. Release of a dedicated I/O channel.
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Figure 4 next contains results showing overall CPU and MEC utilization, data and
program bus usage, and paging activity. Total CPU utilization is defined by summation of
all time intervals between assignment of PMs and their completion. This encompasses, of
course, the indicated instruction processing time plus nonprocessing overhead time.

When executive routines and workload programs are sharing the same processing unit,
direct interruption of PM processing activity will occur, and this accumulated delay is
given in the results. Delay from the initiation of data requests through the executive re-

sponse time to the availability of the requested RAMM modules is also accumulated and
given in the results.

Reproduced printouts from the simulation runs discussed in this report appear in
Appendix D. (Figure 4 is the same as Fig. D16.)

SIMULATION RESULTS
Simplex Processor

The simplex processor is the fundamental AADC configuration. With a processing
element capable of at least 2 X 108 instruction executions per second, the simplex version
can service any of the three workloads modeled in this study. Hence it was considered
useful to run all of these workloads in the simplex model; furthermore a broader range of
inputs adds more confidence to the simulation results.

The simplex AADC is planned to operate with a software executive rather than the
hardware type due to cost considerations. The software executive can be run in its own
dedicated processing element or as a floating executive sharing the processor with the pro-
gram workload. Simulation runs were made under the following conditions:

® Paged and nonpaged operations;

¢ Monoprogrammed and multiprogrammed TM;
° One CPU (simplex AADC);

®  One RAMM module,

®  Processor speed of 2 instructions/usec;

® BORAM speed of 7 words/usec;

® BORAM block access time of 2 usec;

L RAMM speed of 3 words/usec;

®  Program page size of 256 words;
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L TM size of 1024 to 4096 words;
®  Dedicated or floating (shared) software MEC;
L4 Executive clock interrupt interval of 1 msec;

®  MEC routine processing times as follows:

—  Interrupt processing, T usec,
—  Real time clock, 10 usec,
—  PM reinitialization, 51 usec,
—  PM assignment, 113 usec,
—  External PM enable, 61 usec,
—  PM complete, 15 usec,
—  Data/program transfer, 16 usec,

-—  Dedicated channel selection, 9 usec,
—  Page fault, 5 usec.

Figure 5 displays the overall performance of various AADC configurations for the
three workloads processed in 10-second simulated run times. The bars indicate the com-
ponents of cumulative CPU time attributable to different system activities. The sections
of each bar represent computer processes as follows.

The bottom section corresponds to the accumulated time that the A&C was busy
executing instructions. On top of that is added the time used to transfer data between
RAMM and TM. Next, program transfers from BORAM to TM consumed time indicated
by the third section. To this point, we have accounted for processor and bus utilization.

The upper two sections represent MEC activity. They show the additional CPU times
given to waiting on executive activity. The section representing dedicated-MEC activity
shows that, even if executive processing does not take the CPU away from workload
processing, certain CPU functions must still await the supervision of the executive. The
top section (floating MEC) shows additional CPU time (over that for the dedicated MEC)
consumed by the requirement that the CPU process executive as well as workload pro-
grams. Executive routines not involved in the chain of PM processing activities (such as
the real time clock routine) account for this extra time.

In these runs of the simplex AADC the workload processing requirements were com-
pletely satisfied with the CPU active from about 25% to 85% of run time, depending on
the workload and the system configuration. For a given workload the instruction execution
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and data transfer times represent program characteristics which remain independent of the
system configuration in which they are being processed. Among the different workloads
represented, the time consumed, relative to instruction processing time, varies in the over-
head activities. The difference in mean PM sizes, instruction counts, data requirements,
and referencing patterns account for this.

PM transfer time varies with different paging configurations for a given workload.
Generally this overhead was greatest in the nonpaged systems. As shown in the previous
AADC simulation work (4), program transfer activity decreases as paging and paging with
multiprogrammed TM are employed. The relative decrease depends on the page refer-
encing characteristics of the workload in question and, for the GE workload in a 1024-
word paged monoprogrammed TM, actually increases slightly. This happens because, in
the GE workload model, PMs are not paged stretegically and each new page reference
causes a page fault and subsequent page load.

The extent to which executive overhead varies with system configuration depends
also on the specific system activity affected. This AADC simulation assumes executive
interaction in program paging and loading. Thus that portion of MEC overhead concerned
with PM transfers will diminish with the decrease in paging which occurs in multipro-
grammed systems. Specific figures are available in Appendix D in the results printouts.

Some additional runs were made with each workload to observe the effect on execu-
tive overhead of directly reducing the activity of specific MEC routines. The simulations
were being run with an executive clock update interval of 1 millisecond. The feeling that
this might be generating excessive overhead motivated runs with this clock interval
lengthened several times. Relative reduction in MEC overhead did occur according to the
percentage of the executive accounted for by the clock routine. Relative improvement is
less with heavier workloads, because the clock interval is not affected by task processing
rates. The 1-millisecond clock interval does not appear to tax executive processing.

Another executive routine, PM assignment, is the costliest, because of required
processing time. The frequency with which it is listed for processing depends on the con-
ditions for listing it. As was shown in Fig. 2, PM assignment is listed for processing by
PM reinitialization, PM completion, and external PM enable. This can result in many tries
at PM assignment when there is either no PM ready to run or no CPU available. Restric-
tion of the PM assignment listing to cases of CPU availability in simulation runs is indi-
cated (Figs. D10, D20, and D30) by ‘“‘reduced PM assignment activity.”” Again, some
slight reduction in executive overhead is noticeable.

In either of the above cases the relative reduction in executive time yields much less
relative improvement in overall system efficiency, as can be noted by the relative contribu-
tion of the executive to CPU time.

More simulation results are shown in Fig. 6. These runs were made to present the
appearance of relatively heavy workloads simply by restricting the length of simulation
runs to that point at which all PMs in a workload had been processed at least once. Since
the executive schedules PMs for execution as soon in their iteration interval as there is
processing available to them, the CPU is busy almost full time up to that point. There is
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some change in the workload statistics effected by this strategy due to greater propor-
tion of high-iteration-rate PMs processing over the shorter interval. Executive overhead in
these runs with pseudo-heavy workloads compares closely to the normal runs in Fig. 5.

Dual Processor

The AADC is intended to be expandable in both memory and processing capability
to service workloads presented by more complex future avionics missions. The simulation
model is likewise expandable in this regard, and simulations were run to reveal the effect
of adding more CPUs to the basic simplex system.

Normally the multiprocessor AADC would not be used unless it is warranted by the
workload requirements. None of the three workloads used in the simplex runs warrant a
multiprocessor. Accordingly a heavier workload was created from the GE programs by
raising the iteration rates of selected PMs. By expanding a given workload in this manner,
an almost arbitrarily high processing load can be presented to the AADC model.

The power of a multiprocessor computing system is more fully used by not requiring
the workload to share any of that processing power with executive routines. The execu-
tive, then, runs in its own dedicated processing element similar to, but independent of,
the workload processors.

It would be economical to provide only a single bus system which multiple CPUs can
share for program instruction and data transfers rather than having a bus between RAMM
and TM for data and a BORAM-to-TM bus for program instructions. In the simplex sys-
tem, data and program transfers are naturally disjoint, but in a multiprocessor, competition
for a single bus will increase system overhead as a portion of data and program transfer
requests try and retry for bus service. Accordingly, simulation runs for dual and triple
processors were made with both separate-bus and shared-bus configurations to allow as-
sessment of their comparative efficiencies.

The same system parameters were used in the multiprocessor runs as in the simplex
runs except, of course, for the number of processors. The workload, as mentioned, was
derived by expanding the GE program model. Also incorporated is the slight improvement
in executive efficiency obtained by limiting listing of the PM assignment routine to verified
cases of available CPUs.

Figure 7 shows results of the dual-processor simulations. The bar graphs again show
time consumed by different system activities. These times, for the multiprocessor simula-
tions, are the totals for each activity in all CPUs in the system. For example, the instruc-
tion execution time shown is the total time in both processors of the dual processor. The
overheads in the various system configurations are again shown with instruction execution
times normalized (same for all systems) to allow direct comparisons.

Figure 7 displays the dual-processor utilization of CPU time with separate and shared
buses for program-instruction and data transfers. Nonpaged, paged, and multiprogrammed

-
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simulations were run for these cases. CPU utilization is not given for floating-executive
operation, since only dedicated software and hardware MECs were considered for the
multiprocessor simulations.

The results indicate that the relative benefits of multiprogramming TMs in a multi-
processor do not match those in the simplex system, because, without specific strategy
governing assignment of PMs to multiple CPUs, PMs suffer lower probabilities of finding
needed pages resident in TM from previous iterations. Therefore, higher rates of page
faulting occur.

The performance of multiprogramming in multiprocessors (with arbitrary PM assign-
ment to CPUs) can be commented on as follows. Assume a program workload which can
be divided into N separate and independent, but similar, groups of PMs, where N is the
number of CPUs in a multiprocessor which is to service that workload. Consider two
CPUs such that the first of these is a CPU in the N-CPU multiprogrammed multiprocessor
which is to process our assumed workload and the other CPU is an independent unit
dedicated to process one of the N subgroups of PMs created by partitioning the assumed
workload. Each of these two CPUs is processing an equal workload in terms of numbers
of PM iterations, instruction executions, page references, etc., by our assumption that the
N subworkloads have properties similar to each other and to the complete workload. The
difference is that the first CPU can be assigned to process any PM in the entire workload
whereas the other is subject to a range of PMs only 1/N as large as the first. Although
both CPUs would generate page references at the same rate, the CPU in the multiprocessor
generates its references over a range of program N times as great as the independent CPU.
Then, for both CPUs to demonstrate the same paging performance in terms of page fault-
ing rate, one would expect the CPU in the multiprocessor to have to have a local (task)
memory N times as large as that of the individual CPU dedicated to 1/N of the workload.

Figure 7 shows CPU utilizations for program-instruction and data transfers using
separate buses and sharing the same bus. The results show greater overhead with a shared
bus (about 8% more CPU time in the nonpaged system) compared to the same system with
separate program and data buses. This additional overhead is composed of transfer wait-
ing time and extra executive activity.

Analysis of the results in Appendix D shows that average program-instruction and
data transfer overheads were increased by about 25% by the additional waits suffered in
attaining the services of the shared bus. The effect of this on total system operating ef-
ficiency depends on the relative amount of system time constituted by transfer overhead
to begin with. The dual processor under the expanded GE workload shows less than 10%
additional total time traded for use of the shared bus in any of the system configurations.

Triple Processor

Triple processor simulations of the AADC were run under similar conditions as the
dual processor except for two changes. First, the GE workload was expanded somewhat
further in accordance with the extra processing capability. Second, the executive param-
eters included those values specified for the hardware MEC. Executive activity increases
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almost linearly with task processing rates, and the higher throughput of the hardware
MEC allows more room for meeting expanded executive processing requirements.

The hardware executive routine run times were as follows:

Interrupt processing, 3.6 usec,
Real time clock, 26 usec,
PM reinitialization, 36 usec,
PM assignment, 24  usec,
External PM enable, 30 usec,
PM completion, 10 usec,
Data/program transfer, 15  pusec,
Dedicated channel selection, 3 usec,
Page fault, 5 usec.

Figure 8 shows CPU utilization in the triple processor. The additional percentage
overheaded contributed by use of the shared bus for transfer of program instructions and
transfer of data is about double that experienced in the dual processor. This is in spite of
the added efficiency of the hardware MEC in the triple processor. In fact the free run
times of the executive transfer-request routines are given as 14.5 and 16 microseconds re-
spectively (5) for the hardware and software executives. This suggests that, other than
for faster interrupt recognition, the hardware MEC cannot provide any special relief from
overhead due to program-instruction and data transfers.

As a point of comparison, a run of the nonpaged triple processor was made with the
executive parameters set for a dedicated, software MEC. The result is included as the left-
most bar in Fig. 8. It shows that, for the nonpaged system with separate program and
data buses and a hardware MEC, (the right-hand split portion of the second bar from the
left), the additional overhead born by going from a hardware to software MEC is less than
that born by going from separate to shared program and data buses. The capacity of the
system for meeting transfer requirements with a single bus is being pushed closer to its
limit of performance by the extra workload activity in the triple processor than it is being
pushed to meet the supervisory requirements with the slower MEC.

Executive activity in the multiprogrammed system with 4096 words of TM for pro-
gram residence is only modestly increased by shared-bus overhead. If the program-transfer
or data-transfer activity is low to begin with, the penalty for requiring them to share a
single bus is relatively small. So it is here, where multiprogramming has reduced PM
transfers.

CONCLUSIONS

System Operation

Simulations of the AADC simplex, dual, and triple processor configurations were run
to examine the effects of various system parameters on CPU utilization. Those hardware
and executive functions consistently required for the processing of active workload tasks
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were incorporated into the simulation design. Although the results are not independent
of the particular workload models used to drive the simulation, certain trends and averages
in the results allow reasonable conclusions as to the course of effective AADC system
designs.

The bar graphs of CPU utilization indicate that a level of 50% of system time spent
in instruction processing is easily attainable and a minimum goal for system effectiveness
in simplex or multiprocessor realizations. Overall effectiveness does depend strongly on
the workload in terms of average task processing times per iteration. The system overhead
involved in getting a PM through assignment, transfers, and completion is relatively con-
stant (about 1/2 millisecond) for a given system configuration, and workloads with long
running PMs will allow greater system effectiveness in proportion to their instruction
processing times.

The system configuration displaying most efficient use of processing resources in the
simplex processor with paging and multiprogrammed TM. CPU utilization of up to 70%
with a floating MEC and 80% with a dedicated MEC is indicated. Multiprogramming re-
duces not only PM transfer overhead but also the executive overhead associated with these
transfers.

The results show that multiprogramming the multiprocessor does not provide the
same increase in performance when workload PMs can arbitrarily seize the services of the
first available CPU in the system. Under certain conditions a multiprocessor with N CPUs
would have to have TMs N times as large as that of a simplex processor to achieve the
same multiprogramming performance. Thus the recommendation is that, to best multi-
program TMs in an AADC multiprocessor, the workload should be divided among the
CPUs in the system on a dedicated basis. A PM dedicated to a particular CPU would be
assigned only if that CPU is available. Consequently the multiprocessor appears very much
like two or more simplex processor, each with its own smaller workload, except that they
are under control of the same executive and share common communication and storage
facilities. The multiprogramming effectiveness of the simplex processor would tend to be
passed on to the multiprocessor. This would mean, of course, that the executive would
have to rededicate some PMs, in the event of a CPU failure, to the remaining operable
CPUs.

There is another benefit from partitioning a workload among different CPUs in a
multiprocessor. Workloads studied have contained tasks conflicting in the processing time
of one with the iteration interval of another. If such a conflict is to be avoided, means
must be provided either for the high-repetition-rate task to break into the long processing
time of the other or for conflicting tasks to be assigned to run in different CPUs of a
multiprocessor. Thus, if PMs were partitioned into families under different CPUs, tasks
with conflicting timing would be put into different families.

Executive

The executive overhead is a function of the type of MEC used (dedicated or floating
software or dedicated hardware) and the system configuration it must supervise. In the
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simplex system the added CPU time usurped by floating executive routines is over half the
overhead caused by the dedicated MEC. This additional overhead is due to those executive
routines not involved in direct control of processing activities and due to which routines
there is no task processing delay under normal circumstances. These routines are real time
clock, PM reinitialization, transfer completion, and those PM assignments which make no
assignment because of unavailable CPUs or lack of PMs ready for execution.

The floating executive simulation does not account for CPU time which might be con-
sumed in transfering executive routines into TM for processing. The requirement that a
large block of executive program be brought into TM each time a certain routine is required
could raise total system overhead by a significant amount, considering that nominal PM
processing times are only 1 or 2 milliseconds. That subset of floating executive routines
routinely needed to supervise the execution of workload tasks should reside permanently in
TM on the basis that each one of those routines is required to execute at least once for each
PM iteration.

PM assignment consumes the greatest amount of time in the software executive because
of its long nominal execution time (113 microseconds). Therefore its activity should be
limited by judiciously listing it for processing only when PMs are ready for execution and
CPUs are available to service them.

Real time clock is the next-highest time consumer in these simulations due to the
high clock update rate (1 millisecond). As with PM assignment, it would appear desirable
to limit real-time-clock activity to bare essentials in the floating executive, where all un-
necessary activity directly delays workload processing. Limiting these two executive func-
tions, as discussed in the simplex processor simulation results, did indeed reduce CPU
overhead but not by an amount which would indicate that the overhead was out of line
to start with. That is, a 1-millisecond clock does not appear to be compromising execu-
tive performance.

Allowing executive functions the use of a dedicated processor appears appropriate in
the multiprocessor AADC. The software executive in the dual processor with a shared
bus for program instructions and data would keep a CPU active more than 50% of the
time, assuming a full program workload. Also, sharing an executive processor with work-
load PMs could cost undesirable delays in PMs assigned to that processor.

The hardware MEC in the nonpaged triple processor configuration was also active
about 50% of the time with separate program-instruction and data buses in the system. A
dedicated software executive in the same system stayed active about 80% of the time
based on a full workload. The hardware executive appears not unwarranted in the triple
processor, judging from its 50% or higher usage rate. However, a dedicated software ex-
ecutive would not, it seems, be overburdened, at least not if separate program-instruction
and data buses are maintained. The difference in total CPU utilization between the hard-
ware and software executive is about 10% in the unpaged triple processor. In short, the
software executive seems to be about as capable of managing three CPUs as two, on the
basis of per-CPU utilization. The use of the hardware executive provides an added bonus
largely because of the greatly shortened time to execute PM assignments. If means could
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be found to significantly reduce the time required by the software executive to assign PMs,
it would be the recommended choice for managing three as well as two CPUs.

Busing

The toll on CPU utilization exacted by forcing program-instruction and data trans-
fers to share the same bus depends, of course, on the amount of traffic trying to use that
bus. The increase in the CPU overhead for a dual processor (with software executive)
ranges from 8% in the monoprogrammed configuration to less than 2% with 4096 words
of multiprogrammed memory. Multiprogramming reduces program-instruction transfer
activity and the corresponding conflict time for bus usage. The triple processor (with
hardware executive) under the same conditions suffers additional overhead ranging from
about 20% to 5%. The hardware MEC has not saved the three-CPU system from experi-
encing the expected effects of 50% more data and program-instruction activity competing
for a bus, as compared with the dual processor. The almost equal processing time for
bus-transfer routines in both executives does not provide for significant difference in sys-
tem overhead insofar as transfers are concerned.

Use of a single shared bus for program instructions and data is apparently a good
tradeoff in the dual processing system. A maximum 10% loss in CPU utilization is ex-
pected with 5% or less being a more nominal figure. The triple processor stands to lose
significantly more of its CPU resources if a shared bus is used. If the goal is a reduction
in system hardware complexity, it would appear more fruitful to maintain separate buses
and to use a dedicated-software executive. More overhead is charged to the nonpaged,
triple processor by going to a shared-bus system than by going to a software MEC. More-
over, if high performance requirements dictate the use of a hardware executive, it would
not make sense to compromise most of the gain by using the shared bus system.

In either a dual or triple processor the overhead from shared busing would be sig-
nificantly reduced if executive interaction in data and program-instruction transfers is
eliminated. In fact any configuration of simplex or multiprocessor would experience an
increase in CPU utilization with that aspect of executive overhead removed.

Remarks

The results contained herein depend to some degree on the workload models chosen
for the simulations and on assumptions made about the characteristics of AADC designs.
Analysis of these results and conclusions about them have been made accordingly, and
caution should be exercised in applying them beyond the scope of this work. Character-
istics of the simulation models have generally been chosen conservatively; certain system
hardware parameters of projected AADC designs now surpass those used in this work and
would result in better performance than estimated here.

As a result of this and previous work, some of the system concepts explored in this
report have already been made part of the projected AADC designs. Paging and multi-
programming of task memory are such concepts and are being actively studied for their
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effect on related system components. Also, elimination of MEC intervention in memory
transfers has been proposed and would markedly reduce system overhead from floating
or dedicated executives.
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APPENDIX A

CHARACTERISTICS OF THE SIMULATED WORKLOADS

Each program workload to run in the AADC is partitioned into a set of individually
managed subprograms or program modules (PMs). Each PM would normally implement
some independent task or portion thereof such as navigation, antenna steering, or track
correlation. The AADC executive manages the scheduling and execution of all tasks in
the workload according to the requirements of the mission being carried out. A PM, ac-
cording to real-time requirements, may be required to perform its task at a given fixed rate
or perhaps only when specifically requested by some device external to the AADC.

Figures Al through A3 display representations of the program modules of the simu-
lated workloads, stating the workload functions which the PMs implement and giving the
processing parameters. For each PM nominal values are given for the number of program
memory locations, instruction executions, and data word transfers required at each execu-
tion of that PM. The arrows and associated time values show the scheduling requirements
of each PM in terms of the length of time interval in which each processing iteration must
occur. Those PMs marked ‘““Clocked” must execute at a fixed iteration rate specified by
the iteration interval shown and are scheduled under control of the internal system clock.
Those PMs marked ‘“External Enable’ are activated by receipt of an interrupt from an ex-
ternal device, which interrupt is generated in the simulations according to Poisson arrival
statistics with a mean rate as specified by the time interval shown. Some PMs depend on
others for data and, as such, can execute only after them. As displayed in the figures,
such PMs form chains of predecessor-successor tasks which must be processed in the order
shown.

The number of instruction executions required by some PMs is so great as to extend
their processing time well beyond the allowed iteration interval of another PM in the same
workload. For example, in the F-111 workload, PM 9 requires 80,000 instruction execu-
tions for a processing time of greater than 40 milliseconds, whereas PM1 must execute
once every 8 milliseconds. The simulation does not allow for faster PMs interrupting slow
ones. Rather, a long PM such as PM 9 was considered to be executable in a chain of
separate processing iterations (say 10,000 instruction executions each) that are short
enough to allow the interjection of faster PMs such as PM 1 in the pauses or breaks
between.
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Fig. A1—Program module configuration derived from the workload for a General Electric mission
study. For each PM nominal figures are shown for the number of program memory locations (W),
instruction executions (1), and data word transfers (D) required at each execution of that PM.
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Fig. A2—Program module configuration derived from a workload for the F-111 aircraft
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Fig. A3—Program module configuration derived from a workload for the E-2B aircraft




APPENDIX B

SIMULATED MEC ROUTINES

The simulated MEC routines are incorporated into the simulation to implement cer-
tain functions of the AADC executive system. They are activated through a system of
interrupts generated in the AADC. Each interrupt generated in the simulated system is
placed on a list and taken from it on a first-come-first-served basis for processing. One
routine, interrupt processing and recognition, serves to take the interrupt from the list,
recognize it, and then list for processing the appropriaté MEC routine for carrying out the
executive functions requested by the interrupt. The list of MEC routines to be processed
is served on a highest-priority-first basis.

The simulated MEC functions, their processing times by software and hardware ex-
ecutives, and their relative priorities are given in table B1. Figures B1 through B13 show
flow charts of these routines.

Table B1
MEC Function Run Times and Priorities
Software MEC Hardware MEC Relative
MEC Function Processing Time | Processing Time Priori
iority
(usec) (usec)
Interrupt recognition and processing 7 3.6
Real time clock update 40 26 8
PM reinitialization 51 36 2
PM assignment 113 24 1
External PM enable 61 30 9
PM completion 15 10 10
Data transfer request 16 15 3
Data transfer completion 16 15 4
Program transfer request 16 15 3
Program transfer completion 16 15 4
Dedicated bus selection 9 3 6
Dedicated bus release 9 3 7
"Page fault 5 5 5
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Fig. Bl1—Interrupt recognition and processing
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Fig. B2—Real time clock update
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the terminal PM

Set the TTC of
the PM to max
(that of its
terminal PM)

Set the status of
the PM and the CPU
to ““unassigned”

Y

File the PM
assignment routine
on the list

Y

( Return

Fig. B4—PM completion
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PM Reinitialization

IsTTC=0

for the next PM

Is the PM
execution
complete
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overdue

Setthe PM TTC
to that of its
terminal PM

Is this an

externally
enabled PM

Is the PM the
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terminal PM

Setthe TTC
of the PM's
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N S

Zero the execution
flag of the PM and
its predecessors

Is there a CPU No

R

available for
this PM

File the PM
assignment routine
on the list

7
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Are all the

Fig. B5—PM reinitialization

PMs checked
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PM Assignment

Tag the PMs having
incompleted
predecessors

¥

Find the PM ready
for assignment having
the minimum TTC

Are any of the
PMs ready for
assignment

Is there a
CPU free

Record the status
of the PM and the
CPU as “assigned”’

Does the PM
require a
dedicated bus

File the dedicated
channel selection
routine on the list

Cali the Is the system
process control
" paged
subroutine

File the BORAM to
TM load request
on the list

F‘\

Fig. B6—PM assignment
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@RAM toTM requeg

File the BORAM to
TM load request
on the list

Is there a bus
available

Seize the
bus

v

Call the
start TM load
subroutine

¥

C Return )

Fig. B7—BORAM-to-TM (Program) transfer request

@RAM to TM compl@

Release the
bus

!
C Return >

Fig. B8—Completion of the
BORAM-to-TM transfer
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GAMM and TM Requeg

File the routine for
request of a transfer
between RAMM and

TM on the list

Is the required
module available in
the RAMM

No

Sieze a
RAMM module

v

Call the data
transfer routine

< Return )

Fig. B9—Request for a transfer between RAMM and
TM (data transfer)
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RAMM and
TM Completion

Release the
RAMM module

Is the processor
waiting on
the request

Call the resume
Yes .
processing
subroutine

Call the schedule
request subroutine

< Return )

Fig. B10—Completion of a transfer between
RAMM and TM

<Ded. Bus Selection ) ( Ded. Bus Release ) C Page Fault )

! v !

Seize the File the BORAM-to-

Release the
dedicated bus dedicated bus TM.|03d request
routine on the list

!

I !
< Return ) ( Return ) C Return >

Fig. Bll—Dedicated bus Fig. B12—Dedicated bus Fig. B13—Page fault
selection release




APPENDIX C

SIMULATION ROUTINES

The simulation system is composed of Simscript routines which implement the func-
tions of the AADC system model. These routines are of two types: event routines ac-
tivated at scheduled times by the Simscript system scheduler and normal subroutines ac-
tivated by direct jumps within the system. Flow charts of these routines are shown in
Figs. C1 through C20, and the functions of the routines are briefly described in the

figure titles.

Fig. C1—Start. This is an event which occurs just once at the very be-
ginning of a simulation to start the system running. It schedules
the immediate occurrence of the first real time clock and external
PM enable interrupts. Then all PMs are initialized with respect to
their iteration intervals, and the MEC PM assignment routine is listed
for execution.

39

Schedule the
first clock
interrupt
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Find the next

external, terminal PM
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Schedule an
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Are all external
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Initialize the TTC
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( RTC Interrupt )

3

Schedule the next
RTC interrupt at
one clock interval

Is the time
greater than the
stop time

Yes Call the Prepar
subroutine to
print the report

Queue the RTC
interrupt

Y

Call the Mecint
subroutine

( Return )

Fig. C2—Real time clock. This is an event routine
which first schedules its own reoccurrence at one
clock interval in the future. Next it checks whether
the simulated time has exceeded the specified simula-
tion run time and, if so, calls a subroutine to prepare
the printout of the simulation results. If the run is
not ended, the RTC (real-time clock) interrupt is
queued and the Mecint subroutine is called to com-
mence the interrupt processing.

Gxternal PM Interru@

Generate the next
interval from an
exponential
distribution

Y

Schedule the next
external PM interrupt

v

Queue the external
PM
interrupt

Y

Call the Mecint
subroutine

Y

( Return )

Fig. C3—External PM inter-
rupt. This is an eventroutine
which first schedules its re-
occurrence according to the
mean execution rate of the
PM and an exponential prob-
ability  distribution. It
queues the external PM en-
able interruption and jumps
to subroutine Mecint to
commence interrupt proc-
essing.
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( Mecrou )

Y

Set the MEC routine
active flag

Y
Fig. C4—Mecrou. This is a subroutine which initiates MEC routine proc-
essing. A flag is set indicating that the executive routine is active, and the Zero the MEC
variable used to store accumulated time that a routine is idled by interrupt
processing is zeroed. The event Mecom is then scheduled to occur at a time
given by the processing time of the executive routine being started.

routine idle time

Y

Schedule Mecom at
a time later by the
processing time

Y

Return

Mecint

.

Process the queued
interrupt, using the

Fig. C5—Mecint. This is a subroutine which performs the function of routine in Fig. B1
recognizing and processing interrupts as described in the main body of this

report. It then schedules the event Enint, which marks the completion of r

the interrupt processing interval later by the time specified for execution

of the interrupt processing routine. Schedule Enint at

a time later by the
processing time

Y

C Return ’
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C Mecom >

Is the MEC
routine idled
by an interrupt

Reschedule Mecom
later by the
idle time

Set the MEC
routine idle flag

Y

Perform the MEC
routine function
as specified
in Appendix B

Y

Call the Mecint
subroutine

( Return )

Fig. C6—Mecom. This is an event which marks the
completion of an executive routine processing inter-
val. First, if any idle time has accumulated during the
interval, Mecom is immediately rescheduled for the
time later by the idle time and an exit is made. If no
idle time has accumulated, the routine flag is set to
active and the appropriate executive functions are per-
formed as described in the report. The Mecint sub-
routine is then called to initiate processing of other
routines which might be waiting on the executive job

list.
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=

Y

Clear the interrupt
active flag

Is there an
interrupt waiting
in queue

Yes

Is there a MEC
routine in the
interrupted status

Clear the Yes
MEC routine
interrupt flag

Is there a MEC
routine waiting
on the list

Call the Mecint
subroutine

Fig. C7—Enint. This is an event which marks the completion of the interrupt
processing routine. The interrupt-processing-active flag is first cleared. If other
interrupts are waiting in queue for processing, the Mecint subroutine is called and
an exit made. If no interrupts are waiting, a check is made to determine whether
an active executive routine was interrupted by the interrupt processing, and, if so,
the routine interrupt flag is cleared and an exit made. If no active executive routine
was interrupted, a check is made to determine if any executive routines are
waiting for processing, and, if so, the Mecint subroutine is called to initiate the
highest priority routine on the list.
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=0

v

Set the PM
active flag

Is the system
paged

Call the Paging
subroutine

Compute the time
required to load
the program

'

Schedule Lodem at
a time later by
the loading time

Y

‘ Return ’

Fig. C8—Sttmld. This is a subroutine which initi-
ates BORAM-to-TM loading (starts TM loading).
A flag is set to denote CPU activity, and, if the
system is paged, subroutine paging is called to up-
date the TM page contents. The time required to
transfer the PM or page is computed, and the
Lodem event is scheduled at the proper time to
mark completion of the transfer.
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¥

Clear the PM
active flag

Y

Call the Stexcn
subroutine

Y

Queue the interrupt

signifying completion

of a BORAM-to-TM
transfer

Y

Call the Mecint
subroutine

)

Fig. C9—Lodem. This is
an event which marks com-
pletion of the program
transfer. The active flag
is cleared, and the Stexcn
subroutine is called to ini-
tiate processing of the next
program segment. An in-
terrupt signifying the com-
pletion of the program
transfer is listed, and the
Mecint subroutine is called
to process it.
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C Stexcn )

Y

Set the PM and
processor active flags

k!

Record the execution
start time; zero the
idle time

T

Call the Reqgen
subroutine

.

Call the Schreq
subroutine

( _— D

Fig. C10—Stexcen. This is
a subroutine which initi-
ates processing of a pro-
gram segment (starts execu-
tion). Activity flags are
set and execution start and
idle times are initialized.
Next, the Reqggen subrou-
tine is called to generate
and file the segment’s data
requests. Finally, the
Schreq subroutine is called

to initiate activities of

these réquests.
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< Excom )
v

Reschedule Excom
at a time later
by the idle time

Was there a PM
idled during
this segment

Yes

Clear the PM and
processor active flags

v

Update the last
time of use for the
page just in process

Y

Call the Clnxsg
subroutine

Y

CAIll the Procon
subroutine

( Return )

Fig. C11—This is an event which marks comple-
tion of a program segment’s execution. If idle
time has accumulated during this processing ac-
tivity, Excom is immediately rescheduled later
by the time spent idle and an exit is made.
Otherwise, activity flags are cleared, the pro-
gram page usage data are updated, and sub-
routine Clnxsg is called to determine the next
segment to enter processing. Finally, subrou-
tine Procon is called to determine what action
the system must take to process the next
segment.
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=

]

Set the PM
active flag

Is there a
request still
in queue

Yes

v

Compute the interval Compute the time
to the occurrence to the completion
of that request of the segment
Y Y
Schedule Makrq at Schedule Excom at

a time later by the the time of segment
interval to the request completion

I + ]

\1/
C Return )

Fig. C12—Schreq. This is a subroutine which schedules the oc-
currence of each data request during a segment’s processing. First
the active flag is set and a check is made to determine if any re-
quests are listed. If there are none, the Excom event can be im-
mediately scheduled at a time computed by the interval required
to complete the number of instruction executions specified for
the segment. If any events are found in the list, the first one is
examined and the Makrq event is scheduled to mark the occurrence
of that data request in the program.
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=

Y

Clear the PM
active flag

Y

Compute the time
to the need for
the data

Y
Fig. C13—Makrq. This is an event which marks the occurrence of a data
Schedule Dedat at request in a program. The program active flag is cleared, and the Dedat
a time later by the event is scheduled to mark the requirement for those data by the program
demand interval making the request. A data transfer request interrupt is listed, and the
Mecint subroutine is called to process the request.
Y

Queue the data
transfer request
interval

!

Call the Mecint
subroutine

Y

( Return )




NRL REPORT 7356

Fig. C14—Dedat. This is an event which marks the time at which
the data requested by a program are needed in its computations
(demands data). If the data transfer has been completed by this
time, an exit is made. Otherwise, interrupt program processing.

Is there an
unsatisfied
data request

Yes

Interrupt
program
processing

( Return ’

Fig. C15—Datran. This is a subroutine which initiates a data transfer
between RAMM and TM. The processor activity flag is set, and the first
data request is taken from those filled at the start of the segment execu-
tion. The time required for the transfer is computed, and the Trcom
event is scheduled accordingly to mark the transfer complete.
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C

Datran >

Y

Set the PM
active flag

v

Take the first
request in queue

Y

Compute the time
to transfer data

Y

Schedule Trcom at
a time later by
the transfer time

Y

( Return )
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o= )

Y

Clear the PM
active flag

Y

Queue the interrupt
signifying completion
of a transfer between

RAMM and TM

Y

Call the Mecint
subroutine

( —- D

Fig. C16—Trcom. This is
an event which marks the
completion of a data trans-
fer. The active flag is
cleared, a transfer com-
plete interrupt is listed,
and the Mecint subroutine
is called to process it.




Fig. C17—Procon. This is
a subroutine which controls
the system action to be
taken in response to the
next program segment ref-
erenced for processing.
There are a number of pos-
sibilities according to the
attributes of this next seg-
ment. The segment signi-
fies that the PM is com-
plete, or the segment is a
dummy having no process-
ing requirements, or the
segment is a normal seg-
ment requiring processing.
If the segment is a dummy,
then subroutine Clnxsg is
called to reference the next
segment and Procon is
started again. If the PM
has reached completion, a
check is made whether the
TM is multiprogrammed,
and, if it is not, the file of
pages resident in TM is
cleared for the next PM.
Then the PM is checked to
see whether it had a dedi-
cated bus, and, if so, an in-
terrupt is filed to release
the bus. A PM complete
interrupt would then be
listed, and the Mecint sub-
routine would be called to
process these interrupts. If
the segment is normal and
requires processing, a check
is made to see whether the
system is paged and, if not,
the Stexcn subroutine is
called to start processing
the segment. Otherwise a
check is made for a page
fault. If the page is already
resident in TM (no page
fault), Stexcn is called. In
case of a page fault, a page
fault interrupt is listed and
Mecint is called to process
it.
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Procon )

Call the Clnxsg
subroutine

Call the Stexcn
subroutine

Yes

Does the segment
signify the end
of the PM

Is the segment
a dummy

Is the system
paged

Is there a
page fault

Queue a page
fault interrupt
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Is the system
multiprogrammed

Clear the TM
file for the
next PM

Did the PM
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Queue an interrupt
to release the
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Queue a PM
complete interrupt

Call the Mecint
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C
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=

v

Compute the next
segment reference

'

( Return

Fig. C18—Clnxsg. This is a subroutine which makes use of the segment
referencing probabilities contained in the workload data to compute the
next segment reference to occur in a PM’s execution.

=

Does the TM
have room for
another page

Find the least
recently used
page in the TM

Y

Increase the TM Remove it from

word load .by the TM file
one page size

File the new
page into the
™

Y

C Return >

Fig. C19—Paging. This is a subroutine which updates
a TM’s file of resident pages whenever a page is loaded
in. If the TM is not full, its contents are merely in-
cremented by the size of the new page and the page is
added to the file. If the TM is already full, the least
recently used page is removed from the file and the
new page is added.
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( Reggen )

Are there any
data requests
in this segment

Compute the 1/O
transfers during the
segment

¥

Compute the 1/0
interference on data
transfers

Y

Find the request
data lengths

Fig. C20—Reqgen. This is a subroutine which generates and files ¥

the set of data requests to be made by a program segment start-

ing execution. If no data are associated with the segment, an Find the request
exit is made immediately. Otherwise the delaying effect of I/O intervals

activity on the data transfers is computed and the data lengths,
request intervals, and other attributes are obtained. The requests
are then filed into a list and serviced, one at a time, over the
processing time of the segment. >

Determine the
attributes for the
next request

¥

File the request

Are all requests
filed

C Return )




APPENDIX D

SIMULATION RESULTS DATA

Figures D1 through D57 display reproduced printouts of simulation results. The sta-
tistics produced at the end of a simulation run are the results of continuous compilation
of system parameters over the elapsed simulation time. Data have been chosen for com-
pilation and printout such that a meaningful assessment of system performance can be had
without resorting to a detailed, step-by-step analysis of an event trace of the simulation
run. CPU utilization figures used in the report are derived from the CPU assigned time,
TM loading time, data transfer time, total MEC busy time, and the individual MEC
routine times as given in the results.

In some simulations one or two PMs missed their completion deadlines a few times
over the run. This occurred in systems where the workload and overhead kept CPU ac-
tivity at close to 100 percent; occasional overruns become statistically possible in a very
heavily loaded system. A PM which runs overdue in the simulated system is passed over
for reinitialization at each clock time until it has completed processing. That is, its
iteration sequence is merely shifted back in phase.

The excess of PM assignment routine activations over PM completions is due to at-
tempts at assignment when resources are not available.

The behavior of the executive is indicated by the frequency and time usage of MEC
interrupts and routines. Table D1 provides the key between the executive functions and
the numbers used in the data printout to refer to them. Numbers 5, 6, and 7 represent
PM reinitialization, PM assignment, and program transfer requests. These routines are not
activated by interrupts but by other routines; hence no interrupts are associated with these
functions. Interrupt processing takes precedence over executive routine processing and
can break into a processing routine. The resulting routine idle time is given.

Total CPU assignment time as shown is taken from the end of each PM assignment
routine to the end of the corresponding PM completion routine. This does not include
the time consumed by the PM assignment routines, which time must be added on to ob-
tain CPU utilization times as graphed in the report. CPU assignment time includes
processing, transfers, and waiting on executive functions.

In a system with a floating executive sharing a CPU with the workload, the results

give accumulated time that the executive breaks into the CPU activity which is effecting
program processing and transfers.
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Table D1

Key to Executive Interrupt and Routine
Headings in the Simulation Results

Printouts

Number

Executive Function

OO0 U W

Real time clock

External PM enable

Page fault

PM completion

PM reinitialization

PM assignment

Program transfer request
Program transfer completion
Data transfer request
Data transfer completion
Dedicated bus selection
Dedicated bus release

55

The data given on paging statistics at the end of the printouts shows the number of
references to segments not resident in TM (page faults) and the number of references to a
segment in a new page (page jump). This can be helpful in assessing the efficacy of vari-

ous paging configurations.

Table D2 is an index to the printouts.
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Table D2
_Index to the Reproduced Printouts of the Simulation Results

Figure
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ELAPSED TIME = 10000000, USECS
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1 2 3 4 5 [ 7 8 A 10 11 12 13 14 15
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LONGEST TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE = 21, USECS

TOTAL TIME MEC IS BUSY PROCESSING INTERRUPTS = 2751564 USECS
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TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS = 4611742, USECS

TOTAL TIME MEC WAS BUSY = 2672614, USEC

FOR Ao SIMPLEX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC «

NUMBER OF BORAM TO TASK MEMORY LOAUS < 6728
TOTAL TIME SPENT LOADING TASK MEMORY 268510, USECS

NUMBER OF DATA REQUESTS = 7911

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY e 522549+ USECS
TOTAL TIME PROCESSORS ARE IOLED WAITING FOR DATA REQUESTS TO dt SATISFIED ~

TOTAL TIME DATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES = 221026, USECS

963945, USECS

LONGEST TIME ANY DATA REGUEST WAITS IN QUEUE FOR RAMM MODULE = 258, USECS

NUMBER OF SEGMENT REFERENCES = 2018 -
NUMBER OF PAGE FAULTS - 0

NUMBER OF PAGE JUMPS = 2018

Fig. D1—Simplex processor simulation results for the GE workload using a 4096-word

nonpaged TM and a dedicated software MEC
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NUMBER €F TIMES EACH MEC RBUTINE 1S PROCESSED
10000 32 0 67768 3737 10985 6776 6778 B0Q9 8009 9 0

AVERAGE TIME EACKM RBUTINE WAITS [N DLFUE F@R SERVICE = IN USECS
3 3 13 L] ? 4 5

LENGEST TIME EACW ROLTINk WAITS N OUFLE FOR SERVICE e [N USECS

197 122 0 108 84 1058 61 112 121 112 0 0

TeTAL TIME MEC S BUSY PROCESSING EACH TYPE 8F ROUTINE « IN MSECS
400,0 2,0 0,0 103,% 190,61241,3 108,6 08,4 128,1 128,94 0,0 0,0

AVERAGE TIME EACH ROULTINE 1S |DLEN RY [NTERRUPTS « IN USECS
0,9 2,0 0,0 0,1 09 2,0 0,9 0,3 0,2 0.2 0,0 0,0

LENGEST TIME EACk RBUT]NE 1S IRLED BY INTERRUPTS « IN USECS
14 14 7 7 7 7 0 0

CPL DATA
1
T8TAL TIME EACH GPU IS ASS|GNED = [N USECS
7078200,

T8TAL TIME ALL PRBCESSBRS SPENT EXECLTING [NSTRUCTIANS e 4642014, USECS

TETAL TIME MEC WAS BUSY = 2685018, LSEC
FER A SIMPLEX PRECESSOR WITH A FLAATING MEC » TOTAL YIME PMS WERE INTERRUPTED BY THE MEC =

NUMBER 8F BGRAM 78 TASK MEMORY LOADS - 6776
TOTAL TIME SPENT LBADINS TASK MEMARY = 275334, USECS

NUMBER €F DATA REQUESTS » B00®

TEYAL TIFME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY « 524623, USECS

T87AL TIME PROCESSORS ARE |DLED WAITING FOR DATA REQUESTS 70 BE SATISFIED » 977013, USECS
TeTAL TIME DATA HEQUESTS WAIT [N OUFUF FER RAMM MODULES e 22472%, USECS

LBNGEST TIME ANY DATA REGUESY WalYS [N OLEUE FOR RAMM MBDULE 143, USECS

NUMBER 8F SEGMENT REFERENCES = 2184
NUMBER 8F PAGE FAULTS » 0
NUMBER @F PAGE JYMPS = 2184

897134,

Fig. D2—8implex processor simulation results for the GE workload using a 4096-word

nonpaged TM and a Floating (shared) software MEC



PM
NUM

NUM

MSC

MSC

INT

NUM

NUM

vsc

usc

nsC

usc

usc

CPy

usec
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ELAPSED TIME ®» 10000000, USECS

TOTAL PMS ASSIGNED = 4367

i 2 3 4 5 6 8 9 10 i 12 13 14 3 16 7 18 ¢ 2
NUMBER OF [TERAT]GNS 6F EACH PM ! ! ! ! *
3332 %00 200 400 %00 40 40 10 17 $ 10 4 1 1 1 1 1 1 1 1

NUMBER BF YIMES EACH PM MISSED |TS CEMPLET]ON DEADLINE
] ] 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0

AVERAIE TlHE BY WHICN BACH PM BEAT 17S CEMPLET]ON DEADLINE o [N MSECS
49 56 55 201 185 913 1] 84 84 9835 9785 9785 9784 9782 9781 9781 9780 9624

5N5R1EST T[HE BY WHICH EACN PM BEAT TS COMPLETION DEADLINE = [N MSECS
17 54 50 173 158 %06 55 52 S0 9835 9785 9783 V784 $782 PYBL 9781 9780 9623

INTERRUPT DAYA
1 2 3 . L] [ ? [ 9 10 11 12

NUMBER 8F YIMES EACH INTERRUPT |S SERV]CED BY THE MEC
10000 33 B761 6729 0 ] 0 8761 7915 7915 4 0

AVERAGE TIME ALL INTERRUFTS WA]Y 1IN QUEUE FOR SERVICE » 0,2 USECS
LONGEST TIME ANY [NTERRUPT WAJYS IN OVUEUE F@R SERVICE = 21, USECS
T@TAL TIME MEC S BUSY PRBCESSING [NTERRUPTS = 380798, USECS

MEC ROGUTINE DATA

1 2 3 4 5 8 7 8 L 10 11 12
NUMBER @F YIMES EACH MEC ROUTINE 1S PROCEBSED
10000 33 8761 6729 3737 10939 8761 B76% 7915 7915 4 0
AVERAGE TIME EACH ROUTINE WAITS IN QUEUE FBR SERVICE = [N USECS
10 22 L4 5 2 13 0 3 L H 0 0
LONGEST TIME EACH ROUTINE WAJTS [N QUEVUE FBR SERVICE » IN USECS
238 163 109 112 32 1034 40 150 112 103 0 0

T8TAL TIKE MEC 15 BUSY PRBCESSING EACH TYPE BF RGUTINE = [N MSECS
400,0 2,0 43,0 100,9 190,61236,1 140,2 340,2 126.6 126,¢ 0,0 0,0

AVERAGE TIME EACN ROVYINE |5 IDLED BY INTERRUPTS » IN USECS
0.8 4,5 0,0 0.0 08 2,5 0,4 0,2 0,0 0.1 0,0 0.0

LONGEST TIME EACH aeutxue 1S IDLED BY INYERRUPTS = IN usacs
14 7 7 14 28 7 14 ? 0 0

CPU DATA
1
TOTAL TIME EACH CPU IS ASSIGNED -» [N USECS
6410320,

TETAL TIME ALL PROCESSORS SPENT EXECUTING [NSTRUCTIONS « 4414958, USECS

TBTAL TIME MEC WAS BUSY = 2887877, VSEC
FOR a SIMPLEX PRECESSER WITW A FLBATING MEC = TOTAL TIME PMS WERE INTERAUPTED BY THE MEC » 0,

NUMBER 6F BGRAM T@ TASK MEMORY [9ADS « 8764
TETAL TIME SPENT LBALING YASK MEM@RY » 332918, USECS

NUMBER OF DATA REQUESTS = 7915

TOTAL TIME SPENT YRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY o 523255, USECS

TTAL YIKE PROCESSBRS ARt [DLED WAITING FOR DATA REQUESTS T8 BE SATISFIED » 981547, USECS
TETAL YIME DATA REQUESTS WALT IN OVBUE FSR RAMM MEDULES « 253252, USECS

LONGESY TIME ANY DATA REGUEST WAJTS IN QUEUE F@R RAMM MBDULE « 168, USECS

NUMBER 8F SEGMENT REFEREMNCES » 8781
NUMBER OF PAGE FAULTS - 8761
NUMBER BF PAGE JUMPS - 2032

Figure D3—Simplex processor simulation results for the GE workload using a 1024-word

paged TM and a dedicated software MEC
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PM

NUM

NGM

MSC

MSC

INT

NUM

NYM

usc

usc

MSC

usc

ysc

cPUY

usc

W.R. SMITH

ELAPSEC TIME = 10000000, USECS

TETAL PMS ASSIGNED = 4359

1 2 3 4 5 & 7 8 9 10 11 12 i3 14 15 16 17 18
NUMBER GF JTERAT]ONS OF EACH PM
3326 500 200 300 1to08 40 40 10 14 8 12 1 1 1 1 1 1 1
NUMBER @F TIMES EACH PM MISSED ITS CEMPLETION DEADLINE

23 ¢ [ 0 0 o n Q 0 ') 0

AVERAGE TIME B8Y WHICh EACH PM BEAT ITS CEMPLETIAN DFADLINE = [N

1 18 47 47 45 1914 176 8A9 78
SHERTESY TIME BY WHICH EACH PM BEAT [TS COMPLETIGN DEADLINE - [N MSECS

5

19 20
1 1
0 0

MSECS
66 80 %768 9745 9740 9384 0579 9577 9376 9375 9308

vl 1 38 44 37 158 91 838 46 42 40 9768 G745 9740 9584 9579 9577 9576 9875 9308

INTERRLPT DATA

1 2 3 4 5 ] 7 8 9 10 11 12
NUMBER EF TIMES EACH INTERRUPY 1S SFERVICED 8Y THE MEC
10000 32 8%26 €770 0 0 8926 8003 8003 ] )
AVERAGE TIME ALL INTERRLPTS WAIT [N QOUFLE F@R SERVICE « 0,0 USECS
LENGEST TIME ANY NTERRUPT WAITS IN DUFLE FOR SERVICE = 2%, USECS

TETAL TIMPE MEC 1S nUSY PHBCESSING INTERRLPTS = 354620, USECS

MEC ROUTINE DATA

1 2 3 4 5 [ ? L] 9 10 11 12
NUMRER GF TIMES EACh MEC RBUTINE 1S PREMESSFD
10000 32 8926 5770 3751 10973 8926 8926 8003 8003 ] 0
AVERAGE TIME EACH ROLTIME WAJTS [N QUFUF FgR SERVICE » IN USECS
9 20 5 4 5 14 0 L] 4 6 0 0
LENGESY TIME EACH RALT[MNE WAJTS IN QUFUF FQR SERVICE » IN USECS
261 186 112 112 44 1054 40 150 145 107 n 0

TATAL TIME MEC 1S BUSY PROCESSING EACH TYPE OF RQUTINE « IN MSECS
400,0 2,0 44,6 101,68 191,31239,9 142,8 142,8 128,0 128,0 0,0 0,0

AVERAGE TIME EACK ROULTINE IS IDLEN AY INTERRUPTS ~ IN USECS
1,2 0,7 0,0 0,0 1,5 2,4 0,4 0,2 0,2 0,0 0,0 0,0

LONGEST TIME EACH KOLTINE S JDLEN BY [NTERRUPTS » IN USECS
14 7 7 4 14 28 ? 7 7 ?

CPL DaTa
1

TETAL TIME EACH CPU |S ASSIGNED = [N USFCLS
7470891,

TeTaL TIME aLL PRACESSQRS SPENT EYECLTING [NSTRUCTIANS - 4609862, USECS

TOTAL YIME MEC WAS BUSY = 2875730, LSEC
FBR A SIMPLEX PRGCESSOR WITH A FLMATING MEC e TATAL TIME PMS WERE [NTERRUPYED BY THE MEC =

NUMBER &F BARAM TH TASK PEMORY (OALS = 8926

TETAL TIME SPENT LBALING TASK MEMARY = 339188, USECS

NUMBER &F [DATA REOUESTS « 8003

TOTAL TIME SPENT TRANSFERRING DATA BETYWFEN RAMM AND TASK MEMQRY = 522059, USECS

T8TAL, TIME PRACESSORS ARE IDLED WAITING FBR DATA REQUESYS T8 BE SATISFIED « 980725, USFCS
TBYAL TIME DATA REQUESTS WAIT [N AUFLE FER RAMM MADULES = 219656, USECS

LENGEST TIME ANY DATA REGUEST WAITS IN QLEUE F®R RAMM MBQDULE » 177, USECS

NUMBER E&F SEGMENT REFERENCES = Rr926
NUMRER €F PAGE FAULTS « 8926

NUMRER €F PAGE JUMPS = 2156

1065430,

Fig. D4—Simplex processor simulation results for the GE workload using a 1024-word

paged TM and a floating software MEC



NuM

NUM

M5C

MsC

INT

NUM

RGU

NyM

usc

MSC

usc

usc

cPU

usc
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ELAPS®D 1 IME = 10000000, uSErS
i

TATAL PM3 ASSIGNED = 4364

1 2 3 4 5 o 8 9 10 11 12 13 14 15 16 1?7 18
NIUMBCcR @F JTERATIANS RF EACH PM
3332 500 200 100 1CO 41 4n 10 5 15 13 1 1 i 1
NUMEcR OF TIMES caCH PM MISSED 1TS COMPLETION DEANLINE
é 0 0 0 0 0 0 L1} 0 0 0 0 0 o 0
AVERARE TIME BY aW[CH RACY PM BEAT [T5 COMPLETIAON DEADLINE =« [N MSECS

2 17 49 61 61 207 201 928 79 83 81 9852 9840 9796 9793 9791 9791 9738 9787 9842

SHAR ST TIME BY WHICH FACH PM BEAT ITS COMPLETISN DEADLINE =~ [N MSECS

] 17 46 59 b4 176 t75 924 59 56 54 9852 9840 9796 9793 3791 9791 9788 9787 9642

INTERRUPT DATA

1 2 3 4 5 ) 7 a 9 10 11 12
NUMPCR ®F TIMFS EACH INTERRULPT 18 SERVICED BY THE MEC
10000 30 2319 6775 o [} 3 2%19 8007 8067 [ 0
AVERAZE TIME ALL INTERRUPTS WAlT [N QUEUE F@R SERVICE = 0,0 USECS
LANGLRT TIME ANY INTERRUPT WwalTS IW JWEUE FYR SERVICE - 21, USECS

TATAL TIME MeC 1S HUSY PRACFSSING INTFRRUPTS - 262199, JSECS

MEL RAYTINE DATA
1 2 3 4 S L) 7 8 9 10 11 12

NYUMRRE? ® TIMFS EACH MEC RQUIINF 1S PROCESSED
10000 30 2319 677% 3756 10982 2319 ~319 8007 8007 [ 0

AVERATE TIME £ACH RAUTINE WALTS IN QUEUE FBR SERVICE -~ IN USECS
' 7 4 3 1 11 0 4 4 3 0 0

LPAGeST 1IME FACH RAUTINE WAITS IM QUEUR FOR SERVICE » IN USECS
197 122 106 110 82 952 49 87 112 111 0 L]

TATAL TI“E MER 1S RUSY PRACESSING EACHM TYPE QF RQUTINE - IN MSECS
480.0 1,8 11,6 1.1.6 190,51241,0 7,1 37,1 12R.1 128,1 0.0 n,0

AVERANE TIMF EACH RAUTINE 1S 1DLED BY [NTERRUPTS - [N USECS
1,9 cel c.1 n.R 1,1 0,3 0,5 6.t . 0,1 0,0 f,0

LANGCRT 1 IME FACH RAUTINE IS TDLED BY [NTFRRUPTS = IN USECS
14 ? 7 7 14 14 7 7 7 7 0 0

CPu DATR
1

TRTAL JImE EACH CPY |5 ASSIGNFD - IN USECS
5908964,

TATaL TIME ALL PRACESSERS SPEMT EXECUTING [NSTRUCTISNS ~ 4610610, USECS

TATAL [IMF MEC WAS BySY = 2539163, USEC

FAR A SIFAPLEX PRUCESSAR wITH & FLOATING MRC - TOTAL TIME PMS WERE INTERRUPYED BY THE YEC »

NUMBEDR OF BARAM T8 TASK MEMORY LGALS - 2319

Talac TIMF SPENT LOADING TASK MEMARY - 8Ri22, USECS

Ni'MRzS @F DATA REQUESTS - 8007
TAlAL VIMF SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMBRY ~ 524591, USECS
TATAL TIME PRACESSGRS ARE [DLFD WAITING $AR DATA RENUESTS TP BE SATISFIED - 961903, USECS

TATaL TINF DATA REQUESTS WAIT IN AQUEUR FOR RAMM MADULES - 222234, USECS

LONGEST 1 IME ANY NATA REQUEST WAITS [% QUEUE FBR RAMM MODULE - 172, USECS
NUIMBe 2 OF SEUMENT REFERFNCES - AYS57?
NUMBE® @t PAwE FAULTS « 2919

NIMELF Br PAGF JyMPS = 21fe

Fig. D5—Simplex processor simulation results for the GE workload using a 1024-word

paged multiprogrammed TM and a dedicated software MEC
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L4

Num

NuM

ms¢

use

INY

NUM

ROU

NUM

use

MSe

usc

use

W.R. SMITH

ELAPSED TIME = 10000000, USECS
TOTAL PMS ASSIGNED = 4358

1]
|
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1T 18 19 20
NUMBER OF ITERATIONS DF EACH PM
3324 SH0 200 100 100 40 40 10 11 11 13 1 1 1 1 1 1 1 1 1

NUMRER OF TIMES FACH PW MISSED 1TS COMPLETION NEADLINE
27 o 0 0 0 0 o 0 0 [} 0 L] 0 0 0 0 [ 0 0 4

AVERAGE TIME RY WHICH EACH PM BEAT ITS COMPLETION DEAOLINE < IN MSECS
2 19 49 54 53 198 191 91§ 17 RS 80 9838 9773 9770 9747 9761 9760 9789 9757 9523

SWORTEST TIME BY WHICH EACH PM BEAT ITS COMPLETION DEADLINE = IN MSECS
-] 1s 4K 52 46 168 160 90% 83 50 48 9838 9773 9770 9767 9761 9760 9759 9757 9523

INTERRUPT NATA
1 2 3 . 5 6 7 [} 9 10 1 12

NUMRER OF TIMES EACH INTFRRUPT 1S SERVICED BY THE MEC
10000 34 2247 6769 0 0 0 2247 8003 8003 0 0

AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE = 0+0 USECS
LONGEST TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE = 21s USECS
TOTAL TIME MEC 1S PAUSY PROCESSING INTERRUPTS = 261121, USECS

MEC ROUTINE DATA

1 2 3 4 S 6 7 . 9 10 1n 12
NUMRER OF TIMES EACH MEC ROUTINE 1S PROCESSED
10000 34 2247 6769 3748 10972 2247 2247 8003 8003 ° [

AVERAGE TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS
3 20 3 3 2 12 0 4 3 3

LONGFSY TIME EACH ROUTINE WA1TS IN QUEUE FOR SERVICE = IN USECS
197 122 12 110 61 1003 40 129 110 127 L] [

TOTAL YIME MEC 1S BUSY PROCESSING EACH TYPE OF ROUTINE = IN MSECS
400,0 261 11,2 101,5 191.11239.,8 36,0 36.0 12R.0 128,0 0.0 0.0

AVERAGE TIME FACKR ROUTINE 1S IDLED By INTERRUPTS  IN USECS
0,R 146 0,1 0.2 0.8 0.8 0,3 0e6 0.1 0.l 0.0 040

LONGEST TIME EACK ROUTINE 1S IDLED BY INTERRUPTS ~ IN USECS
14 L4 7 4 14 14 7 r 7 T ] L]

CPU DATA
t i

TOTAL TIME EACH CPU IS ASSIGNED = IN USECS
6607624,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS = 4608810, USECS

TOTAL TIME MEC WAS BUSY = 2534949, USEC
FOR & SIMPLEX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC o 717816,

NUMBER OF BORAM TO TASK MEMORY LOADS = 2247
TOTAL TIME SPENT LOADING TASK MEMORY = 88386, USECS

NUMBER OF DATA REQUESTS e 8003

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND VASK MEMORY 823039, USECS

TOTAL TIME PROCESSORS ARE IDLED WAITING FOR DATA REQUESTS TO BE SATISFIED - 950130, USECS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE FOR RAMM NMODULES = 215674, USECS

LONGEST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE e . 140, USECS

NUMBER OF SEGMENT REFERENCES = #8939
NUMBER OF PAGE FAULTS =« 2247

NUMBER OF PAGE JUMPS » 2170

Fig. D6—Simplex processor simulation results for the GE workload using a 1024-word

paged multiprogrammed TM and a floating software MEC
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ELAPSFD TIME = 10200000, USECS

TOTAL PN5 ASSIGNED = 4549

P 1 5 7 8 9 10 11 12 13 14 15 16 17 18 2 20
NyMBE eF uennxens oF UCH PM :

NUM 3325 500 2.0 10l 100 40 40 10 11 1 5 1 1 1 1 1 b i % 1

NUMBER 8F TIMES EACW PM MISSED ITS COMPLETION DEADLINE
NUM 22 v 6. B 4 0 n )] 0 0 0 1] 0 0 0 4 ] 0 n Q

AVERAGE 1IHE BY NH[CN EACH PM BEAT ITS COMPLETIGON DEADLINE =~ I[N MSECS
MSC 19 54 199 194 918 a0 83 71 9837 9770 9767 9765 9761 9760 9739 978 9524

SHORTEST TIME BY WHICH EACH PM BEAT [TS COMPLETI@N DEADLINE « IN MSECS
MscC -1 1 45 51 45 167 161 9190 52 49 47 9837 977D 9747 9765 9761 9760 9759 9758 9524

INTERRUPT DATA

INT 1 2 3 4 5 ] 7 8 9 10 11 12
NUMBER 8+ TIMES EACH lNY&RRUPY 1S SERV]CED BY THE MEC

NUM 100.7 23 B4s 6760 o 846 7984 79064 0 ¢
AVERAGE TIME ALL INTERRUPTS WilT [N QUEUE F@R SERVICE » 0,0 USECS
LONGEST TIME ANY INTERRUPT WA[TS [N QUEUE FgR SERVICE «» 21, USECS

TaTAL TIME MEC IS BUSY PRECESSING INTERRUPTS » 241108, USECS

MEC ROYTINE DATA

ReU 1 2 3 4 5 é 7 8 9 10 11 12
NUMBER @F TIMES EACH MEC RGUTINE IS PRGCESSED

NUM 100.0 23 846 6760 3758 10953 846 B48 7984 7984 n o
AVERAGE 1IME EACW ROUTINE WALTS IN OUEUE FBR SERVICE ~ IN USECS

ust 2 23 4 ? b3 14 0 ] 3 3 [ [
LANGEST TIME EACH ROYTINE wAITS IN OUEUE FOR SERVICE ~ IN USECS

usct 1v? 122 99 110 /6 1019 40 a7 109 106 0 1]

TATAL TIME MEC 1S BUSY PRACESSING EACM TYPE QF ROUTINE « IN MSECS .
MSC 406,17 1,4 4,2 103,4 191,71237,7 13,5 13,5 127.7 $27.7 0,0 0,0

AVERAGE TIME EACH RAUTINE IS IDLED BY INTERRYPTS - [N USECS

usc U7 2,7 el 0,2 6.6 6,7 0,1 0,2 6.2 0,8 0,0 0,0
LBNGEST TIME EACN RaUYlNE 1S IDLED BY lNTERRUPYS - IN USECS
usc 14 7 7 14 14 ? 7 7 o 0
cPUL DAIA
cPu 1

TATAL TIME EACH CPU 1S ASS|GNFD - IN USECS
usc 6424238,

TOTAL TIME ALL PHOCESSORS SPENT EXECUTING [NSTRUCTIENS » 4602776, USECS

TTAL TIME MEC WAS BYSY - 2460041, USEC
FOR A SIMPLEX PRGCESSOR WITM A FLOATING MEC » TBYAL TIME PMS WERE INYERRUPTED BY THE MEC - 642740,

NUMBER @F BORAM T8 TASK MEMERY LBADS -~ 845
TeTAL TIME SPENY LOADING TASK MEMBRY » 32148, USECS

NUMBER ©F DATA REQUESTS =« 7984

TOTAL TIME SPENY TRANSFERRING DATA BETWEEN RAMM AND TASK MEMSRY » 522076, USECS

T@TAL TIME PRBCESSORS ARE IDLED WAITING FBR DATA REOUESTS T® BE SATISFIED « 947938, USECS
TOTAL TIME DATA REQUESTS WALT IN QUEUE FBR RAMN MODULES » 211263, USEES

LONGEST TIME ANY DATA REQUEST WAITS [N QUEUE FOR RAMM MBOULE = 139, USECS

NUMBER OF SEGMENT REFERENCES » 8902
NUMBER @F PAGE FAULTS » 846

NUMBER @F PAGE JUMPS = 2142

Fig. D7—Simplex processor simulation results for the GE workload using a 3072-word
paged multiprogrammed TM and a floating software MEC
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PM

NUM

NUM

MSC

|
W.R. SMITH ‘
i
!
ELAPSEL TIME = 10002000, USECS !
TeYhL PMS ASSIGNED = 4336 i
1 H 3 4 5 6 7 8 9 10 11 42 13 14 15 16 17 18 19 20
NLMBER €F JTERAT]ONS OF EACH PM
3334 477 497 9B 9B 40  4n 10 9 1b 9 1 1 1 1 1 1 1 1 1
NUMBER €F TIMES EACH PM MISSED TS CGMPLETION DFADLINE ‘
0 0 [ [ [ 0 n 0 0 [ 0 0o .0 0 a 0 0 ] 0 0
AVERAGE TIME RY WHICh EACW PM BEAT 1715 CEMPLET{AN DEADLINE « IN MSECS
3 20 50 59 60 214 200 SRT 9t A7 86 9352 943 084 979R 9798 $797 9796 9795 9708

SKERTESY TIME BY WHICH EACH PM REAT [TS COBMPLETION DEADLINE « IN MSECS

320 560 57 55 178 75 $72 61 56 55 9852 9H43 9843 9798 9798 9797 9796 9795 A7ns
INTERRULPY DaTa
1 2 3 4 L] 6 ? 8 9 10 11 12
|
NUMEER €F TIMES EACH INTERRUPY 15 SERVICED BY THE MEC ‘

3334 30 0 871% 0 n 0 6712 7918 7918 n [
AVERAGE TIME ALL INTERRUFTS Walt IN BLFLE FBR SERVICE = 0,0 USECS
LENGEST TIME ANY INTERRLPT WALITS IN QUFLE FAR SERVICE = 14, USECS
TETAL TIME MEC IS BUSY PHROCESSING INTFRRLPTS »  22838¢, USF(CS

FEC ROLTINE DATA
1 2 3 4 5 6 7 ] 9 10 | 1t 12
NLMPER €F TIVES EACH MEC ROUTINE 1S PRECESSED
3324 30 0 6711 3333 10R93 8712 4712 7918 7948 - o [
i
AVERAGE TIME EACH ROLTINE WAITS [N OULFLF FBR SERVICF = IN USECS
3 19 0 2 1 16 4 8 2 H [ [
!
LENGEST TIME EACH ROLTINE WAITS [N OLFLF FOR SERVICFE » IN USECS
109 138 ®o11) 32 %14 61 119 143 493 : o 0
TETAL YIME MEC IS BUSY PROCFSSING EACH TYPE @F RGUTINE « IN MSETS
133,4 1,8 6,0 100,7 370,01230,9 407,4 107,4 126,7 126,27 0,0 0,0
AVERAGE TIME EACH ROLTINe §S IDLEP RY INTERRUPTS » IN USECS
0,4 1,4 0,0 0, 1,0 A9 0,0 0,2 0,0 0,0 0,0 0,0
LEANGESY YIME EACH ROLTINE S IDLED AY IMTERRUPTS o IN USECS
7 7 4 14 14 14 7 7 ? 7 0 0
i
)
|
CPL DATA
1 |
TET4L TIFE EACH CPU IS ASSIGNED = IN USFCS

6039547, i

TETAL TIME ALL PRACESSGRS SPENT EXECLTING [NSTRUCTIONS = 4568298, USECS

LSEC |

TEYAL TIME MEC WAS BLSY - 23337648,

FER A SIFPLEX PRECESSAR wW]TH a FLRATING PEC o TATAL TIME PMS WERE INTERRUPTED 8Y THE MEC =
NUFRER GF BORAM T@ TASK FEMORY | GADS » 6712 }

YETAL TIME SPENY LUALING TASK MEMARY « 272040. USECS

NLMBER €F DATA REAUESTS - 7919

TETAL TIME SPENY TRANSFERRING DATa RETWFEA RAMM AND TASK MEMORY » 5108459,

TEYAL TIVME PROCESSGRS ARt |DLED WAITING FGR DATA REWUESTS TG RE SATISFIED »

USECS
923018, USECS
TETAL TI¥E DATA REQUESYS WATT IN QUEUF FER RAMM MBDULES e 203913, USECS

LENGEST TIME ANY DATA REGUEST WALTS [N QLEUF F@R RaMM MBBULE - 234, USECS

NUVBER &F SEGMENT HEFERENCES » 2157
NLVMRER GF PAGE FAULTS ~ 0

NLFRER €F PAGE JUMPS - 2157

Fig. D8—Simplex processor simulation résults for the GE workload using a 4096-word
nonpaged TM, a dedicated software MEC, and a 3-msec clock interval
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NUM

NyUM

MSC

INT

NUM

REY

NUM

usc

usc

MSC

usc

usc

CcPU

usc

; NRL REPORT 7356
ELAPSTD TIME = 10702000, USECS

TOTAL PMS ASSIGNED = 4335

i
1

3 4 5 6 ? 8 9 10 11 12 13 14 15 i6 17 18 19 20
NUMBER OF TTERATIONg BF EACH PM
197 . 98 98 40

33354 47/ 40 10 9 13 10 1 1 1 1 1 1 1 1 1
NUMBER @F TIMES EACH PM MISSED ITS COMPLET{ON DEADLINE
< G 0 N 0 ¢ 0 0 o 0 0 [\ 4 0 ] 0 4 [ o 0

AVERAGE TIME 8Y WHICH EACH PM BEAT TS COMPLET]ON DEADLINE =« [N MSECS
3 19 49 54 53 210 - 189 982 88 89 87 9BAL 9780 9780 9777 9774 9773 9772 9771 9610

SHBRIFSY TIMt BY WHICH EACH PM BEAT [TS COMPLETI@N DEADLINE = IN MSECS
3 17 47 81 49 169 163 913 52 52 49 9840 9780 9780 9777 9774 9773 9772 9771 S41¢

INTERRUPT DATA

! 2 3 4 8 6 7 8 9 10 11 12
NUMBER @F TIMES EACH INYERRUPT 1S SERVICED BY THE MEC
3354 29 6 6710 0 ;] 0 6711 7916 7916 0 0
AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE 0,0 USECS
LONGEST TIME ANY [NTERRUPT WAITS [N OUEUE FOR SERVICE - 14, USECS
TATAL TIME MEC IS BUSY PROCESSING [NTERRUPTS - 228312, USECS

MEC ROUTINE DATA
: 2 3 ‘ 5 s 7 8 e 10 11 12

NUMBtR ®f TIMES EACHW MEC RQUTINE 1S PROCESSED
3334 29 0 6710 3333 10891 6711 46711 7916 7916 n n

AVERAGE 11ME EACH ROUTINE WAITS IN QUEUE F@R SERVICE - 1IN USECS
4 14 o 3 2 14 1 7 2 ? 0 0

LANGEST TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICF =« IN USECS
1.9 159 0 109 32 514 61 116 125 104 n [

TATAL TIME MEC 1§ BUSY PROCESSING EACM YYPE OF RBUTINE = IN MSECS
133.4 1,8 oy0 120,7 170,01230,7 107,4 1u7.4 126,7 126,7 e,n 6,0

AVERAGE TIME EACH RBUTINE 1S IDLED 8Y INTERRUPTS - IN USECS
¢&.% 0,7 .,0 0,0 1.4 g,9 0,0 0,4 0,0 0,0 0,0 0,0

LONGEST TIME EACH RAUTINE IS I1DLED BY JNTERRYPTS - IN USECS
14 7 (1] 7 1 21 7 7 7 7 0 0

CPuU DATA
1

TATAL TIME EACH CPU 1S ASSIGNED - [N USECS
©662121,

TOTAL TIME ALL PRGCESSORS SPENT EXECUTING INSTRUCTIONS 4067546, USECS

TATAL TIME MEC WAS BYSY - 2332821, USEC

FOR i« SIMPLEX PRGCESSOR WITH A FLOATING MEC » TOTAL TIME PMS WERE I[NTFRRUPTED BY TWE vEC - 612493,

NUMBER OF BORAM TO TASK MEMOKY (GADS « 6711

TOTAL TIME SPENT LOADING TASK MEMARY w 271662, USECS

NUMBER @f DATA REOVESTS ~ 7917

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMBRY - 517751, USECS

TOTAL TIME PRBCESSORS ARE IDLED WAITING FOR [AYA REOUESYS 1@ BE SaYISFIED - 920417, USFCS
TATAC YIME DATA REQUESTS WAIT N QUEUE FOR RAMM MOGULES ~ 201301, YSEFS

LANGLSY TIME ANY DATA REQUEST WALlTS [N QUEUE FOR RAMM MODULE - 2A5, USECS

NUMBER OF SEGMENT REFERENCES - 2147
NUMBER OF PAGE FAULTS = 0
NUMBER @F PAGE JUMPS = 214/

Fig. D9—Simplex processor simulation results for the GE workload using a 4096-word
nonpaged TM, a floating software MEC, and a 3-msec clock interval
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MSC
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INT

NuM

RGU

NUM

usc

usct

MSC

usce

usc
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ELAPSED TINE = 40006000, USECS

TOTAL PMS ASSIGNED = 4370

1 L] 9 10 1t 12 13 14 15 16 17 18 19 20
NUMBER OF nennwus oF EACH o :

3334 508 200 107 10 40 40 10 14 11 12 1 1 1 1 1 1 1 i 1
NUMBER 8F TIMES BACH PM MISSED [TS COMPLETION DEIDLINE ; X
- 3 ] : 0 0 0 '] 4 0 ¢ 0 0 0 [ 2 [ [ 0
AVERAGE TlME BY NNXCH EACH PM BEAT 178 CBMPLEH@N DEADLINE « IN MSECS
2 51 197 150 914 79 78 9838 9780 9777 9774 9773 9772 9772 9769 9610
SHBRTESY TIME BY WHICH EACH PM BEAT ITS C@HPLEHQN DEADLINE »~ lN MS
51 4% 167 161 90 46 9838 9780 9777 9774 9773 9772 9771 9769 9610

INTERRYPT DATA :

1 2 3 4 s L] ? 8 L] 10+ 14 12
NUMBER @F TIHES EACH INTERRUPT 1S SERVJCED BY THE MEC i
1030 o 6781 0 [ 0 46781 8017 8047 : 4 0
AVERAGE TIME ALL INTERRUPYS WAIT [N QUEUE F@R SERVICE « 0,0 USECS
LONGEST TIME ANY INTERRUPT WAITS [N QUBUE FgR SERVICE » 24, USBCS

TOTAL TIME MEC [§ BUSY PROCESSING INTEARUPTS - 277417, USECS

MEC ROUTINE DATA i

1 2 3 4 s 8 7 8 9 10 1 12
NUMBER 8F TIHES EACH MEC RQUYINE 1§ PROCESSED ;
10430 6781 3733 8387 6781 6781 8017 BO0L7 .0 0
AVERAGE TIME EACH ROUTINE WAITS IN QUEUE F@R SERVICE » IN YSECS
7 13 Y 1 3 [] 3 4 1 1 [} 0
LONGEST T!HE EACH RGUYINE WALTS IN QUEYE FAR SERVlCE = IN USECS
234 15 51 32 424 81 94 4 0
TOTAL TIME MEC IS BUSY PROCESSING EACM YYPE §F ROUTINE = IN MSECS -
40..,0 2.1 -40 121,7 190,4 947,7 108,5 108,5 128,83 1268,3 0,0 6,0
AVERAGE TIME EACH HBUHNE IS IDLED BY lNTERRUFTS = IN USECS '

w7 1.2 -0 0,4 1,8 1.6 0,0 8,2 0.1 0,1 0,0 0,0
LONGEST TIME EACH ROUTINE S IDLED BY INTERRUPTS - IN USKCS i
14 14 0 7 14 28 7 7 7 7

CPU DATA
1

|
TOTAL TIME EACH CPU [S ASS[GNED ~ IN USECS !
6777586,

TBTAL TIME ALL PRGCESSORS SPENT EXECUTING INSTRUCTIONS = 4616362, USECS

TOTAL TIME MEC WAS BUSY = 2392917, VsEC !
FBR A SIMPLEX PRACESSOR WITM A FLOAYING MEC & TBTAL TIME PMS WERE INTERRUPTED BY THE MEE o 6714830,

NUMBER 6f BORAM T8 TASK MEMORY LOADS « 6781
TOTAL TIME SPENT LBADING TASK MEMERY « 275062, Usecs

NUMBER BF DATA REQUESTS = 8017

TOTAL TIME SPENT TRANSFERRING DATA BEYWEEN RAMM AND TASK MEMORY » 523433, USECS

TOTAL TIME PROCESSERS AME IDLED WAITING FOR DATA REQUESTS T® BE SATISFIND = 923408, USECS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE PER RAMM MEDULES - 200272, USECS

LONGEST TIME ANY DATA REQUEST WAITS [N QUEUE FER RAMM MBDULE - 125, UuSECS

NUMBER BF SEGMENT REFERENCES - 2174
NUMBER OF PAGE FAULTS - 0

NUMBER OF PAGE JYMPS - 2174

Fig. D10—Simplex processor simulation results for the. GE workload using a 4096-word

nonpaged TM, a floating software MEC, and reduced PM assignment activity
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Fig. D11—Simplex processor simulation results for the F-111 workload using a 4096-word
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ELAPSEL [IME = 1UUULUUY, USECS

TOTAL FHb ASSIGNEL = 1996

1 < s . 4 ] 8 v iv 11
NUMBER OF. | TERHATLUNS UP ALK PN
1250 40 2 1/ >4 2 5 S L] 2 bl

NUMBER BF TIMED EACH PrlMISSED ITS CEMPLET 9N JEADLINE
1 1 u v J 0 n 0 0 0 u

AVERAGE 1iME BY WHICrm tavh PM BEAT 1S chgL:Yth DEAULINE = N MSECS
6 24y 1844 P48 18 103> 1839 1542 184Y 1349 184D

SKLATEDT T[ME oY waltn EAUN PH BEAT ITS LOMPLETIUN DEADLINE = N MSECS
«3° 246 183 4> | 1771932 1837 1841 1645 163p 184Y

INTERRLPL LatA

1 é 3 4 5 6 7 8 Y 10 11 12
NUMBER Bb TIMED EAUH LWTERRUPT 1S SERVICED BY THe MEC
1000 69 T Tul uwwl 1] 0 9 1%31 5126 Jd12e 0 0
AVERAGE TiME ALL fNTekRUFTS WalT N QUEVE PUR SeRVICE = 0,5 USECS
LENGEST TIME ANY {NIERRLP[ WAITS IN GUELE FuR SerVICE = 18, USECS

TATAL 11ME MEC I35 wUDY PrUCESSING INTEMRLPTS = 135961, USELS

MEC HBLTLINE uUAlA

1 2 3 4 5 6 7 8 9 10 11 12
NUMBER BF T1MED EAGH MG ROUTINE % PRBCESSEY
16000 89 v 19wy 1282 2917 1551 aboi 3126 3126 [} 0
AVERAGE TIME BAUR RULTINg WALTS IN OLEUE FuK ScRVICE = IN USECS
[ 1 v 24 G 2 1 L] 0 0 9
LENGES) TUME EALM ROLIINE WALTS IN OUEVE Fok ScRY[CE = IN USECS
109 1 o 109 1 401 el 193 197 95 0 0

TETAL VINME MEC 1§ dUSY PrOGESSING taLk TYPr b RuUTINE = 1N ASECS
400,07 4,27 uyu ¢3,87 85,4 $29,6 24,8 4,8 50, 50,0 0,0 0,0

AVERAGE TIME EAULM nuuLTlde S TULED HY [NIERKUPTS < [N USECS
0,8 0,5 Vey U,y 0,13 0.3 0,0 v,0 Uk v.o 0,0 0.0

LENGES] TIME EACH KELTINE IS TULED HY [NJERHUPTS < |N USECS
14 7 [ / 7 14 7 7 / 7 0 ]
CPL DATA
1

TOJAL IIFME EAUM LPU 35 ADSIGNED o IN USELS
1830971,

TE@TAL 1IME ALL PRoUEDBOHY SPenT EXECULTInG |NSTRUCTIONS » 1069825, USECH

TEIAL VIFE MEC WAD BUSY = 11081062, LSEC

FER A DIMPLEX ENBC:SDUK mlTH A FLAATING FEL w Tei1aL TiME PMS Nth\INYERRUPIbb BY THE MEC «

NUMBER BF BERuM ]9 TASA FEMURY LOALS < 1551

TEVAL 1IFME SFENT LuALING TASK MEHGRY = ZabUbo, USECLS

NUMAER GF UATA REUOEDID = 3126
TOTAL FIME SPENT TRANDPERRING UATA BETWEEN RaMy AdD TASK MpNJRY = 252699,
TETAL [1ME PRUCEDDUR® ANz JhLEV WAJTING TG JATA REWWESTS T8 HE SATISFIED v

TETAL 1IME DATA WEJUESIS WAIT IN QUELE FLR RAMM hODULES » 103201, USECS

USECS

429678, USECS

LENGEST TIME AWY VATA REWUEST walThs [N HLEUEL FJR RAMM MAOUULE - 139, USECS
NUMERR BF SEUMEN] HEFEKENGCES - 7408

NLMBER @ PALE FAULTY - v

NUMBER EP PAGE JUHPS - 3451

nonpaged TM and a dedicated software MEC
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NyM

MSC

MSC
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NUM

ROU

NUM

usc

MSC

usc

crPy
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ELAPSFD TIME 3 10202000, USKCS

TATaL PMS ASSIGNED = 1384

1 2 3 4 5 b
NIIMBER @F [TERAT]ONS RF EACH PM
125¢ 4y 5 16 43 o 5 5 5 5 5

NUMBER OF TIMES EACH PM MISSED ITS CGMPLET]EN DEADLINE
< 4 i} B L} o 0 0 0 1] ]

AVERAGE TIME 8Y WH]CH EACH PM BEAT ITS COMPLETION DEADLINE ~ IN MSECS
6 249 1827 47 18 1832 1833 183% 1835 1830 1R29%

SHORIFST TIME BY WAICH EACH PM BEAT |YS CAMPLETI@N NEADLINE » [N MSECS
3 24> 1822 46 17 183¢ 1832 1833 1833 1826 1R24

INTERRUPT DATA

E 2 3 4 5 ) ? ) 9 10 11 12
NUMBER @f TIMES EACH INTERRUPY 1S SERVJCED By THE MEC

1007 58 0 1539 ] 1539 3108 3.8 n [
AVERAGE 1IME ALL INTERRUPTS WAIT [N QUEUE FQR SERVICE ~ 0,5 USECS
LAONGEST TIME ANY INTERRUPT WAITS [N QUEUE FBR SERVICE - 12, USFCS

TATAL TIME MEC 1S BUSY PRACESSING INTERRUPYS o 135464, USECS

MEC ROUTINE DATA

1 2 3 4 L] [ 7 8 9 10 4 12
NUMBER OF TIMES EACH MEC RQUTINE 1S PROCESSED ‘
1001 58 0 1539 12/9 2894 1539 539 3108 3108 a 0
AVERAGE TIME EACH RAUTINE WAITS IN QUEUE FOR SERVICE - IN USECS
" 3 o 0 n 7 0 0 0
LANGEST I IME EACH REUTINE WALTS IN QUEUE FOR SERVICE » IN USECS
1:° 54 0 82 16 401 40 98 aé 91 0 [

TATAL TIME MEC IS BUSY PROCESSING EACM TYPE OF RQUTINE = IN MSECS
400, 3,5 i 0 23,1 65,2 327,00 24,6 24,6 49.7 49.7 a,n n.e

AVERAGE TIME EACW ROUTINE IS IDLED BY [NTERRUPTS - [N USECS
el 1,1 0 0,1 e.n 0,3 0,1 0.0 0,0 0.1 0,1 n,0

LANGEST TIME EACH ROUTINE IS IDLED AY [NTERRUPTS - IN USECS
: 14 0 7 7 14 7 7 ? ?

CPU DATA i
1

TATAL TIME EACH CPU [S ASSIGNED - [N USECS
1969227,

TATAL TIME ALL PRBCESSORS SPENT EXECUTING [NSTRUCTIANS - 1661340, USEES

TATAL TIME MEC WAS AYsSY - 1103042, ySEC

FAR a SIMPLEX PROCESSOR WITH 4 FLAATING MEC - TOTAL TIME PMS WERE [NTERRUPTED BY THF MEC 182057,

NUMBER ©F B@RAM TG TASK MEMORY LOADS « 1539

TATAL TIME SPENT LQADING TASK MEMARY » 236175, USECS

NUMBER @F DATA REQUESTS - 3108

TOTAL TIME SPENT TRANSFERRING DATA BEYWEEN RaMM AND TASK MEMRRY - 291588, USECS

TOTAL TIME PRBCESSORS ARE [DLED WAJTING FAR DATA REQUESTS TO RE SATISFIED » 428744, USFCS
TATAL TIME DATA RFQUESTS WAIT [N QUEUE FBR RAMM MADULES - 103056, USECS

LANGEST TIME ANY DAYA REQUEST WAITS IN DWEUE FBR RAMM MODULE = 139, USECS

NUMBER OF SEGMENT REFERENCES - 7306
NUMBER Gr PAGE FAULTS -« 6

NUMBLR BF PAGE JUMPS » 3452

Fig. D12—Simplex processor simulation results for the F-111 workload using a 4096-word

nonpaged TM and a floating software MEC
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Fig. D13—Simplex processor simulation results for the F-111 workload using a 1024-word
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ELAPSED TIME » 30000000, USECS

T8TAL, PMS ASSIGNED = 1390

2 8 9 10 11
NUHBER oF [TERATXQNS GF EAGN PM
1249 49 5 3 ] s 5 s

NUMBER OF YIMES EACM PM MISSED IT8 COMPLETION DEADLINE
2 0 ¢ 0 0 9 0 0 0
AVERAGE TIME BY WHICH EACH PM BEAT 17S COMPLET]ON DEADLINE .« IN MSECS
249 1833 47 18 1835 1839 1842 1842 1835 1834

SKQRTEST TIME BY WHICH EACH PM BEAY ]TS CBMPLETION DEADLINE [N MSECS
«5 246 1823 46 12 1832 1837 1840 $836 1822 1823

INTEARUPT DATA

1 2 3 4 5 [ ? L] 9 10 11 12
NUMBER OF TIMES EACH INTERRUPT (S ssnvlcsb BY THE MEC
10000 64 4699 1545 0 0 4699 3130 3130 0 0
AVERAGE TIME ALL INTGRRUPTS WaAlT [N QUEVE F@R SERVICE » 0,3 USEGS
LENGEST TIME ANY INTERRUPT WALTS IN GUEGE FBR SERVICE » 9. USECS

TETAL TIME MEC IS BUSY PROCESSING INTERRUPTS = 190869, USECS

MEC ROUTINE DATA
1 2 3 ) L ) ’ 8 9 10 11 12

NUMBER 8F YIMES EACH MGC RQUTINE 1S PRECESSED
10000 &4 4699 1545 1288 2905 4699 4699 3130 3130 0 [}

AVERAGE TIME EACH ROUTINE WAITS IN GUEUE FQR SERVICE = IN USECS
0 2 9 L4 0 2 0 2 8 1

LBNGEST TIME EACH ROUT[NE WA]YS [N QUEVE F@R SERVICE = IN USECS

108 hLJ 107 48 2 436 40 82 114 ¢ 0

TOTAL TIME MEC [$ BUSY PROCESSING EaCH TYPE OF RGUTINE » IN MSECS
400,0 3,9 23,5 23,2 65,6 328,3 75,2 7%,2 S0.%1 90,8 0,0 0.0

AVERAGE TIME EACH ROUTINE IS [DLED BY INTERRUPTS e [N USECS
t.9 141 0,0 6,0 0,2 0,4 0,0 1,8 0.0 0,0 0,0 0.0

LBNGEST TIME EACH ROUTINE IS IDLED BY INTERRUPTS « [N USECS
. 4 7 7 7 14 7 7 7 7

CPU DATA
1)

TeTAL T{ME EACH CPU |S ASS{GNED « [N USECS
1881147,

TETAL TIME ALL PRGCESSSBRS SPENT EXECLTING [NSTRUCTIGNS » 1082969, USECS

TOTAL TIME MEC WAS 8USY - 1285822, US&C

FBR A SIMPLEX PROCESSOR WITH A FLAATING MEC = TETAL TIME PMS WERE INTERRUPTED BY THE MEC «

NUMBER GF BORAM T8 TASK MEMORY LOADS » 4699
TOTAL TIME SPENT LBADING TASK MEMARY = 178%82. USECS

NUMEER OF DATA REQUESTS ~ 3130

TOTAL TIME SPENT TRANSFERRING DAYA BETWEEN RAMM AND TASK MEMGRY = 252483,
TOTAL TIME PROGESSORS ARE ]DLED WAJTING FOR DATA REQUESTS T8 BE SATISFIED »

TETAL TIME DATA REQUESTS WAIT [N GUEYE FGR RAMM MBDULES » 3106294, USECS
LENGEST TIME ANY DATA REGUEST WAITS IN OLBUE FGR RAMM MODULE = 215,

NUMBER ©F SEGMENT REFERENCES = a86d
NLVMOER 6F PAGE FAULTS - 4699

NUMBER EF PAGE JUMPS - 3507

paged TM and a dedicated software MEC
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ELAPSED TIME = 100000006, USE(S

TETAL PMS ASSIGNED = 1398

PM 1 2 3 4 5 6 8 ¢ 10 1t
NUMRER &F JTERAT]ONS OF EACH PM
NUM 3250 40 5 19 54 5 5 5 5 5
NUMBER €F YIMES EACH PM MISSED 1TS CEMPLET]MN DFADLINE
NUM 0 0 0 0 0 n 0 0 0 0
AVERAGE TIME BY WH]Ch EACH PM BEAT 175 CEMPLET]AN DEADLINE = N MSECS
MSC 6 245 1811 47 17 1833 1834 1833 1824 1817 1813 .
SHERTEST TIME BY WHICH EACH PM BEAT |TS COMPLETIEN DEADLINE » N MSECS
MSC 2 246 1804 46 15 1830 1832 1832 1820 1842 1806
INTERRUPY DATA
INT . 2 3 N s ’ v 8 s 10 |11 12
NUMBER €F TIMES EACH INTERRUPT 15 SERVICED BY THE MEC
NUHM 10000 72 4749 1553 [ [ 0 4719 3146 3146 ' B [
AVERAGE TIME ALL INTERRUFTS WAIT [N OUFLE FOR SERVICE « 0,3 USECS
LENGEST TIME ANY [NTERRLPY WaAlTS IN OQUELE FOR SERVICE = 8, USECS
Teral TIME MEC 15 HUSY PROCESSING INTERRLPTS = 191485, USECS
MEC ROLTINE DATA
REU 1 2 3 4 5 8 7 8 9 10 1 12
NUMRER €F YIMES EACH MEC RAGUTINE 15 PRECESSED
NUM 10000 72 47319 1553 1279 2922 4719 4719 3J146 3146 0 0
AVERAGE TIME EACH ROLTINE WAITS |N GUEUE F@R SERVICE = IN WSECS
usc 0 3 1 1 o H [ 2 8 [ [ ]
LENGEST TIME EACH RALTINE WAITS IN QUFUE FgR SERVICE ~ IN USECS
-1 118 108 108 90 21 436 40 82 112 158 .0 [4
TETAL TIVE MEC IS BUSY PROCESSING EACH TYPE BF ROUTINE » N MSECS
MSC  400,0 4,4 23,6 23,6 65,2 330,27 75,% 75,5 50,3 50,3 0,0 9,0
AVERAGE TIME EACW ROLTIAE ]S [DLER AY JNTERRUPTS e IN USECS
usc 0,2 0,8 0,0 0,1 0,1 n,4 0,0 $,8 0,0 0,0 6,0 0,0
LENGEST TIME EACR ROLTINE IS [DLEP 8Y |NTERRUPTS =~ IN USECS
ust 14 14 7 7 7 14 7 ? ’ 7 [ [
I
CPL DaTa i
cPy 1 ‘
TETAL TIME EACH CPU |S ASSJGNED » IN USFCS
usc 2170641, |
TETAL TIFE ALL PROCESSORS SPENT EXECLTING INSTRUCTISNS «  $0B6552, USECS
I
TETAL TIPE MEC WAS BLSY » 1289862, LSEC i
FER & SIVMPLEX PROCESSOR a~lTH a4 FLAAYING FEC » TRTAL TIME PMS WERE INTFRRUPTED BY YHE MEC 293620,
NUMBER €F BORAM T TASK PEMARY | OACS - 4719
TETAL TIME SPENY LUADING TASK MEMARY + 479322, USECS
NUMBER €F DATA REQUESYS = 3144
TETAL TIME SPENT TRANSFEHRING DATA RETWEEN RAMM AND TASK MEMBRY 25325%, USECS
TETAL TIME PROCESSYRS aRE IDLFD WAITING FER DATA REDUESTS TE BE SATISFIED » 437183, USECS
TETAL TIME DATA REQUESTS WAIT [N OUELF FER RAMM MBDULES e §10B68N, USECS
LENGEST TIME ANY DATA REGUEST WAITS IN GUEUE FAR RAMM MBDULE - 241, USECS
NUMBER BF SEGMENT REFERENCES »  AB87
NUMPER €F PAGE FAULTS o 4749
NLMRER €F PAGE JUMPS = 3511
VTILITY

EXECUYIEN STARTED AY 1234 30

Fig. D14—Simplex processor simulation results for the F-111 workload using a 1024-word

paged TM and a floating software MEC
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ELARSED TIME = 10000000, USECS
TOTAL PMS ASSIGNED = 1404

5 8 9 10 11

1 2 3 L3 L]
NUMBER OF ITERATIONS OF EACH PM
1250 40 5 27 52 S S S s 5 L)

NUMBER OF TIMES EACH PM MISSED ITS COMPLETION DEADLINE
0 0 1] o 0 0 [ 0 0 0 0

AVERAGE TIME AY WHICKH EACH PM BREAT ITS COMPLETION DEADLINE = IN MSECS
T 249 1837 48 18 1835 184) 1844 1844 1338 1838

SHORTEST TIME RY WHICH EACH PM BEAT ITS COMPLETION DEADLINE = IN MSECS
3 246 1834 46 15 1832 1839 1841 1840 1836 1834

INTERRUPY DATA
1 2 3 L4 L] L 7 ] 9 10 11 12

NUMRFR OF TIMES EACH INTERRUPT IS SERVICED BY TWE MEC
16000 71 1342 1559 0 0 0 1342 3158 3158 0 [

AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE » 0+1 USECS
LONGEST TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE e 14, USECS
TOTAL TIME MEC IS BUSY PROCESSING INTERRURTS = 144452, VUSECS

MEC ROUTINE DATA

1 2 3 4 5 . & 7 8 b4 10 11 12
NUMBER OF TIMES EACH MEC ROUTINE IS PROCESSED
10000 77 1342 1559 1279 2933 1342 1342 3158 3)}58 [ [
AVERAGE TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS
[} 4 2 0 0 2 0 2 2 [ 0 0
LONGFSY TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS
107 104 100 81 21 385 40 82 113 108 [ 0

TOTAL TIME MEC IS BUSY PROCESSING EACH TYPE OF ROUTINE « IN MSECS
400.0 4,7 6,7 23,4 65,2 3314 215 21.5 50,5 50.%5 0.0 00

AVERAGE TIME FACH ROUTINE IS IDLED BY INTERRUPTS = IN USECS
0.2 1.0 0.0 0.0 0.1 [ 114 0.2 0.9 040 0.0 0.0 0.0

LONGEST TIME FACH ROUTINE IS IDLED BY INTERRUPTS = IN USECS
14 7 7 7 7 14 7 14 14 7 0 o

CPU DATA !
1

ToTAL TIME EACH CPU IS ASSIGNED = IN USECS
1830439,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS « 1092108, USECS

TOTAL TIME MEC WAS BUSY = 1119902, USEC
FOR A SIMPLEX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC =

NUMRER OF BORAM TO TASK MEMORY LOADS = 1342
TOTAL TIME SPENT LOADING TASK MEMORY = 50996, USECS

NUNBER OF DATA REQUESTS = 3158

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY = 254321, USECS

TOTAL TIME PROCESSORS ARE IDLED WAITING FOR DAYA REQUESTS TO BE SATISFIEO - 410030, USECS
TOTAL TIME DATA REGUESTS WAIT IN QUEUE FOR RAMM MODULES = 81286, USECS

LONGEST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE =~ 189, USECS

NUMBER OF SEGMENT REFERENCES - 8861
NUMBER OF PAGE FAULTS = 1342
NUMBER OF PAGE JUMPS = 3499

Fig. D15—Simplex processor simulation results for the F-111 workload using a 1024-word

paged multiprogrammed TM and a dedicated software MEC
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E{LAPSFED TIME = 10000000. USECS !

TOTAL PMS ASSTGNFD = 1394

- 1 ? 3 & 5 6 T 8 9 10 11
NUMRER OF ITFRATIONS OF FACH PM
NUM 1250 40 S 20 49 5 5 s 5 s

NUMBFR OF TIMFS FACH PM MISSED ITS COMPLETION NEADLINE
NUM 0 4 n [ a [ o 0 o 0 0

AVERAGE TIME RY WHICH FACH PM REAT ITS COMPLETION DEADLINE = IN MSECS
uSC T 749 1A1a L1 18 1R33 JR36 183D 1828 1420 1A19

SHORTEST TIME BY WHICH FACH PM BEAT 1TS COMPLETION NEADLINE = IN MSECS
MSe 2 246 1RNY LYY 15 1R30 1834 1835 1827 1818 1A10

INTERRUPT DATA

INT 1 ? 3 4 L) 6 7 L} 9 10 n 12
NUMRER OF TIMES FACH INTERRUPT 1§ SERVICED AY TWE MEC :

NUM 10000 6A 1331 1549 0 0 0 130 3130 330 o L]
AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE = 0.1 USECS
LONGFST TIME ANY TNTERRUPT WAITS IN QUEUE FOR SERVICE = 12, USECS

TNTAL TIME MEC IS RUSY PROCESSING INTERRUPTS = 143773. USECS

MEC ROUTINF DATA

ROU ) 2 3 . 5 6 7 ] 9 | 10 1 12
MIMAER DF TIWFS FACH MEC ROUTINE IS PROCESSED :

NUM 10000 6 1331 1549 1279 2914 1331 1331 3130 3130 0 0
AVERAGF TIME FACH ROUTINE WAITS IN QUEUE FOR SERVICE =~ IN USECS

use " 3 3 n 0 2 [ 3 2 ° [ o

LONGFST TIME FACH ROUTINF WAITS IN QUEUE FOR SFRVICF = [N USECS
use 118 76 Ins 55 21 385 40 az 113 112 0 o

TOTAL TIME MFC IS RUSY PROCESSING EACH TYPE OF ROUTINE « IN MSECS
MSC A00.0 4.l 6,7 23,2 65,2 329¢3 21,3 21.3 50.1 50,1 0.0 Gett

AVERAGF TIME FACW ROUTINF IS IPLED BY INTERRUPTS = IN USECS

use (LY} 1.3 0.0 0,0 0,1 0.4 0,1 0.9 0.0 LT)) 0.0 00
LONGEST TIME FACH ROUTINE 1S IDLED BY INTERRUPTS = IN USECS
usc T 7 k4 7 7 14 7 14 7 & ? 0 0
i
|
i
CPU DATA |
cPy 1 1

ToTAL TIME EACH CPU IS ASSIGNED = IN USECS
use 17722399, |

ToTAL TIME ALl PROCESSORS SPENT EXECUTING INSTRUCTIONS = 1075488, USECS

i
TOTAL TIME MEC WAS BUSY = 1115074, USEC ‘

FOR A SIMPLEX PROCFSSOR WITH A FLOATING MEC « TOTAL TIME PMS WERE INTERRUPTED RBY THE MEC =

110308, USEC
NUMBFR OF RORAM TO TASK MEMNRY LOADS = 1331

ToTAL TIME SPENT LOADING TASK MEMORY ~ 50578, USECS

NUMRER OF DATA REQUESTS = 330 '

ToTAL YIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY 2%3016, USFCS

ToTAL TIME PROCESSORS ARE IDLED WAITING FOR DATA REQUESTS TO BE SATISFIED « 409328, USECS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES -« 82003, USECS

LONGFSY TIME ANY DATA REOUEST WAITS IN QUEUE FOR RAMM MODULE = 266, USECS

NUMBFR NF SEGMFNT REFERENCES » 883)
NUMAER OF PAGF FAULTS « 13N

NUMBER OF PAGE JUMPS = 3477

Fig. D16—Simplex processor simulation results for the F-111 workload using a 1024-word
paged multiprogrammed TM and a floating software MEC
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ELAPSFD TIME = 10200000, USECS

TATAL PMS ASSIGNED = 1400

PM 3 4 5 6 ? 8 9 10 14
NuMBhR er 17ERATIONg PF EACH PM
NUM 1250 40 5 23 b2 5 s 5 5 5 5

NUMBER BF TIMES EACH PM M1SSED ITS COMPLETION DEADLINE
NUM s U o2 0 3 9 0 0 0 ¢

AVERAGE 1IME BY WHICH EACH PM BEAY 1TS CUMPLETION DEADLINE =« IN MSECS
MSC 7 249 1835 48 16 1834 1838 1841 1A44 1837 1837

SHOR]FST TIME BY WHICH EACH PM BEAT TS COMPLETIGN DEADLINE = [N MSECS
MSC 246 18383 44 13 1831 1835 1839 1543 1835 1834

INTERRUPT DATA

INT 1 2 .3 4 $ [ 7 8 9 10 11 12
NUMBER 8f TIMES EACH (NYEWRUPV 15 SFRVICED BY THE MEC

NyM 100.7 74 192 0 192 3148 3148 n ]
AVERAGE TIME ALL INTERRUPTS WALT [N QUEUE F@R SERVICE - 0,0 USECS
LONGEST TIME ANY INTYERRUPT WAITS IN GUEUE F@R SERVICE -« 7. USECS
TATAL TIME MEC 1S BUSY PRRCESSING INTERRUPTS - 12r163, USECS

MEC RBYTINE DATA

RBU 1 2 3 4 5 [} 7 8 9 10 11 12
NUMBER @F TIMES EACH MEC RQUTINE IS PROCESSED
NUM 100.7 74 192 1555 1279 2926 192 192 3148 3148 &} 9

AVERAGE TIME EACH ROUTINE WAITS IN QUEUE FOR SERYICE = IN USECS
ust 0 3 3 [} 0 2 0 3 1 0 n 0

LANGEST TIME EACHM ROUTINE WAITS IN QUEUE FOR SERVICE » IN USECS
usc 1.8 59 107 55 61 385 40 75 113 73 n ]

TATAL TIME MEC 1S BYSY PROCESSING EACH TYPE @F ROUTINE = IN MSECS
MSC 400.7 4,5 1,0 23,3 65.2 330,6 341 3,1 50,4 50,4 0,n 0,0

AVERAGE TIME EACW ROUTINE 1S IDLED BY INYERRYUPTS - IN USECS

usc [ 1,2 2,0 0,0 0.0 0,3 6,2 0,3 0.0 0,0 0.0 n,0
LANGEST TIME EACH ROUTINE IS IDLED BY INTERRUPTS - IN USECS
use ia 7 7 7 7 7 7 7 7 ? n 0
CPU DATA
CPU . 1

TATAL TIME EACH CPU IS ASSIGNED - IN USECS
usc 1638132,

T@TAL TIME ALL PROCESSGRS SPENT EXECUTING INSTRUCTIBNS « 1087354, USECS

TBTAL TIME MEC WAS BUSY - 1059709, USEC

FAR A SIMPLEX PROCESSBR WITM A FLOATING MEC » TOTAL TIME PMS WERE [MTERRUPTED BY THE MEC - 67542, U

NUMBER ©F BORAM T@ TASK MEMBRY [ BADS - 192

TOTAL TIME SPENT LE&ADING TASK MEMARY « 7296, USFCS
NUMBER ®F DATA REQUESTS ~ 3148
TATAL TIME SPENT TRANSFERRING DATA RETWEEN RAMM AND TASK MEMBRY - 253967, USECS

TBTAL TIME PROCESSORS ARE IDLED WAITING FOR DATA REQUESTS T® BE SATISFIED - 405130, USFCS
TOTAL TIME DATA REQUESTS WALT IN QUEUE FBR RAMM MBDULES - 77162, USECS
LONGEST 11ME ANY DATA REQUEST WAITS IN QUEUE F@R RAMM MBDULE -~ 222, USECS

NUMBER OF SEGMENY REFERENCES = 8867
NUMBER OF PAGE FAULYS » 192

NUMBER 8f PAGE JUMPS = 3507
UTILiTY

EXECUTION STARTED AT 1124 =-18

Fig. D17—Simplex processor simulation results for the F-111 workload using a 3072-word
paged multiprogrammed TM and a floating software MEC
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ELARPSED YIME s 10000000, USECS

TEYAL P¥S ASSIGNED » 1394

PM 1 2 3 4 L] 6 8 9 10 1t '
NUMBER GF JTERAT[ONS OF EACH PM .
NUM 1250 40 s 22 a7 H - 5 5 5 5
NUMBER EF TIMES EACH PM MISSED 11§ CEMPLET]ON DEADLINE
NUM [} 0 [} 0 0 0 n 0 o 0 0 ;
AVERAGE TIME BY WWICK EACK PM BEAT ITS CEMPLET[ON DEADLINE + N MSECS
MSC 7 245 tR44 4B 18 1835 1842 1843 1850 1846 1844
SWERTEST TIME BY WHICH EACH PM BEAT |TS CEMPLETION DEADLINE « IN MSECS
HSEC 4 246 $840 46 16 1832 184n 1841 1845 1844 1840
INTERRUPT DATA
INT 1 2 3 4 5 6 Y 8 ¢ 10 11 12
NUMBER €F TIMES EACH INYkRRUPY 1S s;nvxcen RY THE MEC
NUM 2500 (1] o0 1549 0 1549 3129 3129 - n 0
AVERAGE TIME ALL INTERRURTS WAlT [N BLFLE F@R SERVICE « 0.4 USECS
LENGEST TIME ANY INTERRLPY WAITS N OUFLE FOR SERVICE 13, USECS
TETAL TIME MEC 1S BUSY PRACESSING INTERRLPTS = 83461, USFCS
MEC ROUTINE DATA f
REU 1 ? 3 4 5 ) ? 8 9 10 11 12
NUMBER OF TIMES EACH MEC RBUTINE 15 PRECESSED
NUM 2500 &7 0 1549 1269 2913 1549 1549 3129 3120 . 9 0
AVERAGE YIME EACH ROUTINE WAITS N OLELF FgR SERVICE » IN USECS
usc 4 3 4 o 0 ? [}} [ 3 0 0
LENGESY TIME EACH HOLTINE WAITS IN QUELE F@R SERVICE » IN USECS
usc 112 a8 0 8 61 310 61 84 110 109 0 0
TETAL ere MEC 1S BUSY PROCESSING EACH TYPE GF ROUTINE « IN MSECS
MSE 100, 4,4 0,0 23,2 64,7 329,2 24,8 24,8 50,%t 50,1 00 0,0
AVERAGE TIME EACH RBULTINE 1S IDLEN RY INTERRUPTS = [N USECS
usc 0, 0,2 9,6 0,0 0,4 A,1 2,0 G0 0,0 0,0 0,0 8,0
LENGEST TIME EACH HOLTIMNE IS IDLED BY INTERRUPTS = IN USECS
use 7 7 0 ? ? 14 7 7 7 0 e o
CPL DATA !
cPy 1
TeTAL TIME EACH CPU IS ASSJGNED v [N USECS
usc 1802639,

TEYAL TIME ALL PROCESS@RS SPENT EXECUTING INSTRUCTJONS « 1077335, USECS

TETAL TIFE MEC WAS BySY « 754367, USEC

FOR A SIPPLEX PRPCESSOR WITH 4 FLAAYING MFEC e TATAL TIME PMS WERE {NTERRUPTED BY THF MEC =

NUFBER GF BORAM TO TASK MEMBRY (BOADS « 1549
TOTAL TINE SPENT LBADING TASK MEMARY 237447, USECS

NUMBER €F DATA REQUESTS « 3129

T@TaL TIVE SPENT TRANSFERRING DATA ARETWEEN RAMM AND TASK MEMGRY 252872, USECS

TeTAL YIME PROCESSERS ARE [DLED WAITING FBR DATA REQUESTS Y@ BE SATISFIED » 428003, USECS
TEYAL TIME DATA REQUESTS WALT [N QUELE FER RAMM MBDULES « 102449, YSECS

LENGEST TIME ANY DATA REGUEST WALTS [N OLEUE FQR RaMM MBDULE - 139. USECS

NUMBER €F SEGMENT REFERENCES 7348
NUMBER 8F PAGE FAULTS - 4
NUMBER BF PAGE JUMPS - 3488

Fig. D18—Simplex processor simulation results for the F-111 workload using a 4096-word
nonpaged TM, a dedicated software MEC, and a 4-msec clock interval
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ELAPSFD TIME = 10:£7000, USECS

TATAL PMS ASSIGNED = 1405

1 z 4 5 6 7 8 9 10 1t

NUMBER OF [yeRAT]ONg OF EACH PM

125, 4u 5 .25 55 5 L 5 5 5 5

NUMB&R 8F TIMES EACM PM MISSED I1TS COMPLET]ON DEADLINE
. v 0 : [} 0 0 [} o 0 [

AVERAGE |IME BY WH]CH EACH PM BEATY ITS COMPLET|®N DEADLINE =« [N MSECS
7 24y 1834 48 18 1835 18359 1841 1843 1837 1836

SHORTEST TIMk BY WHICH EACH PM BEAY TS COMPLETI@N DEADLINE » IN MSECS
4 246 1828 46 16 1832 1836 1841 1841 1836 1828

INTERRUPT DATA

2 03 4 1] 6 7 8 9 10 11 12
NUMBER @F TIMES EACH INTERRUFY 1S SERVICED 8Y THE MEC
R5." 78 0 1560 0 0 0 1560 3158 3158 L} e
AVERAGE TIME aL{ INTERRUPTS WAIT [N QUEUE FOR SERVICE = 0,7 USECS
LAINGEST. TIME ANY INTERRUPT WAITS [N QGUEUE FOR SERVICE =~ 7, USECS

TATAL TIME MEC 1S BUSY PROCESSING INTERRUPTS 84098, USECS

HMEC ROUTINE DATA
1 2 3 4 5 ] ? 8 9 10 11 12

NUMBER OF TIMES EACH MEC RBUTINE [$ PROCESSED
25" 78 0 1560 1269 2935 1560 1560 3158 3158 4 0

AVERAGE TIME EACH ROUTINE WAIYS IN QUEUE FOR SERYICE = IN USECS
" 1 1 0 L 6 0 0 [\

LONGEST LIME EACH ROUTINE WAITS IN QUEYE FQR SERYICE = IN USECS
1.7 37 0 9?3 14 242 49 69 165 9% [} 0

TATAL TIME MEC 1S BUSY PRACESSING EACH TYPE @F RQUTINE « IN MSECS
toL. " 4,8 .0 23,4 64,7 331,7 29.0 25,0 50.% 56,5 0,0 n,0

AVERAGE TIME EACH ROUTINE S IDLED BY JNTERRUPTS - I[N USECS
Lot 1,3 40 6.0 0.0 0,1 0.0 0.0 0.0 0,0 0.n no

LANGEST TIME EACH RAUTINE [S IDLED BY INTERRUPTS - IN USECS
7 4 0 7 7 14 7 7 7 7 n q

CPU DATA
1

TATAL TIME EACH CPU 1S ASSIGNED - [N USECS
.920979, '

TATAL TIME ALL PRACESSORS SPENT EXECUY[NG INSTRUGTIANS - 1293753, USECS

TaTAL TIME MEC WAS BUSY - 759606, USEC

FBR A SIMPLEX PROCESSOR WITH A FLOATING MEC - TOTAL TIME PMS WERE [NTRRRUPTED BY THE MEC =~

NUMBc® @F BORAM TO TASK MEMORY LOADS « 1560

TATAL TIME SPENY LQADING TaASK MEMORY o 239.10, USECS

NUUMBER @F DATA REQUESTS = 3158

TATAL TIME SPENT TRANSFERRING DATA RETWEEN RaMM AND TASK MEMBRY -« 254036, USECS

TaTaL TIME PROCESSORS ARk [DLED WAJTING FOR DATA REQUESTS T8 BE SATISFIED - 430811, USECS
TATac TIME DATA REQUESTS WA!T IN QUEUE FBR RAMM MODULES - 103253, USECS

LANGEST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MBDJLE = 242, USECS

NUMBER BF SEGMENT REFERENCES - 7354
NUMBER 8F PAGE FAULTS - 0

NUMBER Of PAGE JUMPS - 3498

91325, U

Fig. D19—Simplex processor simulation results for the F-111 workload using a 4096-word

nonpaged TM, a floating software MEC, and a 4-msec clock interval

75



76

W.R. SMITH

ELAPSED TIME = 10C0C000, USECS

TeTAL PHS ASSIGNED = 14031 !

PM 1 2 3 4 L [ s % 10 11
NUMBER OF |TERAT]SNS OF EACH PM
NUM 1250 40 5 19 87 5 s 5 5 s
NUMBER @F TIMES GACH PM MISSED 1TS COMPLETIBN DEADLINE
NUM v 0 o c 0 0 [ [} 0 [ 0
AVERAGE TIME BY WHICH EACH PH BEAT 1TY CBMPLET]ON DEADLINE » IN MSECS
MSC 6 249 1827 47 18 1833 1836 1837 1838 1832 1828
SHBRTEST TIME BY WHICN EACH PM BEAT |TS COMPLETIGN DEADLINE « [N MSECS
MSC 2 245 1824 45 13 1830 1833 1835 1836 1829 1825
INTERRUPT DATA
INT 1 2 3 4 L ) ? 8 ’ 10 14 12
NUMBER 8F TIMES §ACH INTERRUPT 1S SERVICED BY THE MEC
NUM 10050 75 0 1558 0 0 0 1556 3158 3156 [] 0
AVERAGE TIME ALL INTERRUPTS WALY N QUEUE F@R SERVICE - 0,5 usecs
LONGEST TIME ANY INTERRUPT WAITS IN QUEUE FBR SERVICE - 11, usecs
T8TAL TIME MEC 1S BUSY PROCESSING INTERRUPTS - 136493, USECS
MEC ROYTINE DATA
Ray 1 H 3 4 L] s 7 8 ? 10 11 12
NUMBER ©F TIMES EACH MEC ROUTINE 1§ PRGCESSED
NUM 10030 75 0 1556 1279 2781 1956 1556 3156 3156 0 0
AVERAGE TIME EACH ROUTINE WAITS IN QUEYE FOR SERVICE = IN YSECS
usc 0 2 [} 0 ] 0 1 6 6 0 [} [}
LBNGEST TIME EACH RBUTINE WAITS IN QUEUE FOR SERVICE » IN YSECS
use 9 97 0 43 18 129 61 54 63 115 [
TATAL TIME MEC 15 BUSY PRGCESSING EACM TYPE 9F ROUTINE - IN MSECS
MSC  40¢,0 4,6  .,0 23,3 65.2 314,3 24,9 24,9 50,5 50,5 0,0 0,0
AVERAGE TIME EACH ROUTINE 1S TODLED BY INTERRUPTS - {N USECS
usc sl 0.6 .,0 0,0 ©0,1 06,2 0,0 0,0 0,0 9,1 0,0 6,0
LONGEST TIME EACM ROUTINE I8 [DLED BY INTERRUPTS - LN USECS
vst 14 7 0 7 7 ? 7 7 ? 7 [} 0
|
CPU DATA
cPU 1 !
TOTAL TIME EACH CPY IS ASSIGNED « IN USECS |
usc 1989785, i
TOTAL TIME ALL PRBCESSORS SPENT EXECUTING [NSTRUCTIONS - 1089286, USECS
TBTAL TIME MEC WAS BYSY - 1094874, ySEC i
FOR A SIMPLEX PROCESSOR WITW A FLBATING MEC v TOTAL TIME PMS WERE [NTBRAUPTED BY TWE MEC «
NUMBER 8F BORAM Y@ TASK MEMSRY LOADS « 1558
TETAL TIME SPENT LBADING TASK MEMBRY = 238740, USECS
NUMBER ©F DATA REOUESTS « 3158 '
T8TAL TIME SPENT TRANSFERRING DATA SETWEEN RAMM AND TASK WMEMPRY - 283738, YSECS
TOTAL TIME PROCESSSRS ARE IDLED WAITING FOR DATA REOUESTS T® BE SATISPIED - 431873, USECS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE PBR RAMM MSDULES = 103431, USEDS
LBNGEST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MBDULE - 99, USECS
NUMBER OF SEGMENT REFERENCES - 7376
NUMBER OF PAGE FAULTS « 0
NUMBER 8F PAGE JYMPS - 3518
uTILpTY

EXECUTIBN STARTED AT 1840 -50

160491,

Fig. D20—Simplex processor simulation results for the F-111 workload using a 4096-word

nonpaged TM, a floating software MEC, and reduced PM assignment activity
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ELAPSFN TIME = 110000000, USECS
TNTA) PMS ASSIGNED = 3292

Pu 1 > 3 4 5 6 7 8 e 10 1 12
NUMRER OF ITFRATIONS OF EACH PM
NUM R34 A28 W 34 31 625 51 43 N 2 782 200

NUMHER OF TIMFS EACH PM MISSEQ ITS COMPLEYION DEADLINE
NUM 0 [ 0 0 o 0 0 0 0 0 L] 0

AVERAGE TIME AY wHICH FACH PM REAT ITS COMPLETION DEADLINE = IN MSECS
MSe 1 14 293 274 302 14 248 237 285 979 11 49

SHORTF%T TIME RY WHICH EACH PM BEAT ITS COHPLFY[ON DEADLINE = IN MSECS
MSe T ?2m ?52 265 7 243 219 263 94

TNTFRRUPT  NATA

INT 1 ? 3 3 5 6 7 [} 9 10 11 12
NUMRER OF TIMFS FACH TNTFRARUPT 1S SERVICED RY THE MEC

NUM  1000n 927 n 3631 0 0 3631 4845 4845 [ 0
AVERAGFE, TIME aLL INTERRUPTS WAIT 1IN QUEUE FOR SERVICE » 0.5 USECS
LONGESY TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE = 14. USECS

TATAL TIMF MFC IS RUSY PROCFSSING INTERRUPTS = 198153, USECS

MEC ROUTINF DATA

Aou i 2 3 4 S L] 7 L} 9 10 11 12
NUMRFR OF T{MFS FACH MFC ROUTINE 1S PROCESSED

NUM 10000 927 0 3631 1414 6935 3631 3631 4845 4BAS 0 [
AVERAGE TIME FACH ROUTINE WAITS IN QUEUE FOR SERVICE « IN USECS

use 3 5 0 1 1 29 s 10 16 3 0 o
LONGFST TIME FACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS

usc 180 119 0 111 77 801 108 178 187 148 o 0

TOTAL TIME ME IS AUSY PROCESSING EACH TYPE OF ROUTINE = IN MSECS
MSe 400,00 56,5 N0 54,5 72,1 783,77 58,1 58,1 T77.5 7T7.5 040 0.0

AVERAGE TIME FACH ROUTINE 1S IDLED BY INTERRUPTS = IN USECS

use 0.3 1e2 0.0 0.1 0.4 1.5 0.l 1.3 0.1 0.1 0.0 0.0
LONGFST TIME £aCH ROUTINE IS IDLED BY INTERRUPTS = IN USECS
use 14 21 o L4 14 21 7 14 k4 7 0 0
Py DATA
[} 1

TaTAL TIME EACH CPU IS ASSIGNED = IN USECS
use 049575,

ToTalL TIME ALL PROCESSORS SPENY EXECUTING INSTRUCTIONS e 1336112, USECS

TATAL TIME MFC WAS BUSY = 1833166, USEC

FOR A SIMPLFX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED RY THE MEC w 0.

NUMRFR OF RORAM TO TASK MEMORY LOADS « 3631
TOTAL TIME SPENT LOADING TASK MEMORY = 810683, USECS

NUMRFR OF DATA RFQUESTS = 4BAS

TATAL TIME SPFNT TRANSFERRING OATA BETWEEN RAMM ANO TASK MEMORY « 495291, USECS

TATAL TIME PRNCESSORS ARE IDLED WAITING FOR DATA REQUESTS TO BE SATISFIED = 739802, USECS
YoTal TIME DATA REQUESTS wALT IN QUEUE FOR RAMM MODULES = 204672, USECS

LANGFST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE « 387, USECS

NUMRFR OF SFGMENT REFERPENCES «~ 24443
NUMAFR OF PAGF FaulLTs = 0

NIIMRFR OF PAGF JUMPS = 17117

Fig. D21—Simplex processor simulation results for the E-2B workload using a 4096-word
nonpaged TM and a dedicated software MEC
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Fig. D22—Simplex processor simulation results for the E-2B workload using a 4096-word

W.R. SMITH

El APSED TIME ® 10201000, USECS

TOTAL PMS ASSIGNED 3 3306

1 é 3 7 8 ? 10 11 12
NUMBeR @F thRAY[QNS GF EACH PM
844 62> 34 31 62> 35 35 31 3 819 20¢

NUMBER @F TIMES EACW PM MISSED ITS COMPLET]GN DEADLINE
[ v 0 < 0 u L] o 0 0 0 J

AVERASE 11ME BY WH]CH EACH PM BEAY 17§ C@HPLEYIBN DEADLINE = IN MSECS
11 14 292 270 302 13 247 235 284 49

SH@R]FST TIME BY WHICH EACH PM BEAT [TS COMPLETI@GN DEADLINE - N MSECS
7 282 231 281 6 234 212 272 950 3 41

INTERRUPT DATA

1 2 3 4 5 L] 7 8 9 10 i1 12
NUMBER BF TIMES EACH INTERRUPY 1s SERVICED BY THE MEC 3
0L 979 0 3613 0 3613 4830 4830 n 0
AVERAGE TIME ALL INTERRUPTS WAIT IN QUEVE FBR SERVICE « 8,5 USECS
LENGEST TIME ANY [INTERRUPT WAITS [N QUEUE FOR SERVICE » 14, USECS

TATAL TIME MEC 1S BUSY PKOCESSING [NTERRUPTS - 195055, USECS

MEC ROUTINE DATA
K 2 3 4 5 6 7 8 9 10 11 12

NUMBER BOF TIMES EACHM MEC RGUTINE 1S PROCESSED |
10c.n 979 ¢ 3613 1414 6969 3613 3613 4830 4830 0 0

AVERAGE TIME EACH ROUTINE WAITS IN QUEUE F@R SERVICE = IN USECS
4 5 0 2 1 29 L] 10 16 3 0

LANGEST TIME EACH ROUTINE WAITS IN QUEUE FOR SERYICE = IN USECS
162 124 0 114 43 872 108 151 160 164 4 0

TOTAL TIME MEC IS BUSY PROCESSING EACH TYPE GF ROUTINE » IN MSECS
400.7 59,7 5,0 54,2 72.1 787,%5 57,8 57,8 77,3 77,3 0,0 0,0

AVERAGE ‘IME EACH RBUTINE 1S IDLED BY INTERRUPTS -~ IN USECS
[ “e0 0.1 0.3 1,5 0,1 1,4 0,1 0,% 0,0 0,0

LONGEST TIME EACH RBUTINE 1S I1DLED BY INTERRUPTS - IN YSECS
14 21 0 7 14 21 7 14 7 7

CPU DATA i
b
TATAL TIME EACH CPU IS ASSIGNED - IN USECS
3435414,

TRYAL TIME ALL PRGCESS@RS SPENT EXECUTING INSTRUCTIGNS » 1269830, USECS
|

TATAL TIME MEC WAS BUSY - 1838756, USEC

FOAR A SIMPLEX PROCESSOR WITH A FLBAYING MEC - TOYAL TIME PMS WERE INTERRUPTED BY THE MEC »

NUMBER BF BORAM TOQ YASK MEMRRY LBADS « 3613
TATAL TIME SPENT LOADING TASK MEMBRY 7908371, USECS

NUMBER BF DATA REDUESTS = 4830 |
TETAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK VEMBRY « 404684,
TATAL TIME PROCESSORS ARE [DLED WAITING FOR DATA REQUESTS T8 BE SATISFIED »

TOTAL TIME DATA REQUESTS WAIT IN QUEUE FBR RAMM MBDULES ~ 203479, USECS

LANGEST 1IME ANY DAYA REQUEST WAITS IN QUEUE FBR RAMM MBDULE - 354, USECS

NUMBER @F SEGMENY REFERENCES - 23966
NUMBER OF PAGE FAULTS - 0
NUMBER BF PAGE JUMPS - 16885

nonpaged TM and a floating software MEC
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ELAPSFI) TIME = 10000000, USECS
TOTAL PMS ASSIGNED = 3234

1 ? k] L3 5 L] 7 8 9 10 11 12
NUMRER OF ITFRATIONS OF EACH PM
834 625 34 34 31 625 46 kL] 31 2 7v3& 200

NUMRER OF TIMES EACH PM MISSED ITS COMPLETION DEADLINE
0 0 0 0 o 0 0 0 0 0 0 0

AVERAGE TIME RY WHICH EACH PM REAT 175 COMPLETION DEADLINE = IN MSECS
1N 15 291 274 301 14 248 241 285 970 10 49

SHORTESY TIME RY WHICH EACH PM BEAT 1TS COMPLETION DEADLINE = IN MSECS
4 & 279 252 269 6 24)1 228 266 945 . 4]

INTERRURPT DATA

1 2 3 L] S L 7 A 9 10 11 12
NUMBER OF TIMFS FACH INTERRUPT IS SERVICED RY THE MEC
10000 880 10736 35%3 0 0 0 J073A 4754 4754 0 0
AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE = Oes SECS
LONGEST TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE - 14, USECS

TOTAL TIME MEC IS BUSY PROCESSING INTERRUPTS = 317891. USECS

MEC ROUTINE DATA

1 2 3 . 5 6 7 A 9 10 11 12
NUMBER OF TIMES EACH MEC ROUTINE 1S PROCESSED
10000 880 10736 23553 1414 6810 10736 10736 4754 4ATSe 0 ]
AVERAGE TIME EACH ROUTINE WAITS IN WUEUE FOR SERVICE = IN USECS
3 ) . 2 2 s [ Q 25 7 [} 0
LONGEST TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICF = IN USECS
177 119 146 116 93 80y 63 197 206 171 [ [}

TOTAL TIME MEC IS BUSY PROCESSING EACH TYPE OF RCUTINE « IN MSECS
400.0 53,7 53,7 53,3 72,1 769.5 171.8 171.8 76,1 76,1 0.0 0.0

AVERAGE TIME FACH ROUTINF IS TOLED 8Y INTERRUPTS « IN USECS
0.7 1.4 0,0 0.1 0«9 2.9 0.1 0eR 0.l Ol 0.0 00

LONGEST YIME EACH ROUTINE IS IDLED HY INTEKRUPTS « IN USECS
21 21 7 7 1s 21 7 14 7 7 o 0

CPU DATA
1

ToTAL TIME EACH CPU IS ASSIGNED = [N USECS
PBISRTI,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS = 11958236, USECS

TOTAL TIME MEC WAS BUSY = 2215870, USEC
FOR A SIMPLEX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC «

- NUMRER OF BORaM TO TASK MEMORY LOADS = 10736

TOTAL TIME SPENT LOADING TASK MEMQORY = 407968, USECS

NUMBER OF DATA REQUESTS = 4754

TOTAL TIME SPFNT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY « 402329, USECS

TOTAL TIME PROCESSORS ARE IDLED WAITING FOX DATA REQUESTS TO Bt SATISFIED = 794328, USECS
TOTAL TIME OATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES = 246093, USECS

LONGEST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE = 359, USECS

NUMBER OF SEGUENT REFERENCES = 26951
NUMBER OF PAGF FAULTS = 10736

NUMBER OF PAGF JUMPS = 16029

Fig. D23—Simplex processor simulation results for the E-2B workload using a 1024-word

paged TM and a dedicated software MEC
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ELAPSEL TIME ® 10000008; USECS

TEYTAL PMS ASSIGNED = 3217

PM 1 K 3 4 L] 6 7 8 9 10 11 12
NUMBER E€F JTERAT]ONS OF EACH PM
NUM 834 625 34 34 31 625 31 38 31 2 732 200
NUMPER €F TIMES EACH PM M[SSED ITS CEMPLEYION DEADLINE
NUM [ 0 4 0 o 0 4 0 0 0 0 0
AVERAGE TIME BY WHICh EACH PM BEAT ITS CEMPLEYION DEADLINE « IN MSECS
MSC 14 14 289 268 295 44 247 236 283 962 10 49
SKORTEST TIME BY WHICH EACH PM BEAT JTS CEMPLETION DEADLINE = IN MSECS
MSC 2 6 285 235 260 5 233 206 268 930 - L]
INTERRUPT DATA
INT 1 2 3 ) 5 6 ? 8 9 10 11 12
NUMBER €F TIMES EACH INYERRUPY IS SFRV]CED BY THE MFC
NUM 10000 901 10657 3536 n [d 0 10657 4728 4728 n 0
AVERAGE TIME ALL INTERRUPTS WA}T [N OLFLE FOR SERVICE » 0,4 USECS
LENGEST TIME ANY [NTERRLPT WAlTS IN OLELE FOR SERVICE » 14, USECS
TETAL TIFE MEC 15 BUSY PHOCESSING IMTERRLPTS = 316449, USECS
MEG ROLTINE DAVA
ROU 1 2 3 ‘ 5 I3 14 e ° 10 14 12
NUMRER €F TIMES EACH MEC RBUTINE 15 PRECESSED
NUM 10000 9031 10657 3538 1414 6R14 10657 10657 4728 4728 [ 0
AVERAGE TIME EACH RAUTINE WAITS | OUFLF FPR SERVICE = IN USECS
yusc 4 4 2 3 0 1 25 7 0 0
LENGEST TIME EACH RALTINE WAITS [N OLFLE F@R SERVICE = IN USECS
ysc 154 119 144 109 82 744 63 197 206 216 0 0
TETAL TIME MEC IS BUSY PHBCESSING EACK TYPE OF RGUTINE » IN MSECS
MSC 400,0 55,0 53,3 53,0 72,1 77n,0 170,5 170,5 75,6 75,6 0,0 0,0
AVERAGE TIME EACH ROLTINE IS JDLER RY [NTERRUPTS » IN USECS
Vsc 0,9 1,6 0,0 0,4 1,0 2,8 0,8 0,8 0,1 0.8 0,0 0,0
LENGESY TIME EACH RALTINE IS [DLEDP RY INTERRUPTS = IN USECS
usc 14 14 ? 7 14 28 ? 14 ? 7 ] 0
CPL DAYTA
cPU 1
TEYAL YIME EACK CPU 1S ASSIGNED = [N USFCS
us¢c 3511812, ;
TETAL VIME ALL PROCESS@RS SPENT EYECLTING INSYRUCTIONS « 1236044, USECS
TETAL TIME MEC WAS RLSY o 2212151, LSEC |
FBR A SIVPLEX PRBCESSGR WITH A FLAMATING MEC =« TOTAL TIME PMS WERE INTERRUPTED BY THE MEC = 642487,
NUMBER €F BORAM TO TASK YEMBRY LOALS » 10857
TBTAL TIME SPENT LOALING TASK MEMARY - 404966, USECS
NUMBER EF DATA REOUESTS » 4728
TETAL YIME SPENT TRANSFERRING DATA RETWEEN RAMM AND TASK MEMORY = 401217, USECS
TETAL TI¥E PROCESSORS ARE JDLED WAITING FOR DATA REOGUESTS T RE SATISFIED » 789086, USECS
TEYAL TIME DATA REQUESTS WAIT [N OLFLF FER RAMM MBDULES « 243191, USECS
LENGEST TIME ANY DATA REGUEST WAJYS [N OULEUE FRR RAMM MADULE = 405, USECS
NUMBER @F SEGMENT REFERENCES » 26963
NUMBER €F PAGE FAULTS » 10657
NUMBER €F PAGE JUMPS « 16174
vTILITY

EXECUTIBN STARTED AT 1240 »43

Fig. D24—Simplex processor simulation results for the E-2B workload using a 1024-word

paged TM and a floating software MEC
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NUM

NUM

MSC

MSC

INY

NUM

NUM

us¢

usc

MSC

ysc

usc

[44Y)

usc
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ELAPSED YIME 3 10000000, USECS
TETAL PMS ASSIGNED = RFEY-]

4 2 3 4 5 6
NUMRER EF ]JTERAT]ANS OF EACH PM
834 625 34 34 31 625 30 32 31 2 781 200

7 8 9 10 11 12

NUMPRER FF TYIMES EACH PM MISSED 1TS CEMPLETION DEADLINE
] [} 0 0 0 0 [ 0 " 0 0

AVERAGE TIME BY WHICh EACM PM BEAT 17S CEMPLETIAN DEADLINE » IN MSECS
11 15 291 274 3ri 14 24" 237 286 9731 11

SFERTEST TIME BY wHICH EACH PM BEAT ITS (GMPLETIGN DEADLIME = [N MSECS
4 7 288 23% 274 6 24% 219 275 950 ? 42

INYERRLPT DATA

1 2 3 4 5 6 7 8 9 10 11 12
NUMRER EF TIMES EACH INTERRUPY 1S SERVICED PY THE MEC
10000 908 9917 3563 ] o 0 9917 4779 4779 [J n
AVERAGE TIME ALL INTERRUPTS WAlT [N OUELE FOR SERVICE « 0,3 YSECS
LENGEST TIME ANY INTERRLPT WalTS I DLFLF FOR SERVICE - 14, USECS

TETAL TIVE MEC 1S gUSY PHOCESSING INTFRRLPTS « 307041, USFCS

MEC ROLTINE DATA

1 2 3 “ 5 s 7 ) 9 10 11 12
NUMBER 6F TIMES EACH MEC ROUTINE IS PRECESSFD
10000 908 9917 3563 1414 6R4B 9917 9917 4779 4779 0 0
AVERAGE TIME EACH ROLTINE WAITS IN OLFUF FOR SZAVICE = IN USECS
5 [ 4 1 2 33 0 ] 24 ? n a
LENGEST TIME EACH ROLTINE WAITS IM QUELF F@R SERVICE » IN USECS .
185 118 130 109 84 72R 108 197 206 17?7 n 0

TETAL TINE MEC 1S 8USY PROCESSING EACW TYPE OF RQUTINE = IN MSEES
400,0 55,4 49,6 53,4 72,4 773,8 158,7 158,7 76,5 76,5 N0 0,0

AVERAGE TIME EACH ROLTINE IS I1DLED 8Y IMTERRUPTS « IN USECS
0,7 1,2 0,0 0,4 0,7 2.7 Ny1 0,8 0.1 0,1 040 0,0

LENGEST TIME EACH ROLTINE [S [DLEP RY [NTERRUPTS » IN USECS
14 14 7 7 14 21 7 14 7 7 " 0

CPL DATA
i

TETAL TIME EACH CPU 1S ASSIGNED = IN USFCS
€B52E14,

TGTAL TIME ALL PROCESSBRS SPENT EXECLTING INSTRUCTIGNS = 12R0128, USECS

TETAL TIME MEC WAS BLSY = 21R1689, LSEC

FER A4 SIFMPLEX PROCESSOR wITH A FLAATING FEC ~ TATAL TIME PMS WERE INTERRUPTED BY THE MEC = L

NUMBER €Ff BORAM T@ TASK FEMORY LBADS = 9917

TETAL TIPE SPENY LWALING TASK MEMARY = 374846, USECS

NUMRER &F CATA REQUESTS » 4779

TETAL TIME SPENT TRANSFERRING DATA PETWFEN RAMM ANp TASK MEMBRY = 402238, LSECS

TETAL TI¥E PROCESSYRS ARt [DLED WAITING FOR DATA REQUESYS Tm RE SATISFIED - 786525, USECS
TETAL TIME DATA REQUESTS WAIT IN QUFLF FER RAMM MPDULES » 23957R, USECS

LENGEST TIME ANY DATA RECUEST WAITS [N OLEUF FQR RaAMM MODULE « 437, USECS

NUMRER EF SEGMENT REFERENCES » 27392
NUMBER OF PAGE FAULTS = 9947

NUMBER €F PAGE JUMPS » 18531

Fig. D25—Simplex processor simulation results for the E-2B workload using a 1024-word

paged multiprogrammed TM and a dedicated software MEC
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EVAPSED TIME = 10000000, USECS

TOTAL PMS ASSIGNFD = 3278 i

PM 1 L 6 7 8 9 10 11 12
NUMRER OF ITFRATIONS OF EACH PM
NUM 834 675 34 34 31 625 AY 3T N 2 738 200 ;
NUMBER OF TIMFS FACH PM MISSED ITS COMPLETION DEADLINE
NUM [ [ [ [ L] 0 0 L] Q a [} [}
AVERAGE TIME AY wHICH EACH PM BEAT ITS COMPLETION DEADLINE = IN MSECS
MSe 11 14 28R 28R 293 14 247 234 282 946 10 48
SWORTEST TIME RY WHICH EACH PM REAT [TS COMPLETION PEADLINE = IN MSECS
MSe 2 % 280 251 263 5 229 209 250 937 2 38
INTERRUPT NATA
INT 1 2 3 4 s 6 7 A 9 10 11 12
NIMAER OF TIMFS FACH INTERRUPT 1S SERVICED BY THE MEC
NUM 10000 903 0913 3543 [ [ 0 99131 4739 4735 0 ]
AVERAGF TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE = 0+3 USECS
LANGFST TIMF ANY INTERRUPT WAITS IN QUEUE FOR SERVICE = 14, USECS
TOTAL TIME MFC [S BUSY PROCESSING INTERRUPTS = 304250, USECS
MEC RONTINE DATA !
RON 1 2 3 4 E] L] 14 ] 9 10 R 12
NUMRER OF TIMFS EACH MEC ROUTINE 1S PROCESSED
NUM 10000 903 9913 3543 1414 6823 9913 9913 4739 4739 0 0
AVERAGF TIME FACH ROUTINF WAITS IN QUEUE FOR SERVICE = IN USECS
use S [ [ 2 3 33 [} L} 24 7 0 0
LONGFST TIME FACH ROUTINFE WAITS IN QUEUE FOR SERVICF = [N USECS
use 157 115 156 109 93 752  lod 1% 169 172 [ [}
TATAL TIME MEC IS RUSY PROCESSING EACH TYPE OF ROUTINE « IN MSECS
MSE 400,60 S5.1 49,6 53,1 77,1 7710 158,6 158.6 78,8 75.8 0.0 He0
AVERAGE TIME EACH ROUTINE IS IDLED BY INTERARUPTS = TN USECS '
use 0.9 1.5 0.0 0,1 1.0 246 0.1 0.8 fal 01 0,0 0.0
LONGFST TIME FaCk ROUTINE 1S IDLED 8Y INTERRUPTS < IN USECS
use 14 16 7 7 14 21 7 14 7 7 [ 0
col DaTa |
cPy 1
TATAL TIME FACK CPY IS ASSIGNED - IN USECS
use 3478695, !
ToTalL TIME ALt PROCESSNRS SPENT EXECUTING INSTRUCTIONS « 1295359, USECS
TOTAL TIME MFC WaS RUSY = 2176020, USEC |
FOR A STMPLEX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC e
NUMRER OF RORAM TO TASK MEMORY LOADS = 9913
TOTAL TIMF SPFNT LOADING TASK MEMORY = 376694, USECS
NUMRER OF DATA REQUESTS = 4739
TOTAL TIME SPENT TRANSFERRING NATA HETWEEN RAMM AND TASK MEMORY '« 401828, USECS
TOTAL TIME PANCESSORS ARE INLED WAITING FOR DATA REAUESTS TO BE SATISFIED = 784210, USECS
TOTAL TIME DATA REQUESTS WAIT TN QUEUE FOR RAMM MODULES = 237701, USECS
LONGFST TIME ANY DATA REDUFST WAITS IN QUEUE FOR RAMM MODULE = 383, USECS
NUMRER OF SEGMFNT REFERENCES ~ 27506
NUMRER OF PAGF FAULTS = 9913
NUMRFR OF PAGE JUMPS = 15627
uTILITY

EXECUTION STARTEN AT 1727 =26

607472,

Fig. D26—Simplex processor simulation results for the E-2B workload using a 1024-word

paged multiprogrammed TM and a floating software MEC
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ELAPSTD TIME 3 1010(000, USERS

TBTAL PMS ASSIGNED = 3249

PH 1z 3 4 5 o 8 9 10 11 12
NUMBER @F ITERATIANS OF EACH P
NUM B34 625 84 34 31 62> 40 49 3L 2 744 200
NUMBER OF TIMES EACH PM MISSEN 1TS COMPLETIAN DEANLINE
NUM v o o I & o & 6 & 0 0 0
AVERAGE 1IME By WWICH EACH PM HEAT ITS COMPLETIGN DEADLINE = [N MSECS
MSC 11 1> 291 273 300 14 247 238 284 968 11 49
SUBRTEST TIME BY WHICH EACH PM BEAT ITS COMPLETIGN DEADLINE « IN MSECS
MsSC 2 o 262 245 272 b 227 213 257 944 2 40
INTERRYPT DATA
INT 1 2 3 4 5 5 ’ 8 9 10 11 g2
NUMBER OF TIMES EACH INTERAUPT IS SERVICED BY THE HEC
NUM  100.7 883 3666 3612 " 0 0 3666 4804 4R04 o 0
AVERAGE TIME ALL INTERRUPTS WAIT N 2UEUE FQR SERVICE = 0,2 USECS
LANGEST TIME ANY INTERRUPT WAITS IN HUEUE FGR SERVICE - 14, USECS
TATAL TIME MEC IS BUSY PROCESSING INTERRUPTS - 220045, USECS
MEC ROYTINE DATA
ROU 1 2 3 4 5 6 7 s 9 19 11 12
NUMHES OF TIMES EACH MEC RGUTINE 1S PROCESSED
NUM  100.° 883 36866 3612 1414 6B72 3666 3666 4804 4804 0 0
AVERAGE TIME EACW ROUTINE WALTS IN QUEUE FOR SERVICE - IN USECS
usc 3 s ‘ 2 6 20 7 8 0
LANGEST TIME EACH ROYTINE WAITS IN QUEUE FBR SERVICE - IN USECS
usc 158 114 151 110 1 752 56 134 175 169 " 0
TATAL TIME MEC IS BUSY PRAGESSING EACW TYPE OF ROUTINE » IN MSECS
MSC  400.C 53,9 18,3 54,2 72.1 776,5 58,7 58,7 76,9 76,9 0,0 0,0
AVERAGE TIME EACH ROUTINE IS IDLED 8Y INTERRUPTS - IN USECS
usc t.5 1,2 5,0 0,1 0.5 1,8 0,1 0,5 06,4 0,1 0,06 6,0
LANGEST TIME EACH ROUT{NE 1S IDLED BY JNTERRUPTS = IN USECS
usc 14 14 7 7 14 21 7 14 7 7 8 0
CPL DATA
cPU 1
TOTAL TIME EACH CPY IS ASSIGNED - IN USECS
usc 2730010,
TATAL TIME ALL PROCESSORS SPENT EXECUTING [NSTRUGTIONS « 1274335, USECS
TATAL TIME MEC WAS BUSY - 1866108, USEC
FAR A SIMPLEX PROCESSGR WITH A FLOATING MEC » TOTAL TIME PMS WERE INTERRUPTED BY THE EC » 364672,
NUMBER OF BORAM TO TASK NEMBRY LBADS » 3686
TOTAL TIME SPENT LOADING TASK MEMBRY = 139308, USECS
NUMBER OF DATA REQUESTS = 4804
TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMGRY - 404363, USECS
TOTAL TIME PROCESSORS ARE [DLED WAITING FOR DATA REQUESTS T8 PE SATISFIED » 764217, USECS
TOTAL TIME DATA KEQUESTS WAIT N QUEUE FBR RAMM MBDULES - 213362, USECS
LANGEST TIME ANY DATA REQUEST WAITS IN QUEUE FGR RAMM M@DULE = 347, USECS
NUMBER @F SEGMENT REFERENCES - 2723%
NUMBER OF PAGE FAULTS - 3666
NUMBER OF PAGE JUMPS = 16300
UTILITY

EXECUTIAN STARTED AT 1137 =24

Fig. D27—Simplex processor simulation results for the E-2B workload using a 3072-word

paged multiprogrammed TM and a floating software MEC

83



W.R. SMITH |

ELAPSEL TIME = 1000C000, VSECS |
TeTAL PMS ASSIGNED = 3249 i

PM 1 2 3 L) 5 [} 7 8 9 10 11 12
NUMBER €F JYERAT[GNS BF EACH PM i
NUM 834 625 34 34 31 625 45 31 31 2 784 193

NUMBER €F TIMES EACH PH MISSEN [T1S CEMPLETION DEADLINE i
NUM 0 0 0 4] n 0 n 0 0 0 0 0

AVERAGE TIME BY WHICk EACH PM BEAT 1TS CEMPLET[ON DEADLINE a IN MSECS
MSC 11 15 295 277 305 15 248 236 288 972 11 49

SHORTESY TIME BY wWHICH EACH PM BEAT ]S CBMPLETIEN DEADLINE » IN MSECS
MSC L 12 280 256 277 8 238 222 272 948

INTERRLPY DATA

INY 1 2 3 4 5 6 ? L} 9 10 15 12
NUMBER E€F TIMES EACH XNTERRUPT 1§ SERVICED BY THE MEC

NUM 2500 911 o 35 U 3550 4713 47313 [ 0
AVERAGE TIME ALL INTERRUFTS WaAlY [IN QUELE F@R SERVICE = 0,7 USECS
LENGEST TIME ANY [NTERRLPT WA[TS IN QUELE FBR SERVICE » 42, USECS

TETAL TIME MEC IS BUSY PRBCESSING INTERRLPTYS 139699, USECS

MEC ROLTINE DATA
REY 1 2 3 4 5 L 7 8 9 10 11 12

NUMRER €F T1MES EACH MEC RBUTINE 1S PROCESSED i
NyM 2%00 911 0 3560 1354 6841 3380 3560 4713 4713 0 0

AVERAGE TIME EACH RBLTINE WAITS N OUFUE FBR SERVICE « IN USECS
usc ? 5 ¢ 1 1 2% 1 9 14 2 4 0

LENGEST TIME EACH ROULTINE WAJTS [N DUEUE FOR SERVICE e IN USECS
usc 110 116 0 120 61 405 104 122 134 172 ¢ 0

TEYaL TIVE MEC 1S BUSY PROCESSING EACH TYPE OF ROUTINE = IN MSECS
MSC 100,0 55,6 0,0 53,4 69,1 773,0 57,0 57,0 75,4 75,4 0,0 0,0

AVERAGE TIME EACH RBUTINE [S IDLEM RY INTERRUPTS = IN USEECS
usc 0,2 ©,7 0,0 0,0 0,2 09,9 0,0 4,3 0,0 0,0 0,0 0,0

LENGEST TIME EACH ROLYINE [S 1DLEP RY INTERRUPTS = IN USECS ;
usc 14 14 0 ? 14 24 7 ? k4 7 0 0

CPL DATA !
cPU )

TETAL TIME EACH CPU [S ASSIGNED = I[N USECS
usc 2907748,

TETAL TIME aLL PROCESSORS SPENT EXECLTING [NSTRUCTIANS « 1262698, USECS

YETAL YIME MEC WAS BUSY = 1455493, USEC
FER A SIFPLEX PRBCESSOR ®1TH A FLAATING MEC » TATAL TIME PMS WERE [NTERRUPTED BY THE MEC « 0,

NUMRER F€F BARAM T@ TASK MEMORY (GALS » 3560

TCTAL TIMF SPENT LOALING TASK MEMARY » 791956, USECS

NUMEER EF DATA REQUESTS - 4713

TeY4A, TIFE SPENT TRANSFERRING DATA BETYWEEN RAMM AND TASK MEM@RY « 400377, USECS

TeTal TIME PRECESSERS ARk |DLED WAITING FOR DATA REQUESTS T8 BE SATISFIED » 780338, USECS
TETAL TIME DATA REQUESTS WAIT [N AUELF FER RAMM MBDULES » £90247, USECS

LENGEST YIME ANY DATA REGUEST WAITS [N OLBUE FAR RAMM MBDULE =~ 229, USECS

NUMBER €F SEGMENY REFERENCES » 23684
NUMBER EF PAGE FAULTS - 0
NUMBER EF PAGE JUMPS - 16481

Fig. D28—Simplex processor simulation results for the E-2B workload using a 4096-word
nonpaged TM, a dedicated software MEC, and a 4-msec clock interval
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cPU
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ELAPSED TIME = . 10200000, ySECS

TRTAL P

1
NiMBER
a34 6

NUMBLR

.

AVERASE
11

SHERIES
4

|

NUMBER
25. "

AVERAGE
LONGEST

TOTAL T

M

[

NUIMBER
25."

AVERAGE
F

LANGEST
147

TOTAL T
100.7

AVERAGE
Lo

LBNGEST
14

c

TeTAL T
421

TeTaL T

TOTaL T
FAOR A 3§

NuMBER

TaTaL T

NuUMBe?
ToTAL T
TaTaL T
T0TAL T

LANGEST

NUMBZR
NUMBER

NUMBe R

MS ASSIGNED = 3266

2 3 4 5 6 7 8 9 10 11 12
OF JTERAT][ANGg OF EACH PM
23 o4 34 31 62> 34 4 33 2 782 19

BF TIMES EACH PM MISSED ITS COMPLET]®N DEADLINE
[} ° 0 0 0 [ 0 0 0

v 0

TIME BY WHICH EAGH PM HEAY 178 COMPLET]GN DEADLINE =« [N MSECS
15 295 276 304 15> 247 237 286 966 11 o

T TIME BY WHICH EACH PM BEAY [1S COMPLETIGN DEADLINE « [N MSECS
B 288 44 265 4 230 218 272 936 4 LF3

NTERRUPT DATA

2 3 ‘ 5 s 7 8 [ 10 11 12
8k TIMES EACK INTERRUPT IS SERV|CED BY THE MEC
937 0 3597 ] 0 0 3597 4782 4782 ] []
TIME ALL INTERRUPTS WAIT [N QUEVE FRR SERVICE « 0,7 USECS
TIME ANY INTERRUPT WAITS N QUEVE FOR SERVICE = 11, USECS
IME MEC 1S BUSY PROCESSING [NTERRUPTS « 141385, USECS
EC ROUTINE DATA
2 3 4 s s y 8 9 10 11 12
@ TIMES EACH MEC RQUTINE IS PROCESSED
937 0 3597 1354 6904 3597 3597 4782 4782 8 0
TIME EACH ROUTINE WAITS IN QGUEUE FOR SERVICE » IN USECS
5 [] 1 1 29 1 9 14 2 0 0
TIME EACK ROUTINE WALTS IN QUEUE FBR SERVICE » IN USECS
122 0 111 61 8537 101 178 187 172 [} ]

IME MEC S BUSY PRACESSING EACM TYPE 6F RQUTINE - IN MSECS
57,2 5,0 54,0 69.1 780,2 %7,6 57,6 76,5 76,5 0.0 0,0

I IME EACH RBUTINE 1S 1DLED BY INTERRUPTS » IN USECS
0,8 Ay 0.0 0.3 1,0 0,0 1.3 0,0 0,0 0,0 0,0

TIME EACH ROUTINE |S IDLED BY JNTERRUPTS - IN USECS
14 4 7 14 21 7 7 7

PU DATA
1

IME EACH CPU IS ASS}GNED ~ [N USECS
3vo04,

IME ALL PRGCESSORS SPENT EXECUYING [NSYRUCTIGNS « 132780A, USECS

IME MEC WAS BUSY = 1469811, ySEC

IMPLEX PROCESSOR WITH A FLOATING MEC - TOTAL TIME PMS WERE INTERRUPTED BY THE MEC - 337451,

Of BORAM TO TASK MEMORY LGADS » 359/

IME SPENT LOADING TASK MEMORY » 801063, USECS

8F DATA REQUESTS ~ 4782

IME SPENT TRANSFERRING DATA BEYWEEN RAMM AND TASK MEMJRY » 401920, USECS

IME PROCESSORS ARE [DLED WAITING FOR DATA REOUESYS T8 BE SATISFIED « 720133, USFCS
IKE DATA REQUESTS WAIT IN QUEUE FOR Ra“M MODULES =» 194305, USECS

TIME ANY DATA REQUEST WAITS [N QUEUE FOR RAMM MODULE ~ 390, USECS

OF SEGMENT REFERENCES - 24104
6F PAGE FAULTS - 0

8t PAGE JuMPS - 1697v

Fig. D29—Simplex processor simulation results for the E-2B workload using a 4096-word

nonpaged TM, a floating software MEC, and a 4-msec clock interval
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ELAPSED TIME » 30700000, USECS

TOTAL PMS ASSIGNED = 3236 !

PH R H 9 10 11 12
Nunasn oF IYERAT]BNS oF EACH ]
NuM 834 625 3t 62> 37 36 31 2 747 200
NUMBER @F TIMES EACH PM MISSED 1YS COMPLETION DEADLINE
NUM L 0 0 : 0 0 0 [ 0 0 [] 0
AVERAGE TIME 8Y WHICH EACH PM BEZAT |TS COMPLETION DEADL!NE » IN MSECS
Mse 11 14 292 271 300 14 248 234 282 973 11
Suekvssv YlHE BY WHICH EACH PM BEAT 11§ COHPLETIBN DEADL!NE » [N MSECS
MsC 278 201 222 6 244 199 212 950 41
INTERRYPT DATA
INT 1 2 3 4 H [ b4 [ [} 16, 1t 12
NUMBER @F TIMES EAcu lNYERRUPY 1s sEvacEv BY ‘THE MEC
NUM 1000 889 [ 0 3547 4739 4739 0 0
AVERAGE TIME ALL INTERRUPTS WAIT N QUEUE FR SERVICE « 0,5 USECS
LONGEST TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE = 14, USECS
TTAL TIME MEC 1§ BUSY PRBCESSING [NTERRUPTS - 192227, USECS
MEC RBUTINE DATA
RoU 1 2 3 ‘ 5 s 7 ) 101 31 12
NUMBER ©F TIMES EACH MEC ROUTINE 1S PRBCESSED P
NUM  100.0 889 0 3547 1414 5242 3547 3547 4739 4739 0 0
AVERAGE TIHE EACH Rourxns WAITS IN OUEUE FOR sEvaCE » IN USECS
usc [} 1 2 L 12 1 [
LONGEST TIME EACHW nouvlue HAIYS IN OUEUE FBR SERVICE « IN YSECS
usc 177 119 0 288 129 111 131 108 [} [
TOTAL TIME MEC 1§ BUSY PROCESSING EACM YYPE @F RGUTINE - IN WSECS
MSC  40.,0 54,2 .,0 53,2 72,1 592,83 54,8 56,8 75.8 75,8 0,0 0,0
AVERAGE TIME EACN ROUTINE IS 1DLED BY INTERRUPTS - I[N USECS
usc .3 1,2 .,0 0,0 0,5 0,7 0,1 1,8 0.4 O0,1. 0,0 0,0
LONGEST TIME EACM RGUTINE IS IDLED BY INTERRYPTS - IN USECS
usc 14 14 o ? 14 14 ? 14 7 7 0
CPYU DATA !
cPU 1 :
TOTAL TIME EACH GPY IS ASSIGNED » |N USECS
use 3312855,
TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS « 1312058, USECS
TOTAL TIME MEC WAS BUSY = 1629273, USEC
FOR A SIMPLEX PROCESSOR WITH A FLOATING MEC « TOTAL TIME PMS WERE [NTERRUPTED BY THE 4EC « 349374,
NUMBER BF BBRAM Y@ TASK MEMORY LBADS » 3547
TOTAL TIME SPENT LOADING YASK MEMBRY = 791650, USECS
NUMBER @F DATA RGOVESTS = 4739
TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMQRY . 401829, USECS
TOTAL TIME PRBCESS@RS ARE IDLED WAITING FOR DATA REQUESTS T® BE SATISFIED » 702047, USECS
TaTAL TIME DATA REQUESTS WAIT IN QUEUE FOR RAMM MBDULES - 184449, USECS
LONGEST TIME ANY DATA REQUEST WAITS IN QUEUE FGR RAMM MBDULE - 167, USECS
NUMBER OF SEGMENT REFERENCES =~ 23046
NUMBER OF PAGE FAULTS = 0
NUMBER OF PAGE JUMPS - 16589
UTILlTY

EXECUTIBN STARTED AT 1836 =05

Fig. D30—Simplex processor simulation results for the E-2B workload using a 4096-word

nonpaged TM, a floating software MEC, and a reduced PM assignment activity
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ELAPSEL TImMe = 1090000 USEES
TEYAL PMS ASSIGNED = 343
3 3

1 4 5 [
NUMPER BF ITERATINLS AF EACH PH
332 50 20 10 10 4 4 1 1 1 1 1 1 1 1 1 1 1 1 1

3 9 1 11 12 13 14 15 16 17 18 19 20

NUMBER EF TIMES EACH PM MISSED 1TS CEMPLET]PN DEADLINE
& [ 0 0 4 o f 4 0 ] 0

AVERAGE TIME RBY WH[CF EACH PM BFAT 118 rEMPLETI®ON DEADLINE = N MSECS
1 18 47 48 47 3193 1684 904 50 48 46 9B32 976R 9766 9762 974 9759 9758 9757 9526

SHORTEST TIMt BY ANICH EACH PFM REAY 1715 COMPLETIGN DEACLINE » IM MSECS
0 17 45 46 43 16> 15K Gn4 50 4B 46 9832 976R 9766 9762 9760 9759 9758 9757 9526

INTERRLPT DATA

t ? 3 4 5 3 7 ] 9 10 11 12
NUMBER €F TIIES EACH INTERRUPT 1S5 SERVICER KY THE MEC
1000 1 © 712 a n o 712 870 870 0 o
AVERAGE TIME ALL INTERKUFTS ®wAlT N OLFLE FUR SERVICE - 0,1 USECS
LENGEST TIME ANY  (NTERRLPT wAITS [N NLFLF FAR SERVICE - 7, USECS

TETAL TIVME MEC 1S wUSY PRACESSING INTERRLFTS » 29155, USECS

MEC ROLTINE DATA

1 2 3 4 5 6 7 ] 9 10 11 12
NUMRER EF TIMES EACH MEC ROQUTINE 1S FRECESSED
1000 0 u 712 377 1124 712 712 870 870 0 [i]
AVERAGE TIME EACH RALTINE WA TS [N OUFLF FER SERVICE « IN USECS
5 0 0 4 4 12 4 7 5 ) ] [\
LENGEST YIME EACH RAULTINE WalTS IM OLELF FUR SERVICE « IN USECS
d 106 32 514 4y 105 111 112 0 [}

TeTalL TIME MEC 1S HUSY PROCESSING EACM TYPE OF RBUTINE = IN MSEES
40,06 0,0 0,0 10,7 19,2 127,n 11,4 11,4 13,9 13,9 0,0 6.0

AVERAGE VIME FACH HOLTINE IS 1DLEP BY IMTERRUPTS =~ [N USECS
141 0,0 0,0 0,1 1,4 1,A 0,1 0,2 0,2 0,4 0,0 0,0

LENGESY TIME EACKW ROLT NE IS IDLEN BRY INYERRUPT
14 0 o 7

S = IN USECS
14 14 ? 7 7

CPL CATA
1

TETAL TIME EACH CPU 1S ASSIGHED = IN USECS
7£6551,

T6TAL TIME ALL PHOCESSERS SPENT EXECLTIMG [KSTRUCTIENS « 493711, USECS

TeTAL TIFE MLC WAS BLSY - 276498, LSEC

FBR o SIFPLEX PRDCESSAK WITH A FLAATING PEC = TOTaL TIME PMS WERE INTERRUPTED BY THE MEC = 107448,

NUMBER EF BOKAM T& TaSk PEMARY LGADS - 712
TOTAL TIFE SPENT LOALING TASK MEMARY = 40908, USECS

NUMBER OF DATA REQUESTS - 870

TETAL TIME SPENT TRANSFEKRING DATA RETWEEN RAMM AND TASK MEMGRY e 61303, USECS

T8TAL TIME PROCESSQRS ARE iDLED WAITING FOR DATA REOUESTS Te® BE SATISFIED - 110491, USECS
TeYaL TIME DATA REGQUESTS WAIT IN AUELF FER RAMM MODULES » 25284, USECS

LENGEST TIME ANY DATA REGUEST WAITS IN OLEUF F@R RAMM HODULF = 163, USECS

NUMBER OF SEGMENT REFERENCES o 590
NUMBER 8F PAGE FAULTS » 0
NUMBER BF PAGE JUMPS = 59¢

Fig. D31—Simplex processor simulation results for the GE workload using a 4096-word
nonpaged TM, a floating software MEC, and an abbreviated run time
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NUM
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MSC

M5C

INT

NUM

ReU

NYM

ust

usc

MSC

usc

nees

Py

usc
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ELAPSEQ T14¢ = 1702000, ySersS

TOTAL PMS ASSIGNED = 437

1 z 3 4 5 6 ) s 19 11 12 13
NyMBER OF IyERATICN PF EACH oM
26 54 <0 107 10 4 a 1 1 1 1 1 1

NUMBEPR OF TIMES EACH PM MISEED ITS COMPLETION DEADLINE
M id

23 % o L [ [ a Q ¢ 0 Q ¢

AVERAGE TIME BY wHICH EACH FM BFAT ITS COMPLETION DFARLINE - I»
1 18 46 40 43 1P8 163 b4i 46 42 40 9768 9745

SHORIEST TIME BY uwMICH FACH PM BEAT ITS COMFLETION DEADLINE =~ IN
-1 15 8 4a 37 1% 93 841 46 42 40 S7hb 9745

INTFRRUPT LaTa

1 2 3 4 % [} 7 a 9 10 1
NUMBER @F TIMES EACH INTERRLPT 1S SERVICED BY THE MEC
16.¢ 1 1296  7c6 n [ 0 1296 Red  A6d
AVERAGE TIME ALL IiTERRUPTS WAIT [N ALEUE F@R SERVICF - 0,1
LANGEST TIME ANY INTERRUPT WALTS [N QyELF FHR SERVICE - 12,
TOTAL TIME MBC IS BUSY PRNCESSING INTERRUFTS - 421R9, USECS
MEC ROUTINE DATA
|
1 2 3 4 s [ 7 8 9 16 ' 1
NUMBER @F TIMES EACH MEC R@ULTINE 1S PRECESSED -
1650 ¢ 1296 706 391 1112 1296 1296 o4 R64
AVERAGE TIME EAC- REUTINE wAITS IN QUEUE FGR SERVICF = IN USECS
& ¢ ) e 7 14 g 6 [
LONGEST TIME EACH ROUTINE wAITS IN QUFUE FBR SERVICE - IN USECS
116 0 112 110 44 480 ac 87 187 103

TOTAL TIMF MeC IS BLSY PRPCESSING EACW TYPE OF RBUTINE « IN MSECS
45.n 0.0 6,5 10,6 15.% 125,7 20,7 20,7 13.& 13.8 e,

AVERAGE TIME EACH REUTIME [S TDLEC BY INTERRUPTS -~ IN USECS
1,6 0,0 ,0 0,0 2.3 2,1 0,4 0,2 0,3 0,0 ‘C,

LBNGES) TIME EACR RAUTIME [§ IDLEM BY [NTERRUPTS - [N USECS
aa - - - s < - - - -

CPL DATA
i

TOTAL TIME EACH CPU ]S ASSIGNED - N USECS
R49193,

1 1 1 1 1 1 1
] o 0 n 0 n 0
HSECS

9740 9584 9579 9577 9576 9575 93ng

“YSECS
9740 9584 9579 9577 9576 957% 93ng

1 12
o <
1/SECS

USECE

1 i2
n c
n 0
o 0

n e,0

TATAL TIME ALL PRACESSIRS SPENT EXECUTING INSTRUCTIANS - 496‘11. USECS

i
TOTAL TIME MEC WAS BLSY - 313976, USEC

FOR A SIMPLEX PRGCESSER wITK & FLOATIVG MEC - TATAL TIME PMS WERE

NUMBER OF BRKAM TF TASH MFMERY LwaD$ « 1296

TOTAL TIME SPENT LEADING TASK MEHARY = 49248, USECS

NUMBER OF DATA REGUESTS ~ 864

TATAL TIME SPENY TRANSFERPING DATA BETwEEN RAMM AND TASK MEMQRY -

IMTFRRUPTED BY THE vEC = 133087,

#1105, USECS

TATAL TIME PROCESSERS ARE [LCLFD wAITING FOR DATA REQUFSTS TR BE SATISFIED - 112375, USECS

TOTAL TIME DATA REGCUESTS WalT IN NUEUE FBR RAMM MRDULES - 25290,

LONGEST TIME ANY DATa REGUEST WAITS IM QUFUE FER RAMM MADULE -

NUMEER ©F SEGMENT REFERENCES = 1296
NUMBER @F PAGE FAULTS ~ 1296

NUMBER OF PAGE JUMPS - 590

USECS

177, USECS

Fig. D32—Simplex processor simulation results for the GE workload using a 1024-word
paged TM, a floating software MEC, and an abbreviated run time
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NUM

ROU

NUM
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MSC

usc

usc

CcPU
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ELAPSEL TIME = 1000000 USECS
T6TAlL PMS ASSIUNED = 436

1 2 3 4 £ 6 8 9 10 11 12 13 14 15 16 17 18 19 20
NUMBER €F 1TERATIGNS @F EACH PM
325 50 20 10 10 4 4 i 1 1 1 1 1 1 1 1 1 1 1 1
NUMBER 8F YIMES EACW PM FISSED 175 CEMPLETI®N DEADLINE
20 0 0 0 ¢ G 1]

AVERAGE TIME HY WHICh EACH PM BEAY 17S CEMPLETION DEADLINE = [N MSECS
1 18 48 54 52 196 191 910 53 Sp 48 9837 9770 9767 9765 9744 9760 9759 9758 9524

SHERTEST TIME BY WHICH EACH PM BEAT [TS CE@MPLETIGN DEADLIME » |N MSECS
o 16 45‘ 51 45 167 161 910 53 50 48 9837 9770 9767 9765 9741 9760 9759 9758 9524

INTERRUPY DATA

3 2 3 ‘ 5 [} 7 a 9 in it 12
NUMRER BF YIMES EACH INTERRUPTY IS SERVICED BY THE MEC
1000 1 5%1 70° o n L] 554 863 863 0 0
AVERAGE TIME ALL INTERRUFTS WAIT [N QUFLE FOR SERVICE - 0,3 USECS
LENGEST TIME ANY [NTERRULPT WAJTS [N QLFLE FGR SERVICE » 7. USECS

TETAL TIME MEC:[S BUSY PROCESSING INTERRLPTS « 31738, USECS

MEC ROLTINE DAYA

1 2 3 . 5 6 ? ] 9 10 11 12
NUMBER €F TINES EACH MEC RBUTINE 1S PROCESSED
1000 0 551 7p5 394 1110 551 551 863 863 0 0
AVERAGE TIME EACH ROUTINE WAITS [N AUELF FpR SERVICE - IN USECS
3 0 5 3 3 12 0 ? 5 4 [} 0
LENGEST TIME EACH ROLTINE WAIYTS IN OLEUF F@R SERVICF » 1IN USECS
113 0 99 t1v 44 385 40 87 102 108 n 0

TeTat TIME MEC 1S BUSY PROCESSING EACH TYPE ©F RGUTINE « IN MSECS
40,0 0,0 2,6 10,% 20,1 125,4 8,8 8,8 13,8 13,8 o 0.0

AVERAGE TIME EACK ROUTINE IS IDLED RY IMTERRUPTS = (N USECS
1,4 0,0 0,4 0,2 1,3 t,2 0,0 0,2 0,2 0,2 0,0 0,0

LENGEST TIME EACH ROLTINE IS IDLEN RY JMTERRUPTS e IN USECS
7 7 14 14 ? 7 7 7 n 1]

CPL DATA
i
TETAL TIME EACK CPU |5 ASSIGNED « [N USFECS
75116

.

TETAL TIME ALL PRBCESSORS SPENT EXECLTING INSTRULTIONS = 489861, USECS

TOTAL TIFE MEC WAS BLSY = 275R40, LSEC

FER A SIFPLEX PREGCESSOR WITH A FLAATING VMEC » TOTAL TIMF PMS WERE [NTFRRUPTED BY THE MEC = 93286,
NUMBER €F BBRAM T0® TASK MEM@RY LOADS - 551

TETAL TI¥E SPENT LOALING TASK MEMARY = 20938, USECS

NUMBER OF DATA REDUESTS o a63

TETAL TIME SPENT THANSFEKRING DATa RETWFEN RAMM AND TASK MEM3RY = 61072, USECLS

TetaL TIME PROCESSERS ARE I1DLED walTING FBR DATA REQUESTS To BE SaTISFIED + 110090, USECS
TETAL TIFE DaTA KEQUESTS WALT IN OUFLE FER RAMM MBDULES - 25077, USEES

LENGEST TIME aNY DATA REGUEST WAITS [M QLEUF F@R RAMM MBDULF = 139, USECS

NUMBER BF SEGMENT REFERENCES » 1295
NUMBER EF PAGE FAULTS = 551

NLMBER EF PAGE JUMPS - 590

Fig. D33—Simplex processor simulation results for the GE workload using a 3072-word

paged multiprogrammed TM, a floating software MEC, and an abbreviated run time
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ELARSCEL TIvE = 290103, USECS i
TETAL PMS ASS[GNED = 35
P 1 H 3 4 [ 5 7 8 9 10 gt ‘
NUMBER €F [fERAT{MNS W cACH PM ‘
NuM 25 1 1 1 1 1 1 1 1 1 1 ;
NLMRER FF TIMES EACH PM MISSED TTS CEMPLETIAN OFADLINE
NLM n [ bl i ) b a [} 0 0 0 .
AVERAGE TIMr 3Y aHICr pALM PY BEAT [TS CEMPLET|AN DFADLINE e IN MSECS
MSC 5 245 1822 40 19 1839 1832 1833 1834 133y 1824
SHERTEST TIMz BY 4AICN £aCH PM BEAT [TS COMPLETIEN DEADLINE » IN MSECS
MSC T 245 1322 40 17 183 1A32 1833 1834 143y 1824
[MTERBLPT DATA ;
INT 1 2 s 4 5 6 7 8 9 10 11 12
NUMAER EF TIVES bACH I1WTERRUPT IS SERVICER AY THE MEC
NUM 200 1 0 6% 0 n it 66 142 142 . n 0
AVERAGE TIMe ALL ISTeRRUPTS W4AlT [N OLFLE FOR SpRVICE « 6,4 USECS
LENGEST TIvE ANY  INTEARUPT WalTS IN OLFLE FAR SERVICE = ‘7, USECS
TETaL TIME meC IS sUSY PROCESSIMG INTFARLPTS o 4319, USECS
VEC RALTINE UAlA ;
RGU 1 2 3 4 5 6 7 a s 10l 11 12
NLMIER £F TIMES gACH “MEC AGUTINE 1§ PRECESSFD ,
NUM 24n 0 u 84 24 91 &6 &6 142 142 ! n 0
AVERAGE TIME EACH RALTINE WAITS [M QGLFUF FEGR SERYIGCE « [N USECS
usc 3 0 n 9 1 3 4 5 4 3 [
LENGEST TIME EACH R9LT[Ng WA[TS [V ALELF FGR SERVICE = 1N USECS
usc 100 o 0 8 16 47 49 R 53 91 El ]
TETaL TIME MeC 1§ gUSY PRYCESSING EACH TYPE OF REUTINE o IN MSECS
MSC 2.0 no Jeth 1,0 1,2 10,3 1.1 1,8 2,3 2,3 0 0,2 - 2,0
AVEQAGE TIME FACH A9LT[\c [S TOLEN RY [NTERRUPTS e [N USECS
use 9,7 0,0 B0 9, 0,6 N,9 0,0 0,3 0,4 0,2 0,0 0,0
LENGEST TIME EACH ROLTINE (S ILLER 3Y [MTERRUPTS = IN USECS
usc 14 b] v 7 7 b [\ ? 7 ? ] 0
i
CPL CATA I
cPU 1
TETAL TIME SACH CPu IS ASSIANED - IN UISECS |
usc 172752, |
TETAL TIME alL PRACE>SHRS SPENT EXECLYIMG [NSTRUCTIANS o 128317, USECS
TETAL TIME “EC WAS RUSY = 31472, LSEC i
FER A SIFPLEX PRECESSTR WITH a FLAATING ¥EC = TATAL TIME PMS WERE INTERRUPTED BY THE MEC = 14212,
NUMRER EF 8uRaM Ta TASK MEMARY 1,@ADS - 46 ‘
TETAL TIVME SEENT LaaLING TASK MEMPRY - R662, USECS !
i
NLFGER £F CATA WEGUESTS = 142 :
TETAL TIME SPENT TRARSFEREING DATA RETWEEN RAMM AND TASK MEMORY = 10506, USECS
TETAL TIME PRACESSHRY AE INLED WAIYING FOR DATA REQUESTS T0 BE SATISFIED = 18472, USECS
TRTAL TIFE DATA REQUESTS YAIT N NUELF FER RANM MADULES = 4220, USECS
LEAGEST TIMF ANY DATA HEGUEST WalTS N ALEUE FIR RaMM MBDULE a 13%, USFCS
NLMBER GF SeGMENT REFFRENCES = 314
NUMEER €F PAGE FALLTY - g
NUMBER CF PAGE JUMPS 225
LTILITY

EXECUTIEN STARTEL AT 1852 ~9d

Fig. D34—Simplex processor simulation results for the F-111 workload using a 4096-word
nonpaged TM, a floating software MEC, and an abbreviated run time
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ELAPSEL 1IME = 222300, yREFS
TETAL PMS A83IGKED = x5
P 1 3 3 4 5 & 7 & 9 10 11
NyYMEER OF JqbRAyIS OF LACK M
NUM 25 i 1 1 b3 1 1 1 1 b3 1
NUMEER @F TINES taCH P FISSEP ITS CuMPLETION DEADLINE
NYM N [ n 4 [} u n 0 a ] 0
AVERAGE TIMFE RY #W]CnH BEALW PM BEAT ITS CGMPLETION DFARLINE - [N MSECS
MSC 5 246 1R.5 46 18 1530 1R32 1532 1823 1618 1807
SHERITEST Tite BY #HTCK Earyd PY BEAT [TS COAMPLETIGN DEADLINE » IN “SECS
MSC 2 240 1n.% a6 18 143y 1R$2 1932 1F23 1818 1807
INVERRUPT LATA
INT 3 2 3 4 s 6 7 8 9 10 1 12
NUMEER @F TIMES BACH [NTERRUPT 1$ SERVICED RY THE MEC
Ny™ 2.¢ 1 2R [ n n ¢ 228 147 147 n n
AVERAGE TIME ALL INTERWUPTS WAIT [N JYSUF FPR SERVICE - 0,2 USECS
LANGEST TIME ANY [NTFRRUPT WAITS IM QUEUE FBR SERVICE - 7. USECS
TaTae TIME MEC IS hUSY PHOACESSING INTIRRULPTS - 7119, USECS
MEC ROUTINE DATA
ROU 1 2 3 4 5 6 7 8 9 10 i1 1?2
NUMEER @F TILES EACH Fel PoUTINF 1S PRGCESSED
NY¥ 2.7 e 225 e 24 9t 228 2z2e 147 147 n ]
AVERAGE TIME EACm RALTING WAITS IN NUEUE FBR SERVICE « IN USECS
-ysc ] 4 4 1 H 2 n 2 4 1 )
LANGEST 1IMF EACw KAUTINE #ALTS [N nUFyE FYR SERVICE - In USECS
usc 114 3 r 74 21 47 9 75 50 47 f [
TRIAL TINME MEL 15 BUSY PRACESSING EACH TYPE OF RQUTINE = IN MSECS
MSC e,n n,a 1,1 1,0 1,2 19,3 3,6 3,6 2,4 2,4 0,0 0,0
AVERARE TIMF EACH ROUTINE 1S JULED 8Y INTERRUPTS - IN USECS
usc 1,7 . 0,3 Lo8,1 1.2 14,3 9,1 n8 0,2 0,1 0,0 A
LANGEST TIME EACn ROUTINE [S TDLED QY INTERRYPTS - IN USECS
usc ke a n 7 ? ? 7 7 k4 0 0
CPy DATA
CPU 1
TOTAL TIME E4fH CPyU IS ASSIGNFD = IV USACS
usc - “alrad,
TATAL TIMF ALL PRACFSSHRS SPENT EXENUTLIG INSTRUCTIANS - 13258%, USECS
TATAL TIME »cC€ wa® AySy - 40756, USLE
FAR A SIMPLEX PREIFLSSFR #1TH & FUIATING MEC - TOTAL TIME PMS WERE INTFRRUPTED BY THE MEC - . 18346,
NUMFER @F S0RAH [ TASK mFMCRY LUADS - 278
TATAL VIMF SFENY LGADI'G TASK MEMARY - R664, USECS
NUMBER BF LAA RETUSSTS - 147
TATAL TINME SPENT THARGHERQIAG DATA BETWEEM RAMM AND TASK MEMBRY - 10727, USECS
TATAL TIME PACESSKRS ARE [ILED WAITING FAR DATA REQUESTS Th BE SATISFIED » 18721, USECS
TATAL TIMF OuWTA AEGHESTS wAIT 18 RUEUF FUF RAMM )19DULFS = 4314, USETS
LANGEST TIRE ANY TATA REGUEST wAlTS IN QUEUE F@R RAMM MPDULE = 120, USECS
NUMEER OF SFo“ERT REFFHECCES = 339
NUMBER 9F Paak FalLiTsy - 278
NUMEER OF PAUE JJ4PS ~ 235
UTILITY

Fig. D35—Simplex processor simulation results for the F-111 workload using a 1024-word

paged TM, a floating software MEC, and an abbreviated run time
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ELAPSEL TIME = 200000; USECS :
TOTAL PMS ASSIGNED = 35
PM 1 H 3 4 5 6 8 9 10 11 i
NUMBER €F |TERAT]ONS AF EACH PH
NUM 25 1 1 1 1 1 1 1 1 1 1
NUMBER €F TIMES EACH PH FISSED 1TS CEMPLETIAN DEADLINE
NUH [ [} 0 0 0 0 ] 0 0 [ 0
AVERAGE TIME BY WH[Ch EACH PM BEAT ITS CEMPLET]ON DEADLINE = IN MSECS
MSE 6 246 1BI3 46 18 1831 1835 1839 1843 183 1034
SHORTEST TIME BY WHICH EACH PM BEAY [TS CGMPLETIGN DEADLINE = [N MSECS
MSC T 246 1833 46 17 1831 1A35 1839 1843 1835 1834
INTERRLPY DATA !
INY 1 2 3 4 5 6 7 A 9 in 11 12
NUMRER €F TIMES EACH INTERRUPT 1S SERVICED RY THE MEC
NUM 200 1 30 6 0 n 30 142 142 4 0
AVERAGE TIME ALL INTERRUPTS WAIT IN OUFLE FOR SERVICF - 0,1 USECS
LENGEST TIME ANY INTERRLPT WAITS IN OLFLE FOR SERVICE = 7. USECS
TETAL TINME MEC IS BUSY PHECESSING INTERRLPTS = 4277, USFCS
MEC RELTINE DATa i
REY 1 2 3 4 s 6 ? 8 9 10 11 12
NUMBER @F TIVES EACH MEC RBUTINE 1S PRECESSFD
NGM 200 [} S0 66 24 91 30 30 142 142 0 [
AVERAGE TIME EACH RALTIN: WalTS I~ NLELE F@BR SERVICE - IN USECS
usc 2 [ 6 0 [ 1 ] 1 3 1 [ o
LENGEST VIME EACH RALT[NE WAITS [~ OULFLF F@R SERVIGE = IN USECS
usc 118 o 107 a6 16 47 0 31 8% 4n 0 0
TeTaL TIME MEC 1S5 BUSY PRACFSSING EACH TYPE OF ROQUTINE » IN MSECS
MSC 8,0 0,06 0,2 1,’ 1,2 1n,3 0,5 0,5 2,3 2,3. n,0 0,0
AVERAGE TIME EACH RALTINE 1S IDLEP RY [NTERRUPTS - IN USECS
usc 0,5 0,0 0,68 0,4 0,0 AR 0,2 0,5 0,1 0,1 0,0 0,0
LENGEST TIME EAGH ROLTINE 15 IDLED AY INTERRUPTS » IN USECS | :
use 7 0 @ ? o 7 7 7 7 7 n [\
CPL DATA
CPY 1
TETAL TIME EACH CPU S ASSIGNED = N USFCS
usc 162689,
TETaL TIME ALL PHOCESSWRS SPENT EXECLTING [NSTRULTIONS » 129567, USECS
TETAL TIME MEC WAS BLSY = 3042R, USEC '
FER A SIFPLEX PRUCESSAR wITHM A FLPATING MEC ~ TOTAL TIME PMS WERE INTERRUPTED BY THE MEC »
NLMBRER GF B@RAM T@ TASK MEM@ERY | BADS = 30 i
TOTAL TINME SPENT LWALING TASK MEMARY = 1140, USECS
NLFBER EF DATA REQUESTS - 142
TETAL TIME SPENT THANSFERRING DATA RETWFEN RAMM AND TASK MEMBRY = 10695, USECS
TETAL TINE PROCESSORS ARe 1DLED WAITING FOR DATA REQUESTS T8 RE SATISFIED - 17883, USECS
TETAL TIME DATA REWUESTS WAIT IN OUELF FER RAMM MODULES » 3739, USECS
LENGEST TIME ANY DATA REWUEST WALTS IN OLEUE F3R RAMM MADULE = 222, USECS
NUMPER EF SEGMENT REFERENCES « 37%
NLMBER €F PAGE FAULTS = 30
NUMBER €F PAGE JUMPS - 225
VrLLITy

EXECUTICEN STARTED AT 1158 <14

11552,

Fig. D36—Simplex processor simulation results for the F-111 workload using a 3072-word
paged multiprogrammed TM, a floating software MEC, and an abbreviated run time
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ELAPSEL TIME = 10dNee, USEES
TeYTAL FMS ASGIGNEND = 40

PH 1 H 3 4 5 6 4 [ 9 iU 11 12
NLMRER EF JTRRAVIOWS BF EACH PM

NUM 9 1 1 1 7 1 1 1 1 8 2
WUMRER €F TIPES EACH Prn MISSED I1S CEMPLET]ON DEAPLINF

NUMH n 4 0 ¢ 0 [ n [y 6 © 0 0

AVERAGE TIMFE BY wWHICk EALKH PM BEAT 1TS CEMPLETION DEADLIME o IN MSECS
MSC in 13 287 260 r1 13 24& 243 272 950 10 46

SKERTEST TIME BY WHILHW EaCh PM REAT [TS CEMPLETIEN DEALLINE < [N MSECS
MSC T 10 2#7  2h0 Ve 10 24k z4} 272 350 LI T

INTERRULPT LaTa

INT 1 2 3 a 5 & 7 A 9 in 11 i2
NUMBER FF TIMES EACH IMNTERRUPT 1S SFRVICEDR RY THE MEC

NUM 100 7 4 [ n n 0 49 77 77 0 Q
AVERAGE TIME ALL TWTGHRUFTS walT [0 OLFLE FOR SERVICE « n,6 USFCS
LENGEST TIME ANY INTERRLPT walTS [M QULFLE FBR SERVICE - 8, USECS
TETaL TIMF MEC 18 BUSY PRRCESSING IMTERFULPTS o 2915, YSFCS

MEC RQLTINE DATA

ROU 1 2 B 4 S 6 7 8 9 in 11 i2
NUMFER FF TIlrES £ACH MEC RGUTINF 1S FRCCESSED

NUM 100 7 0 “9 i3 7R 49 49 77 77 4 0
AVERAGE TIME EACH ROLTINE WAITS IN OLELF FGR SERVICE » [N USECS

ysc 3 6 1) 0 1 2n 5 7 12 1 0 0
LENGEST TIME EACH RPUTINE WAITS 1M QUFLE FER SERVICE - IN USECS

usc 96 ] 0 37 14k 242 &1 47 63 91 " 0
Te€Tal TIrE MEC IS HUSY PhOCFSSING EACH TYPe OF ROUTINE - IN MSECS

MSC 4,0 6,4 0,0 0,7 0,7 B,A 9.8 0,8 1,2 1,2 0,0 c.0
AVERAGE TIMF EACH ROLTINe IS IDLED RY [MTERRUPTS = In LSECS

usc 0,4 2,0 0,0 n, 0,% n,9 f,4 1,4 0,0 0,3 n,n 0,0
LENGEST TIMF EACH RALTINE IS [DLEM RY IFTERRUPTS = IN LSECS

usc 7 7 4 B 7 14 7 7 o 7 0 0

CPL LATA

CPU 1
TETAL TIME Fafin CPU IS ASSIGHKED = IN USFLS

usc SF434,
TETAL TIFE ALL PROCFSSERE SPENT EXECLTING INSTRULTIANS - 22761, USECS
TETAL TIME MEL WAS HLSY = 21184, LSEC
FBR A SIMPLEX PRECESSOR WITH o FLAATING PEC » TRTAL TINE PMS WERE INTERRUPTEL BY THE MEC = 6953,
NUMEER EF EARAH V9 Tasy FEMARY LBALS - 49
TCTAL TIMF SPEMT LGACING TASKh MEMARY - 10693, USFCS
NUMBER GF DATA REQUESTS - 77
TETAL TIFE SFENT TRANSFERRING DATA RETYHFEN RAMM aNp TASK MEMOYRY = 11002, USECS
TETAL TIFE PRACESSQURS ARE [DLED WAITING FFR DATA REQLESTS Te BE SAaTISFIED » 15840, USECS
TeTaL VIVME DaTA REQUESTS WAITY IN NUELE FER RAMM MOADULES - 2940, USECS
LENGEST TIME ANY DaTa KEGUEST WalTS [N RLEUE FQR RaAMM FODULF = 167, USFCS
NUMBER R®F SEGMENT HEFEKENCES = 512
NUFHBER EF PAGE FAULTS = 0
NUMBRER EF PAGE JUMPS = 31y

UTILITY

EXECUTIEN STARTED aY 1851 -3¢

Fig. D37—Simplex processor simulation results for the E-2B workload using a 4096-word
nonpaged TM, a floating software MEC, and an abbreviated run time
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ELAPSFD T[%E = 12,900, USEFS
TEYAL PM5 ASSIGMNEN = 38
PM 1 2 4 5 o 8 9 10 11 12
NyM3ER BF 1yERAYIFNg RF EACH PM
NYUM 9 7 1 1 1 7 1 1 1 1 6 2
NUMBER OF TINES EACH PM MISSEP 1TS COPLETISN DEADLINE
NU™ v 4 0 < 0 L 0 4 b Q i} 0
AVERAGE TIME 8y .H[Cp EALH FM BEAT 115 CGYPLETIEN DFADLINE  » [N MSECS
MsC 9 135 285 z47 260 13 246 244 268 930 9 46
SHORIEST TIME BY wHICH EAMH PM SEAY 1TSS CAMPLETION NEADLINE - IN MSECS
MsC 6 10 285 &7 260 Y 246 244 265 93D 6 45
INTERRURT CATa
INT 1 2 3 4 5 [ 7 a 9 10 11 12
NUMBER OF TIMES EACH INTERRLPT 1S SERVICED RY THE MFC
NUM 1.9 7 175 47 o L} 0 175 7t 71 ) 0
AVERAGE TIME ALL INTERRUPTS WAlT IV QUELE F@R SERVICE » 0,4 USEGS
LBNGEST TIME ANY INTERRUPT WALITS IN QUEUF FBR SERVICE - 10, USECS
TOTAL TIME McC 1S BUSY PRACESSING [NTERRUPTS - 4522, USECS
MEC RAUTINE DATA i
ReV 1 2 3 4 L] 6 7 8 9 10 11 12?
NUMBER @F TIMES EACH MEC RgLTINE 1§ PRECESSED
NYM 1.0 7 15 47 13 76 175 " 175 7 7 n 0
AVERAGE TIME EACH RAUTIME WAITS IN QUFUE FOR SERVICE = IN USECS
usc 6 1 5 1 L] 24 ] 7 17 2 9 0
LONGEST 11ME EACH RAyTINE WAITS IN AUEYE FBR SERVICF - IN USECS
usc 1.7 7 1cs 25 32 362 14 87 91 96 n 0
TOTAL TIME MEC 1S BUSY PROCESSING EACH TYPE OF RQUTINE « IN MSECS
MSC 4,0 0,4 4,9 0,7 0.7 A,4 2,8 2,8 1,1 1,1 0,0 .0
|
AVERAGE TIME FACA RALTINE 1S TDLED 3Y INTERRYPTIS - IN USELS
usce 1,2 6,9 5,0 0,0 g, 2,5 0,4 0,8 0,1 0,0 0,0 n,0
CPU DATA
cPU 1
TOTAL TIME EACH CPU [S ASSIGNED - IN USECS
ustC 70389, ‘
TOTAL TIME ALL PROCESSOPS SPEMT EXECUTING INSTRUCTIGNS - 28913, USECS
TATAL TIME 4e€ WAS AUSY = 27652, USEC
FOR A SIMPLEX PRACESSAR wlTH A FLOATING MEC - TOTAL TIMF °MS WERE [!TERRUPTED 8Y THE MEC « 12403,
NUMBER BF BARAM T2 TASK MFMERY | BADS « 175
TOTAL TIME SPENT L3ADIAG TASK MEMARY = 6656, USFCS
NUMBER @F DATA REQUESTS - 71
TATAL TIME SPENT TRANSFFRRING DATA AETWEEN RAMM AND TASK MEMGRY - 10R/94, USECS
TOYTAL TIME PRACESSERS ARE IDLED WAITING FOR DATA RENUFSTS TO RE SATISFIED « 15771, USFCS
TBTAL TIME DATA REGUESTS WAIT IN QUELF FUR RAMM MPDULES = 3092, YSECS
LONGEST TIME ANY DATA IFIUESY WAITS [¥ QUEUE FER ©abM MALULE = 149, USECS
NUMBER OF SEGWENT REFERENFES = 669
NUMEER OF PAGE FauLTs - 175
NUMBER OF PAGE JympPS = 425
UTiLiTYy

EXECUTION STARTED AT 1814 ~19

Fig. D38—Simplex processor simulation results for the E-2B workload using a 1024-word

paged TM, a floating software MEC, and an abbreviated run time
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ELAPSEL TIME = 100000; USEES

TOTAL PMS ASSIGNED = 41
1 3 3 4 5 6 7 8 9. 10 i1 12
NUMBER EF [TERATIONS OF EACH PM
® 7 1 1 7 1 1 1 1 9 2
NUMBER €F TIMES EAGH PM MISSED 1TS CEMPLEYIAN DFADLINE
0 0 0 0 0 0 n 0 0 0 0 0
AVERAGE TIME BY WHiCh EACH PM BEAT ITS CEMPLETION DFADLINE « IN MSECS
14 289 256 276 13 246 245 272 944 10
SHORTEST TIME BY WHICH EACH PM BEAT |TS COMPLETION DEADLINE - IN MSECS
$ 12 289 256 276 11 246 245 272 944 6 47
INTERRLPT DATA
1 2 3 4 5 b 7 8 9 10 11 12
NUMBER EF TIMES EACH INTERRUPT 1S SERVICED RY THE MEC
100 9 89 50 [ n [ 89 77 77 [} 0
AVERAGE TIME ALL INTEPRUPTS WAIT IN OUFLE FOR SERVICE ~ 0,3 USECS
LENGEST TIME ANY [NTERRLPY WAITS IN QUFLE FOR SERVICE - 8, USECS
TeTaL TIFE MEC 1S BUSY PHOCESSING INTFRRLPTS = 3437, USECS
MEC ROLTINE DATA
1 2 3 4 S s 14 8 9 10 1t 12
NUMBER EF TIMES EACH M&C RGUTINE 1S PRECESSED
100 ] 59 50 13 84 89 89 77 77 0 0
AVERAGE TIME £ACH RALTINE WAITS [M QUEUF FBR SERVICE =~ IN USECS
. 3 0 2 [} 1 4 12 3 [ ]
LENGEST TIME EACH ROLTINE WAITS 1IN QUFLE F@R SERVICE = IN USECS
$9 15 57 18 16 249 40 82 107 96 n 0
TETAL TIME MEC 1S BUSY PAOCESSING EACH TYPE OF ROUTINE » IN MSECS
4,0 09,5 0,4 0,7 0,7 9,2 1,4 1,4 3,2 1,2 0,0 0,0
AVERAGE TIME EAGKR ROLTINE IS TDLEM RY INTERRUPTS = IN USECS
1,2 0,8 9,2 0,» $,4 4,0 0,2 0,6 0,3 0,1 0,0 0,0
LENGEST TIME EACh RBLT[NE IS TULER RY IMTERPUPTS « N USECS
7 y A 14 b 7 7 0 0
CPL LATA
1
TE&TAL TIME EACH CPU 1S ASSIGNED = [N USF(S
56635,
TETAL TIME aLL PRBCESSENS SPEMT EXECLTIMG [NSTRUCTIONS = 2596%, USECS
TETAL TIFE MEC wWAS BLSY < 24309, USEC
F@R A SIVMPLEX PROBCESSAR WITH & FLAATING PEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC = 7297,
NUMBER GF BGRAM TO TASK FEMORY | 0ADS - a9
TOTAL TIME SPENT LOACING TASK MEMMRY - 3382, USECS
NUMBER &F [AT& REQUESTS « 77
TOTAL TIME SFENT TRANSFEWKRING DATA BETWFEN RAMM AND TASK MEMORY = 11020, USECS
TeTAL TIME PHOCESSERS ARE [DLED WAITING FOR DATA REOUESTS T® BE SATISFIED 15912, USECS
TeTAL TIME DATA KEQUESTS WA)JT [N QUFLE FER RAMM MBDULES - 2857, USECS
LONGEST TIME ANY DATA REGUEST WaAITS IM OUEUF F@R RAMM MPADULE = 164, USECS
NUMBER €F SEGMENT REFEHENCES » 631
NUMBER BF PAGE FAULTS = a9
NUKRER BF PAGE JUMPS - 386
1ty

EXECUTION STARTED AT 1157 =44

Fig. D39—Simplex processor simulation results for the E-2B workload using a 3072-word

paged multiprogrammed TM, a floating software MEC, and an abbreviated run time
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PM
NyM

NUM

NS$C

MSC

INT

NUM

NUM

usc

use

MSC

usc

usc

cry

use

W.R. SMITH

ELAPSED TIME 3 1000009; USECS

TOTAL PHMS ASSIGNED v 526

2 3 ] 8 9 10 11 12 13 14 19 16 17 18
NUﬂEER oF ]TERAVIBN’ @f EACN PH .
334 50 20 10 10 4 1 1 1 1 10 10 10 10 10 10 10

NUMBER €F YIMES BEACM PM MISSED I1YS CGMPLET]ON DEADLINE
0 0 9 0 v 0 L] Q 0 0 0 2 0 '] 0 0 4 0

AVERAGE YIME BY WHICN EACH PM BEAT ITS CEMPLETION DEADLINE « [N MSECS
H 19 49 69 56 199 194 916 58 55 53 74 69 (14 67 66 86 66

SHERTES? Y]ME BY WHICH EACM PM BEAT TS COHPLETX@N DEADL[NE » IN MSBCS
1 s@ 59 90 172 168 916 58 74 [N 89 67 66 L1 46

INTERRUPY DATA

1 2 3 4 5 [ y 8 9 10 11 12
NUMBER ®F TIMES EACH INTERRUPT 1S SERVICED BY THE MEC
1080 1 0 1074 [} 0 0 1074 (583 1943 1] ]
AVERAGE TIME ALL INTGRRUPTS WalT [N QUELE F@R SERVICE « 8.3 USECS
LONGEST TIME ANY [NTERRUPT WAlTS [N OUELE FAR SERVICE = 14, usscs

T6TAL TIME MEC [§ BUSY EROCESSING INTYERRLPTS = 44205, USECS

MEC ROUTINE DATA

1 2 3 4 5 [ 4 [} 9 10 11 12
NUMBER €F TIMES EAGM MEC RGUTINE 1S PROCESSED
1000 0 0 3o07¢ 373 1284 1906 1074 2370 1583 0 0
AVERAGE 11nE EACH Reu1xNE WAJTS [N QUEUE ren SERVICE » IN USESS
13 0 i1 16 18 10 15 0 0
LENGEST TIME EACHM REUTINE WAJYS N ODUEUE FoR SERVICE » IN USECS
130 Q 0 1038 438 447 79 137 154 15% [ 0
TOYAL TIME MEC 1§ BUSY PROCESSING EACH TYPE er RBUHNE « IN MSECS )
40,0 0,0 0,0 16,1 19,0 14%,1 30,5 17 37,9 25,3 0,0 0.0

AVERAGE TIME EACW ROUTINE |S IDLED BY INTERRUPTS » IN USECS
1,3 0,0 0,0 0,¢ 1,7 4,6 0,9 0,5 0,8 0,3 0,0 0,0

LENGEST TIME EACHM RSUTINE [S IDLED BY [NTERRUPTS = N USECS L.
14 4 ] 14 14 2t 14 7 3¢ PU R 0

CPL DATA
i 2
TGTAL TlFE EACH GPU |5 ASSIGNED « [N USECS
576, 588350,

TETAL TIME ALL PROCESSERS SPENT EXECUTING [NSTRUCT{GNS » 828855, USECS

TETAL TIME MBC WAS BYSY » 375358, YSEC
FBR A SIFPLEX PRACESSOR WITH & FLMATING MEC » TOTAL YIME PMS WERE [NTERRUPTED BY THE MEC »

NUMBER 8F BORAM T8 TASK MEMORY L BADS » 1974
TETAL TIME SPENY LGACING TASK MEMARY » 176098, USECS

NUMBER @F DAYA REQUESTS e 1583

TOTAL TIVE SPENT TRANSPERRING DATA BETWEEN RAMM AND TASK MEM@RY = 141854, USESS

TéTAL TIME PROGESSORS ANE |DLED WAITING FOR DATA REOUESTS Y@ RE SATISFIED « 302774, USECS
TOTAL TIME DATA REQUESTY WAIY IN QUELE FER RAMM MODULES = 79272, USECS

LONGESY TIME ANY DATA REGUEST WAITS [N OLEYE F@R RAMM MODULE « 471, USECS

NUMBER C€F SEGMENT REFEREACES 4334
NUMRER €F PAGE FAULTS o 0

NUMBER GF RAGE JUMPS » 4334

19
10

58

91

20
{0

Fig. D40—Dual processor simulation results for the expanded GE workload using a 4096-word

nonpaged TM and a dedicated software MEC
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ELAPSEN TIME » 1000000, USECS
TOTAL PMS ASSIGNED = 526

PM 1 2 3 L3 L 6
NUMBER OF ITERATIONS OF EACH PM
NUM 334 L1l 20 10 0 4

8 9 15 11 12 13 14 1% 16 1Y 18 19 20
1 1 1 1 1o 1o 10 10 10 16 10 10 10
NUMBER OF TIMES EACH PM MISSED 1TS COMPLETION DFADLINE

Nuw 0 0 n o 0 0 0 4 0 0 o o [ 0 0 0 o 0 0 0
AVERAGE TIME RY WHICH EACH PM BEAT I7S COMPLETION DEADLINE = IN MSECS

MSE 2 19 49 S4 50 195 187 911 Sa 2 50 T4 69 69 67 67 66 66 s2 16
SHMORYFST TIME BY WHICH EACH PM REAY ITS COMPLETION NEADLINE « IN MSECS

MSP 1 17 Ab 54 44 167 159 S1) Sa 52 S0 T4 69 69 67 &7 66 66 47 13

INTERRUPT DATA

INY il 2 3 4 S L] 7 A 9 10 11 12
NUMBEFR OF TIMES EACH INTERRUPY IS SERVICED BY TWE MEC

NUM 1000 1 0 1074 0 4 0 1074 1%83 1583 [ [
AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE = 0+5 USECS
LONGESY TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE = 14 USECS

TOTAL TIME MEC IS BRUSY PROCESSING INTERRUPTS = 44205. USECS

MEC ROUYINE DATA

RO i 2 3 . 5 s 7 a 9 10 11 12
NUMBER OF TIMES EACH MEC ROUTINE 1S PROCESSED

NUM 1006 0 0 1074 373 1240 3767 1074 5816 1583 0 0
AVERAGE TIME EACM ROUTINE WAITS IN QUEUE FOR SERVICE » IN USECS

use 11 0 0 6 29 14 3 19 6 9 0 [
LONGEST TIME EACH ROUTINE WAITS IN GUEUE FOR SERVICE = IN USECS

use 121 [ o 111 421 28]} 79 148 154 155 0 [

TOTAL TIME MEC IS AUSY PROCESSING EACH TYPE OF ROUTINE = IN MSECS
MSE 4000 0.0 0.0 16,1 19,0 140,1 60,3 17.2 93,1 25.3 0.0 00

AVERAGE TIME EACH ROUTINE IS JDLED BY INTERRUPTS » IN USECS

use 1e3 0,0 0.0 0.3 2.5 4,1 0.8  0e8  0e9 042 0.0 0e0
LONGESY TIME EACH ROUTINE IS IDLED BY INTERRUPTS = YN USECS
use 14 (] [ 7 14 21 14 7 14 7 ] 0
CPU DATA
epu 1 2

TOTAL TIM; EACH CPU IS ASSIGNED = IN USECS
use R15514, 6869110,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS = 828855, USECS

TOTAL TIME MEC WAS BUSY = 455298, USEC
FOR 4 STIMPLEX PROCESSOR WITH A FLOATING MEC « TOTAL TIME PMS WERE INTERRUPTEQD BY THE MEC = a,

NUMRER OF BORAM TO TASK MEMORY LOADS « 1074
TOTAL TIME SPENT LOADING TASK MEMORY = 176098, USECS

NUMRER OF DATA REQUESTS 1583

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY « 161884, USECS

TOTAL TIME PROCESSORS ARE IDLED WAITING FOR DATA REQUESTS YO BE SATISFIED » 364986, USECS
TOYAL TINME DATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES = 151548, USECS

LONGEST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE » 933, USECS

NUMRER OF SEGMENT REFERENCES = 4334
NUMPER OF PAGE FAULTS U]
NUMBER OF PAGE JUMPS = 4334

Fig. D41—Dual processor simulation results for the expanded GE workload using a 4096-word
nonpaged TM, a dedicated software MEC, and a shared program/data bus
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NUM

NUM

HSE

Mse

INT

Num

ROV

NuM

use

use

MSe

usc

use

cPu

use
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ELAPSED TIME = 1600000, USECS

TOTAL PMS ASSYGNED = 521

1 2 3 L] 6 8 9 10 11 12 13 14 18 16 17 18
NUMBER OF ITFRATIONS OF zncu PN
330 So 20 10 10 4 1 1 1 1 10 lo 10 10 10 10 10

NUMBER OF TIMES EACH PM MISSED ITS COMPLETION DFADLINE
7 [ a 0 [ 0 [} 0 0 L] 0 [ 0 0 0 [} ] 0

AVERAGE TIME RY WHICH EACH PM BEAT ITS COMPLETION DZADLINE « IN MSECS
19 4R (3.1 43 192 183 905 Sy 34 51 13 60 $9 8 36 6 35

SHORTESY TIME AY WHICH EACH PM BEAT TS COMPLETYON DEADLINE = IN MSECS
-1 17 47 38 37 167 157 905 57 54 S1 73 se 56 58 54 53 s2

INTERRUPT DATA
1 2 3 & 5 6 7 n 9 10 11 12

NUMBER OF TIMES EACH INTERRUPT 1S SERVICED BY THE MEC
1000 1 5366 1067 o 0 5366 1874 1574 0 0

AVERAGE TIME aLL INTERRUPTS WAIT IN QUEUE FOR SERVICE = 0«4 USECS
LONGEST TIME aNY INTERRUPT WalTS IN QUEUE FOR SERVICE = 14 USECS

TOTAL TIME MEC 1S AUSY PROCESSING INTERRUPTS = 111636, USECS

MEC ROUTINE DATA

i 2 3 . S L] 7 L] 9 10 11 12
NUMBER OF TIMES EACH MEC ROUTINE IS PHOCESSED
1000 0 5366 1067 395 1207 7689 836s 2726 1574 [ [}
AVERAGE TIME FACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS
12 0 L] s 21 14 13 10 0 [
LONGEST YIME £ACH ROUTINE WAITS InN QUEUE FOR SERVICE = IN USECS
138 0 162 119 215 307 102 182 187 171 o °

TOTAL TIME MEC IS RUSY PROCESSING EACH TYPE OF ROUTINE « IN MSECS
40.0 0.0 26.8 16,0 20.1 136.4 123,0 85,9 43,6 25,2 0.0 0.0

AVERAGE TIME FACM ROUTINE 1S IDLED BY INTERRUPTS =« IN USECS
LY 0.0 0.1 1.0 7.8 T3 1.5 08 13 0.9 0.0 00

LONGEST TIME £ACK ROUTINE IS IDLED BY INTERRUPYS « IN USECS
21 0 7 14 21 21 14 14 14 14 0 0

CPU DATA
1 2

TOTAL TIMF FACH CPU IS ASSIGNED = IN USECS
INT116. 772279,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS = 824280, USECS

TOTAL TIME MEC WAS BUSY « 628687, USEC
FOR 8 SIMPLEX PROCESSOR wITH A FLOATING MEC = TnTAL TIME PMS WERE INTERRUPTED BY THE MEC e

NUMBER OF BORAM TO TASK MEMORY LOADS = 5366
TOTAL TIME SPENT LOADING TASK MEMORY e 203908, USECS

NUMBER OF DATA REQUESTS « 1574

TOTAL TIME SPFNT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY «  )81188, USECS

TOTAL TIME PROCESSOAS ARE IDLED WAITING FOR DATA REQUESTS TO BE SATISPFIED » 317732, USECS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES = 101489, USECS

LONGFST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE « 506, USECS

NUMRER OF SEGMENT REFERENCES = 8366
NUMBFR OF PAGE FAULTS « 5366
NUMBFR OF PAGF JUMPS = 4298

19
10

54

48

20

=0

Fig. D42—Dual processor simulation results for the expanded GE workload using a 1024-word

paged TM, a dedicated software MEC
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ELAPSFN TIME » 1000000, USECS
TOTAL PMS ASSTGNED = Sin

P 1 2 3 4 5 [} 7 8 9 10 11 12 13 14 1% 16 1r 18 19 20
NUMRER OF ITERATIONS OF EACH PM
10 4 1 1 1 1 10 10 10 10 10 10 10 10 9

NUw 319 8p  2p 1D
NUMAER 0f TIMFS EACH PM MISSED ITS COMPLETION DEADLINE
"o ] 0 0 0

Num 36 [} [} o o [ [ 1 [} 0 [ ] [ [ 8

. AVERAGE TIME AY WHICH EACH PM BEAT ITS COMPLETION DEADLINE « IN MSECS
Mse 1 1A ab 30 28 175 108 902 55 %2 S9 72 53 %2 S0 48 4Y 4T 46 2

. SHORTEST TIME RY WHICH EACH PM BEAT I1TS COMPLETTON NEADLINE « IN MSECS .
MSe -1 15 42 2n 20 140 55 902 58 52 50 T S0 o7 46 4 (1] 4 43 =)6

INTFRRUPT DATA

INT ) 2 3 4 5 6 7 ] 9 10 11 12

NUMRER OF TIMFS EACH INTERRUPT 1$ SERVICED RY THE MEC
NUM 1000 1 5273 1049 0 0 0 85272 1%%50 1550 0 0

AVERAGE TIME aLL INTERRUPTS WAIT 1IN QUEUE FOR SERVICE e 0eS USECS
LONGFST TIME aNY INTERRUPT WAITS IN QUEUE FOR SERVICE « 14, USECS
ToTaL TIME MEC 1S RUSY PROCESSING INTERRUPTS « 109865, USECS

MEC ROUTINE DATA

ROH -3 2 3 . 5 6 7 a L] 10 1 12
NUMRER OF TIMFS EACH MEC ROUTINE IS PROCESSED
NUM 1000 0 5273 1049 424 1138 12467 S272 3175 1550 [ 0

AVERAGE TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICE < IN USECS
8 60 24 6 13 n 12

use n [ 1" [ []

LONGFST TIME £ACH ROUTINE WAITS IN QUEVE FOR SERVICE = IN USECS
use 138 0 162 118 41T  S43 199 182 179 M [ 0

TOTAL TIME MEC IS AUSY PROCESSING EACH TYPE OF ROUTINE » IN MSECS
mse 40.0 0.0 26,4 15,7 21,6 128.6 199,5 Baed D048 24,8 0,0 0.0

AVERAGE TIME EACH ROUTINE IS IDLED BY INTERRUPTS = IN USECS

use 4,3 0.0 0.2 1.3 8,8  T.0 1,7 0e% 143 0,4 0.0 0.0
LONGEST TIME FACH ROUTINE IS IDLED BY INTERRUPTS = IN USECS
use 21 [ T 14 21 21 14 14 14 14 0 0
cpu DATa
cPh 1 2

YOTAL TIME EacH CPU IS ASSIGNED « IN USECS
use 925410, 863912,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS = 812005, USECS

TOTAL TIME MEC WAS BUSY = 701607, USEC
FOR a SIMPLEX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED RY THE MEC O

NUMBER OF BORAM TO TASKk MEMORY LOADS » 5273
TOTal TIME SPENT LOADING TASK MEMORY = 200374, USECS

NUMBER OF DATA REQUESTS = 1550

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY . 1859587, USECS

ToTaL TIME PROCESSNRS ARE TOLED WAITING FOR OATa REQUESTS YO 8E SAYISFIED = 323376, USECS
TOTAL TIME Dava REGUESTS WAIT IN QUEUE FOR RAMM MODULES « 108527, USECS

LONGESY TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE » 731, USECS

NUMBER OF SEGMFNT REFERENCES =  §273
NUMBER OF PAGE FAULTS = 5272

NUMBER OF PAGE JUMPS = 4222

Fig. D43—Dual processor simulation results for the expanded GE workload using a 1024-word
paged TM, a dedicated software MEC, and a shared program/data bus
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ELAPSED TIME = 1000000, USECS

TATAL PMS ASSIGNED = 524 '

PM 1 2 3 5 7 [ 9 1p 11 12 13 14 15 16 17 18 19 20
NUMBER @F ;Tenn,ens oF EACH m .

NUM 333 5D 10 10 . 1 1 1 1 10 16 1¢ 10 10 10 10 1P ]
NUMBER ©F TIMES EACH PM MISSED ITS C@MPLETION DEADLINE

NUM 1 0 0 0 0 0 0 0 0 0 [ 0 0 [ [ 0 0 0 ) 3
AVERAGE TIME BY WH]CH EACH PM BEAT 17S COMPLETION DEADLINE e [N MSECS

MSC 2 19 49 56 5% 198 19% 917 87 55 52 73 64 62 61 60 60 60 57 'y

SHBRTEST TlHi BY WHICH EACH PM BEAT 171S C@N'LETIBN DEADLINE » IN MSECS
MSC -1 18 55 47 170 170 947 55 52 73 63 61 60 59 59 59 4 -4

INTERRYPT DATA

INT 1 2 3 4 L} ] 7 L) 9 10 0 11 12
NUMBER BF TIMES EACH INTERRUPY I§ SERV[CED BY THE MEC ‘

NUM 1000 1 4736 1072 0 0 4735 1%30 1580 0 0
AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE F@R SERVICE =« 0,5 USECS
LONGEST TIME ANY INTERRUPT WAITS JN QUEUE FOR SERVICE - 14, USECS
TOTAL TIME MEC IS BUSY PROCESSING INTERRUPTS - 102928, USECS

MEC RBUTINE DATA

Reu 1 2 3 4 s L] 7 8 9 10 . 11 12
NUMBER BF TIMES EACH MEC RBUTINE IS PROCESSED

NUM 1000 0 4736 1072 387 1248 5373 4735 2647 3580 0 ]
AVERAGE TIME EACW ROUTINE WAITS IN QUEUE F@R SERVICE - IN USECS

usc 17 0 40 e 24 is 4 11 13 3t ] ]

LBNGEST TIME EACM RBUTINE WALTS IN GUEUE fﬂﬂ SERVICE <« IN USECS
usc 130 0 159 119 286 351 175 50 171 . f [

TBYAL TIME MEC 1S BUSY PRACESSING EACM TYPE GF RBUTINE - IN MSECS
MSC 40,0 0,0 23,7 16,1 19.%5 141,0 86,0 75,8 42.4 25,3 6,0 a,8

AVERAGE TIME EACH RGUTINE S IDLED BY INTERRUPTS = IN USECS

usc 3.6 0,0 0,1 1,0 7.2 7.7 0,8 0,4 0.9 0,9 0,0 0,0
LONGEST TIME EACM RBMVINE 1S IDLED BY JNTERRUPTS ~ IN USECS
usc 21 0 7 21 21 14 14 14 14 0 0
CPU DATA
cPU 1 2
T8TAL TIME EACH CPU IS ASSlGNED = [N USECS
usc 999701. 674945
TOTAL TIME ALL PRECESSORS SPENT EXECUTING ]NSTRUCTIONS = 827330, USECS
TETAL TIME MEC WAS BUSY « 572554, USEC ‘
FOR A SIMPLEX PRECESSOR WITH A FLOATING MEC « TOTAL TIME PMS WERE INTERRUPYED BY TME MEC - 0

NUMBER OF BORAM T8 TASK MEMORY LOADS » 4735
TOTAL TIME SPENT LBADING TASKX MEMBRY = 179930, USECS

NUMBER @F DATA REGUESTS « 1380

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMBRY - 161831, USECS

TOTAL TIME PRBCESSORS ARE IDLED WAITING FBR DATA REQUESTS T8 BE SATISPIED - 3314362, USFCS
TOTAL TIME DATA REQUESTS WAIT IN QUEVE FOR RAMM MODULES ~ 96953, USECS

LENGEST TIME ANY DATA REQUEST WALITS IN GUEVE FOR RAMM MODULE - 520, USECS

NUMBER 6F SEGMENT REFERENCES = 5395
NUMBER OF PAGE FAULYS 4736
NUMBER ©F PAGE JUMPS « 4322

Fig. D44—Dual processor simulation results for the expanded GE workload using a 2048-word
paged multiprogrammed TM and a dedicated software MEC
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ELARSED YIME ® 1000000 USECS

TOTAL PMS ASSIGNED » 319

1 2 3 . 3 s
NUMBRER 8F JTERATJBNS OF ACH PM

328 50 30 10 g0 ¢ 4 by L8 1 1 40 16 10 16

NUMBER BF YINES GACM PM MISSED 1TS COMPLET]ON DEADLINE
18 0 0 0 0 0 0 0 0 [ 0 0 0 0

AVERAGE TINE 2' H“lC" EACH PM BEAT 1S CS"PLEVION DEADLlNG . IN MSECS
2 1§

44 192 188 914 58 73 58 37 56

SHGITESY YlHE7EV WHICH BACHM P BEAY |TS C&MPLEYIGN DEADLINE « IN MSECS
18 4

41 40 168 163 914 58 54 53 72 L] 55 54

INTERRYPY DATA
1 2 3 ‘. s s ’ s s 10 11 12

NUMBER OF TIMES EACH INTERRUPY S SERVIPED BY THE MEC
1000 1 4673 1069 ] 0 4672 1568 1548 0 ]

AVERAGE YIME ALL INTERRWPTS WAlTY N OLELE FOR SERVICE » 0,% USECS
LENGEST TIME ANY [NMTERRUPY WaAlTS IN OULELE FQR SERVICE » 14, USECS
TOTAL TIFE MEC IS BUSY PROCESSING INTERRLPTS » 101815, USECS

MEC ROBLTINE DATA

1 2 3 ¢ 5 ) 7 8 9 10 11 12
NUMBER EF YIMES EACWM MEC ROUTINE 1S PRGCESSED
1000 0 4673 1063 398 1212 8659 4872 3242 1568 0 o
AVERAGE TIME EACH ROUTINE WAITS IN GUELE FBR SERVICE » IN USECS
17 0 10 ] 43 20 4 12 11 12 ] [
LONGEST TIME EACM REUTING WAJYS [N QUEUE FoR SERVIGE « IN USECS
133 D 162 13%  40% 305 409 47% 159 171 [ [

TOTAL TIFE MEC 1S BUSY RROCESSING EACM TYPE @F RBUTINE « IN MSECS
40,0 0,0 23,4 15,9 20,3 137,0 138,35 74,8 51,4 28,1 0,0 0,0

AVERAGE TIME EACM REULYINE IS JDLED BY INTERRUPTS « IN USECS
4,0 9,0 0, 1,3 7,3 7,5 4.3 D4 1,1 0,4 9,0 0,0

LONGEST TIME EACH RSUTINE |S |DLED BY INTERRUPTS « IN USECS
a 4 4 1¢ 24 21 14 14 24 7

CPL DATA
¢ 2

TETAL TIME EACH CPU JS ASSIGNED » IN USECS
916074, 744407,

TOTAL TIME ALL PROGESSOMNS SPENT EXECULTING JNSTRUCTIONS » 823430, USECLS

TETAL TIME MEC WAS BUSY » 628155, (SEC

FER & SIMPLEX RROCESSBR WITH a FL&ATING FEC w TOTAL TIME PMS WERE JNTERRUPTED BY THE MEC «

NYMBER €F BORAM TO YASK MEMBRY LOADS o 4672
TOTAL TIME SPENT LOACING TASK MEMMRY « 177536, USECS

NUMBER 3F DATA REQUESTS « 15648

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND YASK MEMOGRY « 140801, USECS

TeTa, TINE PROCESSONS ARE JDLED WAlYING FGR DATA REQUESTS 7@ BE SATISFIED »

TeTAL TIME DATA REQUESTS WALIY [N QUELE FER RAMM MODULES = 107921, USECS
LONGEST TIME ANY DATA REGUEST WAJTS IN OUEUE F@GR RAMM MBDULE s 836,

NUMBER F SEGMENT REFEREACES » %344
NUMBER 8F RAGE FAULTS » 4673
NUMBER BF PAGE JUMPS « 4284
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Fig. D45—Dual processor simulation results for the expanded GE workload using a 2048-word
paged multiprogrammed TM, a dedicated software MEC, and a shared program/data bus
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ELAPSED TIME = 1000000, USECS i
TOTAL PMS ASSIGNED = 526

Py v 2 3 4 5 6 7T 8 9 1o 11 12 13 14 15 16 17 18 19 20
NUMBEA OF ITERATIONS OF EACH PM
NUM 334 So 20 10 10 4 1 1 1 1 16 ¢ 10 10 1o 1o 10 106 10

NUMRER OF TIMFS EACH PM MISSED ITS COMPLETION DEADLINE

NUM 4 0 n 0 0 o [ 4 0 0 0 0 0 o 0 0 L] 0 [ 0
AVERAGE TIME RY WHICH EACH PM BEAT ITS COMPLETION DEADLINE =« IN MSECS

Msc 2 19 49 63 58 200 198 921 62 &0 L1 T4 n 69 48 a7 67 67 80 26
SHORTEST TIME BY WHICH EACH PM BEAT ITS COMPLETTON DEADLINE « IN MSECS

msc 1 19 49 61 53 176 172 921 62 L1 58 T4 69 67 66 64 64 64 L1 18

INTERRUPT DATA

INT 1 2 3 4 5 6 7 a 9 10 11 12
NUMRER OF TIMES EACH INTERRUPT IS SERVICED BY THE MEC ;

NuM 100n 1 1344 1074 0 [ 0 1344 1583 1583 0 0
AVERAGE TIME ALL INTERRUPTS WAIT IN QUEUE FOR SERVICE « 0+3 USECS
LONGEST TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE = 10. USECS

TOTAL TIME MEC IS BUSY PROCESSING INTERRUPTS « 55503, USECS

MEC ROUTINE DATA

ROU 1 2 3 4 L] 6 7 A 9 10 11 12
NUMBER NF TIMES FACH MEC ROUTINE IS PROCESSED

NUM 1000 0 1344 1076 373 1281 1547 1344 2317 1583 [ [
AVERAGE TIME FACH ROUTINE WAITS IN QUEVE FOR SERVICE <« IN USECS

use 13 n 9 7 11 11 . 13 13 10 [ 0
LONGFST TIME FACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS

use 130 0 159 112 247 305 86 17A 164 163 0 [

TOTAL TIME MEC IS RUSY PROCESSING EACH TYPE OF ROUTINE « IN MSECS
Lt 14 40.0 0.0 607 16,1 1940 144.8 24,8 2).% 3I7.1 25,3 0.0 00

AVERAGE TIME FACH ROUTINE IS IDLED BY INTERRUPTS = IN USECS

usc 169 040  0sl 0.9 262 429 049 0e8 09 0s6 0e0 040
LONGFST TIME FACH ROUTINE IS IDLED BY INTERRUPTS « IN USECS
use 1. 0 7 7 21 21 14 1s 14 14 ' 0 [
CPU DATA |
cPy 1 2

TOTAL TIME EACH CPU 1S ASSIGNED = IN USECS !
usc 720520, 555213,

TOTAL TIME ALl PROCESSORS SPENT EXECUTING INSTRICTIONS e 828853, USECS

|
TOTAL TIME MEC WAS BUSY = 390765, USEC
FOR A SIMPLEX PRNCESSOR WITH A FLOATING MEC « TOTAL TIME PMS WERE INTERRUPTED RY THE MEC = 0,

NUMBFR OF RORAM TO TASK MEMORY {0ADS = 1344 )
TOTAL TIME SPENT LOAOING TASK MEMORY =~ $1072. USECS

NUMBER OF DATA REQUESTS = 1583

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY = 1618%4¢ USECS

ToTAL TIME PROCESSORS aRE IDLED WAITING FOR DATa REQUESTS TO BE SATISFIED = 299092, USECS
TOTAL TIME DATA REQUESTS WaIT IN QUEUE FOR RAMM MODULES » 82907, USECS

LONGFST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MODULE « 461, USECS

NUMBER NF SEGYENT REFERENCES = 5408
NIMAER OF PAGE FaULTS = 1344

NUMRER OF PAGF JUMBS = 4334

Fig. D46—Dual processor simulation results for the expanded GE workload using a 4096-word
paged multiprogrammed TM and a dedicated software MEC
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Fig. D47—Dual processor simulation results for the expanded GE workload using a 4096-word
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ELAPSED TIME = 1000000, USECS

TOTAL PMS ALSSTGNED ®» 528

1 2 3 4 L] 6 8 L 10 11 12 13 14 15 16 17 18
NUMBER OF ITERATIONS OF EACH PM
M S0 20 10 10 4 1 1 1 i 10 10 10 10 10 10 10

NUMBER OF TIMES EACH PM MISSED ITS COMPLETION DEADLINE
2 0 0 [ 0 o [ 0 0 0 0 0 [ 0 0 L] [} 0

AVERAGE TIME RY WHICH EACH PM BEAT ITS COMPLETION DEADLINE = IN MSECS
19 49 61 S6 199 196 917 LL] L1] 53 T4 69 (14 (1] s L1 L1]

SHORTEST TIME AY WHICH EACH PM BEAT ITS COMPLETION DEADLINE « IN MSECS
0 18 LL] LE] T4 68 65

48 60 49 172 169 917 L1 (1] 63 63 62

INTERRUPT DATA

1 2 3 4 L] L] 7 ] 9 10 1n 12

NUMBER OF TIMES EACH INTERRUPT [S SERVICED AY TwE MEC
1000 1 1483 1073 0 4 0 1483 1882 1582 0 0

AVERAGE TIME ALL INTERRUPTS WAIT 1IN QUEUE FOR SERVICE = 0+3 USECS
LONGEST TIME aNY INTERRUPT WAITS IN QUEUE FOR SERVICE = 14, USECS

TOTAL TIME MEC 1S BUSY PROCESSING INTERRURTS « 87428, USECS

MEC ROUTINE DATA

i H] 3 . ] 6 7 " 9 10 11 12
NUMBER OF TIMES EACHM MEC ROUTINE 1S PROCESSED
1000 0 1683 1073 371 1285 2902 1483 2709 1582 0 [}
AVERAGE TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS
18 0 9 6 19 14 . 13 12 9 ° [}

LONGEST TIME EACW ROUTINE wWAITS IN QUEUE FOR SERVICE « IN USECS
132 0 159 118 364 288 83 169 172 156 0 0

TOTAL TIME MEC IS BUSY PROCESSING EACH TYPE OF ROUTINE = IN MSECS
40,0 0.0 Ted 16,1 18,9 148,2 46,4 23,7 43.3 25,3 9.0 040

AVERAGE TIME EACH ROUTINE IS IDLED BY INTERRUPTS « IN USECS
1.9 0.0 0.3 0.9 2.3 4,8 1.0 0e8 1e1 0ot 0.0 040

LONGESY TIME EACH ROUTINE IS IDLED BY INTERRUPTS = IN USECS

2i 0 7 14 21 21 14 14 14 7 ° [}
€PU DATA
1 2
TOTAL TIME EACH CPU IS ASSIGNED = IN USECS
782407, 565882,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS o 828305, USECS

TOTAL TIME MEC WAS BUSY = 423880, USEC
FOR A SIMPLEX PROCESSOR WITH A FLOATING MEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC =

NUMBER OF BORAM TO TASK MEMORY LOADS = 1483
TOTAL TIME SPENT LOADING TASK MEMORY = 56324, USECS

NUMBER OF DATA REQUESTS - 1882

TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY « 161021, USECS

TOTAL TIME PROCESSORS ARE IDLED WAITING FPOR DATa REQUESTS TO BE SATISFIZD = 306669, USECS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES = 92799, USECS

LONGEST TIME ANY DATA REQUEST WAITS IN QUEUE FOR RAMM MOOULE = 709, USECS

NUMBER OF SEGMENT REFERENCES = 5407
NUMBER OF PAGE FAULTS = 1483
NUMBER OF PAGE JUMPS o 4334
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paged multiprogrammed TM, a dedicated software MEC, and a shared program/data bus
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ELAPSED TIME = 1000000, USECS

TOYAL PMS ASSIGNED » 618

PM Y 2 ? 8 ® 10 1t 12 43 4 1% 18 17 18 19 20
NYMBER OF nsnuxeus ar EACH PH
NUM 334 350 20 10 1p [} 1 1 1 20 20 20 20 20 20 20 20 10
NUMBER BF TIMES EACH PM MISSED IVS COMPLETJ®N DEADLINE .
NUM 0 0 0 0 0 0 0 [ 0 0 [ [] 0 ] [ 0 0 [} 0 0
AVERAGE TIME BY WH]CH EACH PM BEAT |TS COMPLETION DEADLINE » IN MSECS .
MSC 2 19 44 84 62 72 41 985 62 %9 57 24 20 (9 19 18 18 18 18 3¢
SHORTEST TIME BY WHICH EACH PM BEAT Y5 COMPLETION DEADLINE » IN MSECS
MSC 4 19 36 83 56 Y2 37 955 62 59 57 24 20 19 18 18 47 17 1Y 38
INTERRUPT DATA ‘
INT 1 2 3 4 5 6 ’ 8 9 10 14 12
NUMBER 8F YMES ema mvsanur'r 15 ssnvxcin BY TME MEC
NUM 1000 0 1318 2061 2061 ] [
AVERAGE TIME ALL INTERRUPTS WAIT [N QUEUE FBR SERVICE « 0,6 USECS
LONGEST TIME ANY [NTERRUPT WAITS [N QUEUE FOR SERVICE - 12, USECS
TOTAL TIME MEC 1S BUSY PROCESSING INTERRUPTS - 54313, USECS
MEC ROUTINE DATA
RQU [ 2 3 . L] ] ? 1] 9 10 14 12
NUMBER OF TIMES EACH MEC RQUTINE 1S PROCESSED
NUM 1000 0 1318 373 1583 4055 43418 4407 2061 [ [
AVERAGE TIME EACH RGUTINE WAITS IN QUEVUE FPR SERVICE « IN USECS
ust 15 [\ [ 13 23 37 ) 3] 11 ) [} [
LONGEST TIME EACH ROUTINE WALTS xu QUEUE F@R SERVICE » [N USECS
usC 133 [] 0 133 293 58 101 1%0 159 158 0 0

TOTAL TIME MRC 1S BUSY PROCESSING EACH TYPE 8F ROBUTINE - IN MSECS
MSC 40,0 0,0 0,0 19,8 19,0 178,9 44,9 21,1 70,5 33,0 0,0 0,0

AVERAGE TIME EACH ROUTINE lS IDLED BY INTERRUPTS = IN USECS

use 1.2 0,0 0,0 0,7 2,04 4,4 t,2 0,6 1,2 0,5 0,0 0,0
LBNGEST TIME EACH RGUTINE {S IDLED BY [NTERRUPTS - IN USECS .
use 14 [ 0 14 14 28 14 7 14 14 0 [
|
!
CPVU DATA
CPU 4 ? 3
TOTAL TIME EACM c'u 15 ASSIGNED < IN USECS
uset 779184, 5897, 495400,

T@TAL TIME ALL PRECESSORS SPENY EXECVUTING [NSTRUCTIENS - 1046343, USECS

TOTAL TIME MEC WAS BUSY « 501441, USEC
FOR A SIMPLEX PROCESSER WITH A FLOAYING MEC « TOTAL TIME PMS WERE INTERRUPYED BY THE NEC » 0.

NUMBER BF BORAM T® TASK MEMBRY LOADS « 1348
TOTAL TIME SPENT LOADING TASK MEMORY = 234614, USECS

NUMBER OF DATA REQUESTS = 2061
TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMBRY o 240748, USECS

TOTAL TIME PROCESSORS ARE [OLED WALTING FOR DATA REQUESTS T8 BE SATISFIED « 470798, USRCS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE POR RAMM MODULES = 146443, USECS

L@NGEST TIME ANY DATA REQUEST WAITS [N GQUEUE FOR RAMM MBDULE - 6i9, USECS

NUMBER 6F SEGMENY REFERENCES - 5770
NUMBER BF PAGE FAULTS = L]
NUMBER OF PAGE JUMPS ~» 5770

Fig. D48—Triple processor simulation results for the further expanded GE workload using a 4096-word
nonpaged TM and a dedicated software MEC
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ELAPSFL 11ME = 160ur00. yYSkNS
TATAL PMS ASSIGNER = 618
PM 1 e 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
NUMBER @F ITERATIANS AF EACH PM
NUM 354 Sv e 10 i 10 19 1 1 1 1 20 20 20 20 ?0 2n 20 2n 10
NUMBER OF TIMES EACH PW MISSEN ITS CUMPLETION DFAN( INE
NuM o u ¢ 0 n Q 0 [ g 0 o 0 i 0 n 0 n 0 n 0
AVERARE TIME FY wHICn EACH PM BFAT 1TSS COUPLETIAN DFADLINE =~ ]N Y§FCS
M5C 2 16 3R 51 4R 71 26 922 51 26 24 24 17 16 15 14 13 13 1 28
SHERTFST TIME BY WHICH EaACH Pv BEAT 1TS COMPLETIgN DEADLINE - IN “SFCS
MSC 1 17 23 51 22 71 24 922 51 26 24 24 16 14 14 13 A3 42 42 77
INTFRRUPT DATA
Iat 1 2 3 4 5 6 7 a 9 10 11 12
NUMRER OF TIAFS EACH INTERRUPT 1S SERVICEDN RY THE MFC
NuUM 10010 1 0 1318 n n 9 1318 2061 2061 n 0
AVERASE TIME ALL INTERRUPTS walT 1N QUEUE FarR SEPVICE - 0,6 USFECS
LANGEST 11ME ANY [NMTFRRUPT WwAITS [N QUEUE FPR SERVICE - 13. USECS
TOTAL TIMF MEC IS BUSY PROCFSSING INTERIUPTS - 54313, USFCS
MEC RGUTINE Dala
RGU 1 2 3 4 5 6 7 8 9 10 1 1?
NUMBER OF TIMES EACH MEC P9UTINF IS PRACESSED
NUM 1o0un Q A 1318 373 1512 6RL3 1318 11416 2061 n n
AVERAGE TIME EACH RAUTINE AAITS IN QUEUR FBR SERVICE - IN USECS
usc 15 0 n 12 147 80 | 25 12 17 n 0
LANGEST TIME FACH RAUTINE wAITS IM QUFYE F@R SERVICE = IN USECS
usc 125 0 0 121 851 1041 93 150 138 173 n 0
TATAL TIME MEC IS BUSY PROCFSSING EACH TYPE @F RGUTINE - IN MSECS
MsSC 40,n n.o 0,0 19.B 19.n 179.9 109,6 21.1 182.7 33,0 non n.0
AVERAGE TIME EACH RAUTINE IS TDLEN AY INTFRRUPTS - IN USECS
usc 1.6 7,0  G,0 0,6 1.7 6,1 1,1 0.6 1.1 1,2 0,0 0,0
LONGESY TIME EACW RAUTINE 15 TDLED RY INTFRRUPTS - [N USECS
usc 21 o 0 14 14 21 14 14 21 7 4 n
CPU DATA
cru 1 2 3
TATAL TIHFE EACH CPU IS ASSIGNED =~ % ISECS
usc 794272, 703575, 473607,
TAYAL TIME ALL PRACFESSORS SPev{ EXECUTING INMSTRUCTIANS - 1046343, USECS
TRTAL TIME MEC wAS HyuSY - 650330, USEC
FAR A SIMPLEX PRGUCESSAR wITH A FLAATING MEC » T@TAL TIME PMS WERE [NTFRQUPTED BY THF MEC = o,
NUMBER GF HOKAM TQ TASK MFMARY LOADS - 1318
TATAL TIME SPENT LGADING TASK MEMARY ~ 231614, USECS
NUMBER AF DATA REQURSTS - 2061
TRTAL TIME SPENT TRANSFERRIMG DATA RETWEEN RAWM AND TASK MEMQRY -  24074R, USECS
IATAL TIME PKACFSSERS ARE ILLFD WAITIVG FAR DATA REQUESTS YO BE SATISFIED - 675548, (ISFCS

TATAL TIMC DATA REQUESTS MAlT IN DURUE FBR RAMM MEDULFS - 351457, USEFS

LONGEST TIME ANY NATA REQUEST WAITS [ QUEUE FOR RAMM MADULFE - 7799. USECS
NUMBER Or SEGUMENT REFERENCES - 5770

NUMBER At PAGE FAULTS - o

NUMBER OF PAGE JyuMPS - 577¢

Fig. D49—Triple processor simulation results for the further expanded GE workload using a 4096-word
nonpaged TM, a dedicated software MEC, and a shared program/data bus
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ELAPSEL TIME ® 1000009, USECS
T8YAL PMS ASSIGNEU ® 618

PH i z 3 4 > 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
NUMBER GF JTERAT]ONS OF EACH PM
NUM 334 50 20 19 10 30 1p 1 1 1 1 20 2r 20 20 20 20 20 20 40

NUMBER €F TIMES EACK PM FISSED 1TS CEMPLEY]ON DFADLINE
0 0 0 1} 0 0

NUM 0 0 [ 0 [} ] " 0 0 0 0 0 o 0
AVERAGE TIME BY wHICK EACH PM BEAY 1TS CEMPLETIAN DEADLINE « [N MSECS
MSC 2 1% 49 67 6P 73 4P 961 67 65 64 24 21 29 21 21 21 21 21 48
SHERTESTY TIME BY WHICH EACH PM BEAY }7S COMPLETIEN DEADLINE « [N MSECS
MSC 2 15 48 b6 6d 73 4R 963 6?7 45 64 24 21 2¢ 20 20 20 19 19 47
INTERRLPY DATA
INT 1 2 3 . s 6 ’ 8 5 10 | 11 12
NUMBER GF TIMES EACHW INTERRUPT 1S SERVICED BY THE MEC
NUM 1000 1 n o131 0 n 0 1318 2061 2061 n 0
AVERAGE TIME ALL INTERRUPTS WAlY IN OUFLF FOR SERVICE » 0,3 USECS
LENGEST TIME ANY INTERRLPT WAITS [N OUFLE FOR SERVICE « 7., USECS
TeTalL TIME MEC 1S wlUSY PROCESSING INTFRRLPTS « 27932, USECS
MEC ROUTINE DATA
REU 1 2 3 4 5 6 ” 8 9 10 11 12
NUMBER EF TIMES EACK MEC ROUTINE 1S PRECESSED
NYM 1000 ) 0 1318 373 16316 5252 1318 4582 2061 @ N [
AVERAGE TIME EACM RELT[Ne WAITS [N QUFLE FBR SERVICE = IN USECS
use ] 2 24 19 3 5 3 0 [
LEAGEST TIME EACH RELTINE WAITYS [N QUFLF F@R SERVICE « IN USECS
usc 23 0 0 54 430 544 63 42 54 43 9 0

TeTaL TIME MEC 1S BUSY RHQCESSING EACH TYPE @F RBUTINE « IN MSECS
MSC - 26,0 0,0 0,0 13,¢ 13,4 3R, 78,8 19,8 48,7 30,9 n,o 0.0

AVERAGE TIME EACH RELYIMe IS TDLEN BY INTERRUPTS = IN USECS

usc 0,6 0,0 0490 0,4 0,4 ne7 N6 0,2 0,6 0,2 Nen 0,0
LENGEST TIME EACH RELTINE IS IDLED RY INTERRUPTS = IN USECS
use 7 0 4 $ 3 k4 k4 7 7 .0 0
CPL DATA '
CRy i 2 3

TeYAL TIFE EACH CPuU ]S ASSIGNED » N HSECS

us¢ 809576, 575859 406824,

TOTAL TIME ALL PRACESSERS SPENT EXECLTING JNSTRUCTIBNS = 1046343, USECS

TETAL TIFE MEC WAS BLSY « 317519, USEC
FER A SIFPLEX PRICESSOR wITH A FLAATING MEC = TATAL TIME PMS WERE INTERRUPTED BY THE MEC = 0,

NUMBER &F BORAM TO TASK MEMARY | 9ALS = 1348
TETAL YIME SPENY LBALING TASK MEMARY = 231614, USFCS

NUMBER EF DATA REQUESTS « 2061

TBTAL TIME SPENT TRANSFEKRING DATA BETWEEN RAMM AND TASK MEMORY = 240748, USECS

T6TaL TIME PROCESSORS AWk IDLED WAIYING FOR DATA REOUESTS Yé BE SATISFIED = 394781, USECS
TETAL YIFE DATA REQUESTS WAIT |N NUELF FER RAMM M@DULES « 107084, USECS

LENGEST TIME ANY DATA REGUEST WAITS N OLEUE F@R RAMM MADULE = 789, USECS

NUMBER €F SEGMENY REFERENCES » 8770
NUMBER €F PAGE FAULTS » 0
NUMBER €F PAGE JUMPS « 5770

Fig. D50—Triple processor simulation results for the further expanded GE workload using a 4096-word
nonpaged TM and a dedicated hardware MEC



NRL REPORT 7356 107

ELAPSED TIME = 1000000, USECS
TOTAL PMS ASSIGNED = 618

PM 1 4 s 6
NUMBER OF [TERATIONS OF EACH PM
NUM 3 50 20 10 10 10 10 1 1 ] 1 20 20 20 20 20 20 20 20 10

NUMBER OF TIMES EACH PM MISSED ITS COMPLETION DEADLINE

7 8 9 10 11 12 13 14 18 16 17 18 19 20

NUM [} 0 o 0 0 0 (] [ 0 ) (4 0 0 0 0 [ 0 0 0 0
AVERAGE TIME BY WNICH EACH PM BEAT ITS COMPLETION DEADLINE = IN MSECS

MSe 2 19 43 60 %8 72 36 937 S57Y 5§ S2 25 19 18 18 18 18 17 17 a7
SHORTESY TIME 8Y WHICH EACH PM BEAT ITS COMPLETTQN DEADLINE » IN MSECS

MSE 1 18 3% S8 8¢ 72 34 937 ST s %2 25 1Y ir 16 15 15 & 13 37

INTERRUPT DATA

INY 1 2 ' 3 4 5 L] 7 A 9 10 11 12
NUH!E@ OF TIMES EACH INTERRUPT IS SERVICED BY THg MEC

NUM 1000 1 s 138 ] 0 0 131s 2061 2061 0 0
AVERAGE TIME ALL INTERRUPTS WAIT [N QUEUE FOR SERVICE e 03 USECS
LONGESY TIME ANY INTERRUPT WAITS IN QUEUE FOR SERVICE » 6¢ USECS

TOTAL TIME MEC IS BUSY PROCESSING INTERRUPTS « 27932, USECS

MEC ROUTINE DATA

ROU i 2 3 Y s 6 7 A 9 10 1 12
NUMBER OF TIMES EACH MEC ROUTINE 1S PROCESSED

NUM 1000 [ 0 1318 373 1554 8498 131m 11740 206) 0 [
AVERAGE TIME EACH ROUTINE WAITS IN QUEUE FOR SERVICE ~ IN USECS

use k) 0 [ 2 77 2 3 [ 7 H 0 []
LONGEST TIME EACH ROUTINE WAIYS IN QUEUE FOR SERVICE = IN USECS

use 28 ° 0 33 850 962 74 46 T4 43 ° [

TOTAL TIME MEC 1S BUSY PROCESSING EACH TYPE OF RQUTINE =« IN MSECS
mse 26,0 040 0.0 13,2 13,4 373 127,5 19.8 176.1 0.9 0.0 0e0

AVERAGE TIME EACKH ROUTINE 1S IDLED BY INTERRUPTS » IN USECS

us¢ 007  0e0 0,0 042 0o7 0e5 0.6  0s3 0.5 042 30 040
LONGEST TIME EACH ROUTINE 1S IDLED BY INTERRUPTS « IN USECS
use 18 [ [ 7 7 7 7 v 10 3 0 0
CPY DATA
cPu 1 2 3

TOTAL TIME EACH CPU IS ASSIGNED = IN USEcCS
use AO0BTI, 666237, 575199,

TOTAL TIME ALL PROCESSORS SPENT EXECUTING INSTRUCTIONS » 1046343, USECS

TOVAL TIME MEC WAS BUSY = 472091, USEC
FOR A SIMPLEX PROCESSOR WITH A FLOAYING MEC = ToTAL TIME PMS WERE INTERRUPTED BY THE MEC 0.

NUMBER OF BORAM TO TASK MEMORY LOADS = 1318
TOTAL TIME SPENT LOADING TASK MEMORY = 231614, USECS

NUMBER OF OATA REQUESTS « 2061

TOTAL TIME SPENT TRANSFERRING DATA SETWEEN RAMM AND TASK MEMORY - 240748, USECS

TOTAL TIME PROCESSORS ARE IDLED WAITING POR DATA REQUESTS YO BE SATISFIED » 575593, USECS
TOTAL TIME OATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES » 284462, USECS

LONGESTY TIME ANY DATA REGUEST WAITS IN QUEUE FOR RAMM MODULE = 1024, USECS

NUMBER OF SEGMENT REFERENCES = 5770
NUMBER OF PAGE FAULTS « [
NUMBER OF PAGE JUMPS » 5770

Fig. D51—Triple processor simulation results for the further expanded GE workload using a 4096-word
nonpaged TM, a dedicated hardware MEC, and a shared program/data bus
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ELAPSEC TIME » 106C00U§ USEES
TOTAL PMS ASSIGNED 418

PM 1 2 3 4 3 [ 14 8 9 $0 11 12 13 14 15 16 17 .8 19 20
NUMBER GF [TGRAT]GNS OF EACH PM
NUM 334 30 20 10 10 10 i0 1 1 1 1 20 20 20 20 20 20 20 20 10

NUMBER BF YIMES EACM PM MISSED {TS CEMPLEY]SN DEADLINE

NUM 0 ¢ 0 0 0 0 o 1] 0 0 o 0 o 0 n 0 0 0 0 [
AVERAGE TIME BY WHIChW EACH PM BEAT ITS CEMPLET|BN DEADLINE « [N MSECS
MSC 2 19 43 63 9y 73 39 954 40 1] 56 25 14 13 12 11 11 11 11 27

SHERTESY TIME BY WHICH &ACHM PM BEAT [TS COMPLETION DEADLINE « [N MSECS
MSC 1 18 34 61 5% 73 36 9%4 60 58 56 25 13 12 12 11 11 11 10 25

INTERRLPY QATH

INT E 2 3 4 s 6 ? s 9 10 11 12
NUMBER GF YIMES EACM INTHFRUPT 15 SERVICED BY THE MEC

NUM 1000 1 7088 1318 0 0 7088 2081 2061 [ [
AVEAAGE YIME ALL INTERRUPTS WalT [N QUELE FOR SERVICE = 0,3 USECS
LONGEST TIME ANY [NTERRLPT WAITS [N OLELE FGR SERVICE » 7. USECS

TOTAL TIME MEC IS BUSY WRGCESSING INTERRLPTS » 74221, USECS

MBC ROUTINE DATA

rROU H 2 3 . 1] 3 ’ 8 9 10 11 12
NUMBER @F YIMES EACM MEC RPUTINE 1S PRECESSED i

NGM 1000 0 7088 131¥  3I7Y  155M 13050 7088 44EB 2081 0 0
AVERAGE TIME EACH naur;ue WALTS IN QUEUE FBR SERVICE » IN USECS

usc 4 0 44 29 10 7 12 7 0 0
LENGEST TIME EACH RELTINE WAIYTS [N BUELE FOR SERVICE » IN USECS

usc 34 [ #o 3¢ 384 366 93 84 76 55 0 0

TETAL TIME MEC 1§ QUSY RRAGESSING EACH TYPE OF RGUTINE » IN MSECS
MSC 26,0 0,0 35,4 13,2 13,4 37,4 15%,8 406,383 70,3 30,9 040 0.0

AVERAGE TIME EACM RELTINE IS IDLEN RY [NTERRUPTS « IN USECS

vsc .9 040 0.5 0,° 3,8 1,5 1,3 0,4 1.0 0,9 0,0 0.0
LENGEST TIME EaCH R.UY{Nt IS IDLED BY INTERRURTS « 1IN USECS
use 10 0 ? 10 i0 10 ? 7 10 o 0
Cry Dava
CPU i : ? 3
TETAL TIME EACM CPU ]S ASSIGNED - [N USECS
use 884082, 733685, 625995,

T8TAL TIFE ALL PROCESSERS SPENT EXECUTING INSTRUCTIENS » 1046343, USECS

TETAL TINE MEC WAS BLSY o 602966, USEC
FOR A SIVMPLEX PROCESSER WITH A PLOATING FEC » Y@YAL TIME PMS WERE INTERRUPTED @Y THE MEC = 'Y

NUMBER OF BORAM 70 YASK MEMORY LOADS » 7088
TOTAL TIME SPENT LOALING YASK MEMARY = 269344, USECS

NUMBER €F DATA REOVESTS 2061
TOTAL TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMORY = 240748, USECS

TOTAL TIVE PROCESS@AS AKE [DLED WAITING FOR DATA REQUESTS Te BE SATISFIED « 430109, USECS
TOTAL TIVE DATA REQUESTS WAIT [N QUELE FGR RAMM MODULES » 142945, USECS

LENGEST TIME ANY DATA ReGUESY Wa]TS IN OLEUE FRPR RAMM' MODULE = 574, USECS

NUMBER €F SEGMENY REFERENCES « 7088
NUMBER BF PAGE FAULTS o 7088
NUMBER €F PAGE JUMPS » 5770

Fig. D52—Triple processor simulation results for the further expanded GE workload using a 1024-word
paged TM and a dedicated hardware MEC
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ELAPSED TIME = 1000000, USECS
TOoTalL PMS ASSIGNED = 61R

PM 1 ? 3 4 S 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
NUMRER OF ITFRATIONS OF EACH PM

NUM 334 50 20 10 10 10 10 1 1 1 1 20 20 20 20 20 20 20 20 10
NUMRER OF YIMES FACH PM MISSED ITS COMPLETION OEsDLINE

NUM n n [ 0 0 0 0 0 [ 0 o 4 0 0 0 0 L] 0 [ [}
AVERAGE TIME AY WHICH EACH PM BEAT [T1S COMPLETION OEADLINE =~ IN MSECS
Msc 2 18 kL] 60 48 72 28 914 51 4R 21 24 9 8 T s L] 4 L4 3

SHORTEST TIME RY WHICH EACH PM BEAT TS COMPLETION DEADLINE ~ IN MSECS
MSC 1 1A 17 60 16 72 25 914 51 49 21 24 8 6 L 4 3 3 2 2

INTERRUPT NATA

INT ] 21 3 4 5 [} 7 ] 9 10 11 12
NUMBFR OF TIMES EACH INTERRUPT 1S SERVICED HY THE MEC

NUM 1000 1 7088 1318 0 ¢ 0 T08A 2061 2061 [ [
AVERAGE TIME ALL INTERRUPYTS wAIT IN WUEUE FOR SERVICE 043 USECS
LONGFST TIME ANY INTERRUPT WAITS IN QUEYE FOR SERVICE « 7. USECS

TOTAL YIMF MFC [S RUSY PROCESSING INTERRUPTS = 74221, USECS

MEC ROUTTINE DATA

ROU 1 2 3 4 5 6 7 a 9 10 11 12
NUMBER OF TIMES EACH MFC ROUTINE 1S PHOCESSED

NUM 1000 0 7088 131K 373 1556 27450 7088 5459 206l 0 0
AVERAGE TIME FACH ROUTINE WAITS IN QUEUE FOR SERVICE =~ IN USECS

use k4 L] 4 s 130 73 9 L] 14 9 0 0

LONGFST TIME FACH ROUTINE WAITS IN QUEUE FOR SERVICE = IN USECS
use &n 0 49 34 635 733 18 1Al a3 55 [ o

TATAL TIME MEC 1S BUSY PROCESSING EACH TYPE OF ROUTINE « IN MSECS
MSC 26,6 00 35.4 13,2 13¢4 373 411,7 106.3 B1e9 30,9 0.0 0e0

AVERAGE TIME FACH ROUTINE IS IDLED BY INTERRUPTS = IN USECS

use 149 040 0,7 0.7 4,5 1e4 34l 063 140  0e2 0.0  0eb
LONGEST TIME FACH ROUTINE IS IDLED wY INTERRUPTS = IN USECS
usé 10 0., 7 14 7 10 14 7 10 3 o 0
CPU DATA
L0 1 2 3

TATAL TIME EACH CPU 1S ASSIGNED = IN USECS
use 12647, 9082R3., 806237,

TOTAL TIME Al PROCESSORS SPENT EXECUTING INSTRUCTIONS e 1046343, USECS

TOTAL TIME MFC WAS BUSY - 830435, USEC

FOR 3 SIMPLEX PROCESSNR WITH A FLOATING MEC « TOTAL TIME PMS WERE INTERRUPTED BY THE MEC e Qe

NUMAER OF BORAM TQ TASK MEMORY LOADS - 7048
ToTat TIME SPFENT LOADING TASK MEMORY = 269344, USECS

NUMBER OF DATA RERUESTS = 2061

TOTAL TIME SPENT TRANSFERWKING DATA BETWEEN RAMM AND TASK MEMORY « 240748, USECS

TOTAL TIME PRNACESSNRS ARE INLED WALTING FOR DATA REQUESTS TO BE SATISFIED = 477476, USECS
TOTAL TIME DATA REQUESTS WAIT IN QUEUE FOR RAMM MODULES = 179277, USECS

LONGESY TIME aNY DATA REQUEST wAITS IN QUEUE FOR RAMM MODULE - 624, USECS

NUMRFR 0OF SFGMENT REFERFNCES = 7088
NUMAFR OF PAGFE FAULTS - 7088

NUMRER OF PARF JUMPS = 5770

Fig. D53—Triple processor simulation results for the further expanded GE workload using a 1024-word
paged TM, a dedicated hardware MEC, and a shared program/data bus
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ELAPSEL TIME = 1000700, USECS ]
TETAL PPS ASHIGNED T 618 |

PHM 1 2 3 4 2 6 ? 8 9 10 11 12 13 14 15 16 17 18 19 20
NUMPER GF [TERAT[UNS PF £ACH PM

NyUM 334 50 20 10 10 10 in 1 1 1 1 20 20 20 20 20 20 20 20 10

NUMRER €F TIMES E£AGH PM PISSED 1TS CEMPLETION DEADLINE
NLM 0 0 0 0 v o n 0 0 o 0 0 n 0 o [} ] 4 ] 0

AVERAGE JIME HY WHICh EaCn PM HEAT 17S CEMPLETIGN DEADLINE o [N MSECS
MSC 2 15 49 66 6¢ 73 49 956 62 L] 58 25 15 14 14 14 14 14 14 32

SKRECRTEST TIME HBY WHAICH EBACH PM REAT ITS COMPLETILN DEADLINE = IN MSECS
MSC 1 18 a5 65 b 73 4K 956 62 60 58 25 14 14 14 t4 14 13 13 29

INVERRLPT [aTa

O 1 ? 3 4 5 & ? 8 9 10 11 12
NUMBER €F TIMES EACK INTERRUPT 1S SERVICED RY THE MEC :

NLM in00 1 6174 131k n o 0 6174 2061 2061 1] o
AVERAGE YIME ALL INTERRUFTS WAIT [N OLFLE FOR SERVICE 6,3 USECS
LENBEST TIME ANY [NTERRLPT WALTS [N QUFLE FUR SERVICE « 7. USECS
TETAL TIME MEC 1S BUSY YHOCESSING INTFRRLPTS « 67640, USECS

MFC RELTINE DATA

RBU 1 2 3 4 5 A 7 8 9 1 12
NUMPER €F TIFMES £ACHM MEC ROUTINE 1S PRECESSFD i

NyM 1000 0 6174 1318 373 1586 10160 6174 4372 2061 0 [
AVERAGE TIME £ACH REBULTIM: WAJTS IM OLFUF F@R SERVICE « IN USECS

(1314 3 [ 3 3 30 21 8 L3 10 5 0 0
LENREST TIME EACW RELTINE WAITS IM QUFLFE FBR SERVICE - IN USECS

use 24 0 b1 2 260 347 &5 58 94 5% a 0
TETaL TIVE MEC IS gloY PRACESSING EACH TYPE OF RGUTINE = IN MSECS

MSC 26,0 0,0 $0,9 13,¢ 13,4 3IA,¢ 352,4 92,6 65,6 30,9 0,0 0,0
AVERAGE TIME EACH RFLTIME IS JDLEN RY INTERRUPTS « IN USECS

ysc 1,7 0,0 0,4 0,® 3,6 1,4 1,2 0.4 1.0 0,8 n, o 0,0
LENGEST TIME EACH RELYIN: 1S {DLER RY IMTERRUPTS < IN USECS

usc 7 / 10 10 pY] 7 10 7 o 0

CPL CATA

cPU 1 2 3
TEYAL TIVME EACH CPU IS ASSIGNED « [N USECS

usc a33764, 693128, 520890,

TeTaL TIME ALL PRUCESS@WHS SPENT EYECULTING [NSTRUCTIANS o 1046343, USECS

TEYAL TIME MEC WAS BLSY = 530487, USEC

FBR A SIVMPLEX PROCESSAR w]TH A FLAATING MPEC = TOTAL TIME PMS WERE INTERRUPTED BY THE MEC = LN

NUMRER OF BORAM T TASK MEMORY (SALS = 6174

TETAL TIFE SPENT LOACING TASK MEMARY = 234612, USECS

NUMBER @F DATA REQUESTS » 2061 ¢

TRYAL TIME SPENT THANSFERRING DATA RETWFEN RAMM AND TASK MEMQRY » 240748, USECS

TAYAL TIME PH@CESSYRS AWE IDLFD WAJTING FOR DATA REQUESYS Te BE SATISFIED < 420493, USECS
TOTAL TIME DATA REQLESTS WALIT IN nURUE FER RAMM MADULES = 127592, USECS

LONGEST TIME ANY DaTA REGUEST WAITS [N OUEUE FOR RAMM MODULF « 582, USECS

NUMBER BF SEGMENT REFERBNCES = 7088
NUMAER BF PAGE FAULLTY o 6174
NUMRER GF PAGE JUMPS - 57178

Fig. D54—Triple processor simulation results for the further expanded GE workload using a 2048-word
paged multiprogrammed TM and a dedicated hardware MEC
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EFAFSEy [0y = TUnaagr . Jsies
TATAL PMS ASSTLNLD = 615
1 3 ? 4 S o 7 ] 7 10 11 12 13 14 15 16 17 t8
NUMBER aF TTcWaTlw FF LACH PM .
384 5S¢ 21 1 10 1v 1n 1 1 1 1 20 20 20 20 20 2n 20
NUMEER @V TALES EACH P MISSEN 115 CYPLETIAN BEANL INE
0 v 9 © ] " 0 L} 1] n 0 n 1] ] )] 0 0
AVERAGE TIME 3y WHITh £AUM PH O BEAT [T Cu™PLETIAN BEADLINE = [N “SECS
2 19 47 AL B3 78 %6 98 52 a9 52 2%  in 10 10 9 B 8
SHORIFST TE4E BY Wrlyi FACA PN BreAl [TS CIMPLETION NDEABLINE - IM “SECS
1 10 81 59 22 78 $4 928 5P 49 32 25 9 8 7 5 5 4
INTRARLPT LaTls
1 2 3 4 s 6 7 8 9 10 11 12
NUMBES 8Y T1aFs LATH 14Te®RUPT I35 SERVICED ®y THE MFC
1009 1 61l6 1315 " bl 0 6116 2nb8 2058 n n
AVERAGE 1 TME Apy TWTeRRUPTS Wall [N NUFUE FgR SERVICE - 0,3 USECS
LANGEST TTMF ANY  1NTFRRUYPT wAlTS IN NOUEUE FAR SERVICE - 7. USECS
ITATAL TIAR He” IS (UnY PREACKESSING [NTFRRUPTS - 67190, USECS
MEG RAYTINE LATA
b 2 3 4 5 6 7 8 9 10 11 12
NUMAER @F [FA55 LACH “EC 2gUTINF 1S PHGCESSFy
10u2 o6 LLA 1815 377 1554 23415 6116 5268 2058 n 0
AVERAGE TTMF FACH R9UTIME WAITS 1M SUFUR FYR SERVICE - N USECS
5 n 4 4 123 62 ] ] 14 7 n o
LANGEST 1115 SACH RAyTIdt J40TS [% JUEUR FYR SERVICE - IN USECS
$1 [ 43 34 1N94 1187 85 66 71 55 n 0
TATAL TIME HEC [$ BLY FRACESSING EACH TYPE oF RQUTINE - IN MSECS
26,n 9,0 39,6 13,9 1%.4 37,4 351,2 91,7 79.0 40,9 o,n n.n
AVERAfRC 1M FACH RAuT|Ne IR TPRLED 8Y [YTERRUPTS - IN LSECS
2.0 9.0 3.9 0.7 3.9 1.5 1.0 0.3 1.0 0,2 0.1 n,n
LANGEST 11ME FaCh ROULTINE IS TDLEN BY [NTERRYPTS - IN USECS
in ] 7 7 in 1n 14 7 10 7 n b
CPU DATA
1 2 3
TATAL TIME EACH CPU [S ASRIGNFD - [n YSECS
R67835, R36529, 7310950,
TATAL TIME ALL PHICESSYRS SPENT EXECUTING INSTRUCTIANS - 1044697, USECS

TATAL TIME MEC wAS GLSY - 740739, USEC

FAR A SIMPLEX PRGCESSAR WITH A FLAATING MEC - TATAL TIME PMS WERE [NTFRRUPTED BY THF MEf =

NUMBER MF BORAM 1P TaGK HEMERY LoADS = 6116

[ATAL TiME SPENT LJAuTus TASK MEMARY = 232408, USECS

NUIMBER OF DATA REQURSTS - 2058

TATAL TIMF SPFENT TRAGSFERRING DATA AETWEEN RAMM AND TASK MEMORY - 240649, USECS

TATAL [{ME PRACESSERS ARE IDLFU WAITING FAR DATA REQGUESTS TH BE SATISFIED - 464729, USECS
TATAL TIME DATA REQUESTS WAIY I[N QUEUF FOR RaAMM MODULES =~ 169147, USECS

LANGEST TIMFE ANY DATA RFQUEST WAITS 1M QUCUE FOR RAMM MADULFE ~ 1265, USECS

NUMBER OF SEGMENT REFFRENCES - 7085

NUMBER At PAGE FayLTs =~ 6116

NUMBER @QF PAUF JUMPS - 57740

111

19 20
20 10
n 0
A 12
4 10
0,

Fig. D55—Triple processor simulation results for the further expanded GE workload using a 2048-word

paged multiprogrammed TM, a dedicated hardware MEC, and a shared program/data bus
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ELAPSEL TI4F = tongfan, yser§
TATAL PMS ASS1G™ED = 613
PM 1 é N 4 $ © Y & 9 10 13 1tz 13 14 15 16 17 18 19 ?¢
NUMEER BF [ TERAT| NS AF EACK Pw
NUM 334 50 C 20 a¢ 1" 3y 1N 1 1 1 1 20 20 20 20 20 20 20 2% 10
NUMBER OF TINFS £ACH P4 “TSSE™ 1TS CO'PLETEAN UEADLINF
NUM 0 u " ¢ 0 u 0 n [ o 0 n [ 0 0 n 0 " 0
AVERAGE TIME 2Y WWI0A EACH BM BFEAT ITS COYPLETI®Y DFEADLINE - [N MSECS
MsC 2 19 49 A9 6H 74 95 9K 7N kB 67 PS5 24 23 23 23 23 23 23 54
SHERTEST TIML BY WHICH FACH PY BEAT [¥S CAMPLETIQV NEADLINE = IN “SFCS
MSC 2 19 49 AB 8% 72 D3 9s5  In ka 87 25 23 24 2n 20 20 20 2n 5%
INTERRLPT DATa
INT 1 ? 3 4 s 4 7 a 9 10 11 12
NUMRE® OF TINES EACH IWTEPWLPT tn SFRVICEN %y THE MFC
NUM 1e0r 1 2048 131K Bl 1 noo2n3R 2ne1 2061 n t
AVERAGE TIME ALl IKTERRUPTS WALT 4 TWFUS FgR SERVICE - 0,2 USFCS
LONGEST TIME ANY INTERQUPT WwAlTS 1M QGEUE FuR SERVICE « 7. USFCS
TATAL TIMF ¥p0 15 6BUYSY PRACF3S[MG [uTTRAUPTS - 3A221, USECS
FEC RAYTING DATA
RoU 1 2 3 a s 5 7 R 9 10 1t 12
NUMBE? AF TINES BACH MEC QyUTINF 1S PRGAESSF)
NUM 1000 0 2087 1318 X/ 1A37  zADR 2038 4337 2061 r L]
AVERAGRE TIMF EACH ROUTINE WAITS [% QUEYE F@F SERVICF - IN USECS,
ust 1 I 2 2 a 10 5 ¢ 4 [ n
LANGEST TIME SACH R°uTive AAITS 14 WUEUE F@® SERVICE - IN USECS
usc 31 0 44 39 153 290 63 58 6R 66 n L]
TATAL TIMF MeC 15 BUSY PAACESAI'u EACY TYPE @F RQUTING = [N MSECS i
M5C 26,0 n,p 10,4 13,2 13,4 39,3 37,° 31,3 72,6 3n,9 6,n nan
AVERAGE T1#E FACK RAUTINE [§ TDLEM AY IYTRAIYPTS - Iv YSECS i
usc 0,9 n,n 0,2 n,4 1,1 n,8 2,7 n,4 r,7 0,3 o,r aLn
LANGEST TI1VE FACe RAUTIVE (S TOLEN 3Y JNTFRRUPTS - IN USECS ;
ust 19 0 7 7 11 7 7 7 7 7 Ll n
i
CPU DATA
cPU 1 2 3
TATAL TIME EACH CPJ S ASSIGNFD = [N JSFCS
ust 747593, 505271, 74538,

TATAL TIME ALL FrACESSAAS SPEMT EYERUTIIG JWSTRUCTIANS = 1446343, URECS

TOTAL TIME “EC wi§ AuSY - 312217, LSE"

FAR A SIMPLFA PP=CEGSPR «ITH & FLAATING MEC = TRTAL TIME PMS WERPE [MTERRUPTED BY THF MEC = a

NUMPER OF RArAM TA TASK F)ARY [ JADS o 2020

TATAL TIME SFENT LBADT 43 TASK MEMIRY - 79344, USFCS

NUMEER] @F NaTs RrAUEsSTs - 2701
1ATAL TIME SPENT TRANSFENPING DATA RETwTE'M PaAMM AMD TASK MEMURY -  24074R, USECS

TATAL TIME PRACESIBIS ARk [NLFD walTiMG FOR DATA RENUFSTS TA BE SATISFIED - 402531, 1ISFCS
TATAL TIME DATA nEGUESTS wAIT [ TUFUE F@R RaAMi4 MADULES = 113524, USERS

LANGEST TIMF ANY MATA 3ELUEST waAlTS % JWEYE FOR RAMM MODULE - 632, USECS

NUMEER Af SFEGVENT REFEREATES = 70848
NUMEER 9F PALF $aulTS = 2u%p

NUMEER 3F PALE JuvPS - 770

Fig. D56—Triple processor simulation results for the further expanded GE workload using a 4096-word
paged multiprogrammed TM and a dedicated hardware MEC
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ELAPSED TIME » 1000000 USECS

TETAL PMS ASSIGNED = 618

3 4 3 ] 7 8 9 10 11 12 13 14 15

4 2
NUMBER EF [TERAYIONS OF EACH PM

334 59 20 19 19 10 in 1 1 1 1 20 20 20 20

NUMBER EF TIVMES EACH PM MISSED ITS CEMPLEYION DEADLINE
o 0 Y 0 0 0 [ 0 0 0 0 9 d 0

AVERAGE TIME BY WHICh EACH PM BEAT ITS CEMPLET]BN DEADLINE « [N MSECS
19

49 65 63 73 49 956 62 60 58 25 21 28 21

SHERTEST TIME BY WHICH EACH PM BEAT TS COMPLETIGON DEADLINE = |N MSECS

1 15 49 65 57 73 47 956 62 LY] 58 25 16 16 15

INTERRLPT DATA

1 2 3 ‘ 8 8 7 ] 9 10 11 12
NUMBER €F YIMES EACH INTERRUPY 1S SERVICED BY THE MEC
1000 41 224p 1318 0 4 0 2240 2083 2061 0 0
AVERAGE TIME ALL INTERRUFTS WilY 1IN OUELE FOR SERVICE o 0,2 USECS
LENGEST TIME ANY INTERKLRY WalTYS [N OLFLE FOR SERVICE = 7. USECS

TeTaL TIME MEC IS BUSY PROCESSING INTERRLPTS = 39316, USECS

MEC ROUTINE DATA

1 2 3 ‘ 5 ) ) 8 9 10 1 12
NUMBER €F TIMES EACH MEE ROUTINE 1S PRGCESSED
1600 0 2240 1318 373 1624 6542 2240 5395 2061 0 0
AVERAGE TIME EACM ROLTINE WAITS [N OUFLE FOR SERVICE = IN USECS
2 ] 19 20 s s ? 4 0 []
LONGEST TIME EACH RELTINE WAITS IN OLEUE F@R SERVICE = IN USECS
) 4 32 443 33 63 58 68 4 [] [}

TETAL TIME MEC 1S BUSY PROCESSING EACH TYPE BF RGUTINE « IN MSECS
26,0 0,0 11,2 13,2 13,4 39,0 98,1 33,6 80,9 30,9 0,0 0,0

AVERAGE TIME EACH RGUTINE IS IDLED RY INTERRUPTS « IN USECS
0,9 0.0 . 0,3 0.,¢% 1,2 0,7 8,7 0,3 0,7 0,3 0,0 0,0

LENGEST TIME EACH RSLTIBE 15 lDLEn BY INTERRUPTS » IN USECS
? 7 in 10 ? 10 7 0 0

CPL DATA
1 2 3

TETAL TIME EACH CPU 15 ASSIGNED « IN USECS
776992, 562824, 401970,

TeYAL YIME alLL PRACESSOHS SPENT EXECLTING JNSTRUCTIONS « 1046343, USECS

YETAL TIME MEC WAS BLSY 385470, USEC

FBR A SIMPLEX PROCESSAR n]TH a FLAATING MEC = TOTAL TIME PMS WERE [NTERRUPTED BY THE MEC «

NUMBER €F BORAM YO TASK PEMERY LOADS -~ 2240
TOTAL TIME SPENY LOAGING TASK MEMPRY « 85120, USECS

NUMBER €F DATA REQUESTS 2061

TeT4L TIME SPENT TRANSFERRING DATA BETWEEN RAMM AND TASK MEMBRY = 240748,

TeTalL TIME PROCESSORS AKE IDLFD WAITING FOR DATA REOUESTS T® BE SAYISFIED e

TETAL TIME DATA REQUESTS WAIT IN QUELE FER RAMM MBDULES e 131568, USECS
LONGESY TIME ANY DATA RECUEST WAITS [N QLEUE PBR RaMM MBDULE - 1245,

NUMBER €F SEGMENT REFERENCES = 7088
NUMBER EF PAGE FAULTS - 2240
NUMBER €F PAGE JUMPS - 5770
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Fig. D57—Triple processor simulation results for the further expanded GE workload using a 4096-word

paged multiprogrammed TM, a dedicated hardware MEC, and a shared program/data bus
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