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ABSTRACT

The equations and other information required for calculation of
"basic" radar maximum range are presented. The term "basic" here
refers to the range for somewhat idealized conditions, assuming no
losses due to clutter of other targets, rain, sea return, jamming, inter-
ference, or anomalous propagation effects. Several conventions for a
standardized basic range calculation are proposed, relating to such fac-
tors as the system noise temperature, atmospheric absorption loss,
atmospheric refraction, rough- sea reflection coefficient, and "visibility
factor" for cathode-ray-tube displays. An attempt is made to provide
a set of standardized, unambiguous, and mutually compatible range-
factor definitions. An appendix presents a work-sheet for range cal-
culation, together with curves, tables, and auxiliary equations needed
for evaluating some of the range-equation quantities. This is Part 1 of
a two-part report, and is intended primarily to provide the basic infor-
mation needed for range calculation. Part 2, to be published later, will
treat topics that are important in some but not all applications and will
present detailed derivations of some of the propositions stated without
proof in Part 1. Additionaldetails on sometopics are contained inthree
previously published reports, NRL Reports 5601, 5626, and 5668.
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A GUIDE TO BASIC PULSE-RADAR MAXIMUM-RANGE CALCULATION

PART 1 - EQUATIONS, DEFINITIONS, AND AIDS TO CALCULATION

INTRODUCTION

In a Memorandum Report (1) published in November 1960, reference was made to a
more comprehensive report in preparation, on the subject of basic pulse-radar maximum
range calculation. Subsequently, it was decided that some of the subtopics of this subject
should be treated in separate reports, both to make the information available more quickly,
and to avoid publishing a single report of excessive bulk. Three such subtopic reports
have been published (2-4), on the subjects of atmospheric absorption loss, atmospheric
refraction, and noise temperature calculation. (None of these reports are intended as
general treatises on the subjects, but are attempts to provide the bases needed for radar
range calculation.) Brief accounts of these matters have also been published in journals
of the Institute of Radio Engineers (5-7).

A considerable demand for additional copies of the Memorandum Report led to a re-
printing, in June 1961 (with a 3-page addendum), and at the present time it is again out of
print. Engineers of the Bureau of Ships have requested an additional quantity of this re-
port, to be used as a guide for radar-system contractors. Instead of reprinting it again,
however, it was decided to publish essentially the same material, with some minor revi-
sions and additional material, as Part 1 of the "comprehensive" report.

This report therefore is partly a reprinting of the "interim" memorandum report,
but is now interim only in the sense that it does not contain full explanations of some mat-
ters which will be more thoroughly treated in Part 2, along with some details of the range-
calculation problem not treated. in Part 1.

There has been some updating, compared to the Memorandum Report, in the areas
of noise-temperature calculation and atmospheric absorption. Additional information has
been included on calculation of pattern-propagation factor, on radar cross section, blip/
scan ratio, cumulative probability of detection, noise jamming, and range-calculation
accuracy. The emphasis is on the essential information required for basic range cal-
culation. Part 2 will treat some less-fundamental topics (less fundamental only in the
sense that they are not encountered in every range-calculation problem). It will discuss
in more detail the calculation of various losses that occur, and extension of the range-
calculation technique to some special cases.

Several "conventions" are proposed in the report. It is necessary to adopt conven-
tions if standardized range calculations of competing systems are to be compared, on a
common basis. If the conventions do not exist, every engineer who attempts to calculate
the range of a radar' faces a number of difficult decisions as to the environmental assump-
tions he should make, and different engineers will make them differently. Standardized
and unambiguous definitions of range-equation quantities are also needed, formulated to
be mutually compatible. Otherwise the same physical effect may be incorrectly included
in two or more different parts of the equation - for example, antenna dissipation losses,
which may be included in the definition of antenna gain or in transmission-line loss but
should not be in both. Numerous other examples could be cited.
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Care has been taken to preserve compatibility and avoid ambiguity. At the same
time it is realized that in an engineering approach to radar range calculation absolute
rigor is not feasible, and numerous departures from it could be pointed out. However,
these departures are of no consequence in the great majority of practical cases.

Conventions are proposed for antenna noise temperature, atmospheric absorption
losses, atmospheric refraction, the reflection coefficient of a rough sea, and "visibility
factor" for cathode-ray-tube displays of the A-scope and PPI type. The conventions pro-
posed are not completely arbitrary. They attempt to be representative of typical or aver-
age conditions, or results encountered in practice. They are so devised that their use
will always represent a condition that would be well within the range of variation that
actually occurs in practical and ordinary experience. Yet, the entire convention may not
represent a set of conditions which would simultaneously exist at any one time for all
values of parameters involved (e.g., frequency, number of pulses integrated, elevation
angle, etc.). But this is an acceptable aspect of conventions.

The type of range calculation to which most of the material of this report applies is
termed "basic" because, while it is a starting point for range calculations of more com-
plete operational significance, it does not take into account many of the factors that are
operationally important, such as "clutter" echoes, jamming signals, and various
fluctuating-signal factors, except in a rudimentary way. At the same time, the range
calculated by the methods to be presented will have some operational significance. The
probabilistic aspect of detection range is recognized, and the equations are written in
terms of the range for 0.5 probability. This has acquired some status as a convention
for comparative range calculation, partly because of its convenience from several points
of view. The choice of a convenient basis for such comparison is justifiable, because any
value adopted as a standard for system comparison is basically arbitrary.

The full operational performance of the radar can only be described in terms of
range vs probability curves. At present, such curves may be obtained, with reliability,
only by experiment, and the additional information that they convey is related as much as
to the characteristics of the target and possibly the propagation medium as to the radar
itself. The primary emphasis here is on calculation of the range performance of the
radar per se. This is not wholly possible, of course. The environment cannot be ignored.
However, a "simple" and "standard" environment is assumed, one which is as realistic
as possible without excessive complication.

The report applies primarily to radars in the frequency range 100 to 10,000 Mc. In
particular, the antenna- noise-temperature and atmospheric - absorption- loss conventions
are restricted to this range. At lower frequencies the extremely variable effect of the
ionosphere, and at higher frequencies the effects of variation of atmospheric water-vapor
content, preclude the establishment of acceptable conventions for these factors. How-
ever, the basic calculation technique and much of the auxiliary material are applicable
over a greater frequency range. (In fact, absorption-loss curves are given for frequen-
cies well above 10,000 Mc, but are not proposed as conventions because of the variability
that will occur from place to place, day to day, and season to season.)

A note on various meanings of the words "detect," "detector," and "detection" is
desirable prior to some of the discussion contained in this report. There are two dis-
tinct meanings and several shades of meaning of these terms. The two definite catego-
ries of meaning of "detector" are: (a) the device that "demodulates" an rf or i-f signal
(as exemplified by the "second detector" of a superheterodyne receiver, which is often
simply a rectifi0.r) and (b) the "decision making" device that usually follows the demod-
ulator. This may be an automatic threshold device, automatic processing equipment of
more complicated nature, or the eye-brain combination of a human observer of a cathode-
ray-tube display. Similar distinctions apply to the terms "detect" and "detection." It
will be assumed in most of the report that the meaning to be understood will be evident
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from the context. In some cases where confusion might otherwise result, the phrase
"detection-decision" will be used in place of detection alone when the second category of
meaning applies.

There is another distinction that may sometimes be important in operational anal-
ysis of radar detection. A target may present a detectable echo and yet not be detected.
Thus, in this type of analysis, detection is said to have occurred only when the presence
of a target is realized and reported by a human being, as distinct from the fact that an
echo signal of a certain strength has been received. The problem to which this report is
addressed is to determine the range at which a detectable signal will be received from a
target of known statistical cross-section value under standardized propagation conditions.
This is of course only a first step in constructing a complete operational theory of radar
performance, but it is a necessary step.

The emphasis of the report is on calculation of the range of pulse radars, and espe-
cially those whose antennas are not at a high elevation. Much of the material is useful,
however, for calculation of the range of other classes of radars."

RANGE EQUATIONS

The fundamental radar transmission equation is found in standard texts such as that
of Kerr (Ref. 8, p. 35, Eq. (28)), and is reproduced here in Kerr's notation:

Pr G 2 X2 cF 4  (1)
Pt (4r) 3 R4

The symbols have the following definitions:

Pr - received-signal power

Pt - transmitted power

G - antenna power gain (relative to an isotropic radiator)

X - wavelength

a - radar cross section of target

F - pattern-propagation factor; ratio of actual field strength, E, at target, to field
strength that would exist, E., for a free-space propagation path of the same
distance and direction

R - radar-to-target distance (range).

The quantities of this equation are to be expressed in any consistent set of units, e.g.,
watts and meters. Also, Pr) Pt, and G refer to power actually radiated by the antenna
and received by the antenna aperture (ahead of any ohmic losses). It is assumed that the
same antenna is used for transmitting and receiving.

*For a discussion of the calculation of range on a more general basis, see J. J. Bussgang
et al., "A Unified Analysis of Range Performance of CW, Pulse, and Pulse Doppler
Radar," Proc. I.R.E. 47:1753 (Oct. 1959).
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A General Radar Equation

For practical calculation, it is more convenient to employ "mixed" units, to speak of
radar frequency rather than wavelength, and to define Pt at least, and possibly Pr, in
terms of quantities measured at transmitter and receiver terminals rather than at the
antenna aperture. In many practical cases, different antennas are used for transmission
and reception. Also, it is more convenient and customary to deal with signal-to-noise
ratio, S/N, than with absolute received power level, through the relationship

S/N = Pr/PN, (2)

where PN is the effective input noise power to the receiver, i.e., the output noise referred
to some point in the predetection portion of the receiving system, at which the received
signal is to be measured or calculated. One may then derive the following equation from
Eq. (1) in a direct and simple manner:

_t(kw) Gt Gr aFt F 2 1/4

R = 726.8 2 ..... .. (3)

L MC TN (S/N) Bkc L

The symbols in this equation are defined as follows:

R - range of target from radar, nautical miles (ray-path distance)

Pt(kw) - transmitter output power, kilowatts (average power of cw radar, pulse
power of pulse radar)

G t, Gr - transmitter and receiver antenna directive power gains; power gain rela-
tive to an isotrope with the same total radiated power

- radar cross section of target, square meters

Ft, Fr - pattern-propagation factors for transmission and reception; ratio of field
strength (e.g., electric intensity, at the target for Ft, or at the receiving
antenna for Fr) to the value that would exist at the same range in free
space, in the maximum gain direction of the antenna beam, but with the
same absorption loss as in the actual case (see Ref. 8, pp. 34-41)

fmc - radar frequency, megacycles

TN - system noise temperature, degrees Kelvin, representing total receiver out-
put noise power referred to some point in the receiving system ahead of the
selective circuits (receiver input terminals); the total noise is composed of
antenna noise, transmission-line thermal noise, and internal noise of the
receiver

S/N - ratio of signal power at reference point chosen for TN to noise power re-
ferred to same point, k TN B;* the signal power is on a cw basis or a pulse
basis, consistent with the basis used for Pt

"The noise power is k TN BN watts, where k is Boltzmann's constant, 1.38 x 10-23 watt-seconds per cycle-per-second, and BN is the receiving-system overall noise bandwidth,
cycles per second.
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BkC - receiver predetection bandwidth, kilocycles; this is actually the noise band-width,;" but in practice the half-power bandwidth is sufficiently accurate in
most cases

L - power loss factor, expressing total system losses; it will usually be the
product of numerous specific loss factors; power loss factor is here de-
fined as the ratio of power input to power output of the lossy element of the
system; hence, L _ 1.

If the range is desired in other units, the following numerical factors may be used in
place of the factor 726.8:

Range Units Numerical Factor Loglo

Statute miles 836.4 2.922

Kilometers 1346 3.129

Thousands of yards 1472 3.168

Thousands of feet 4416 3.645

This equation is not a "maximum range" equation in the usual sense. It expresses
the range at which a signal-to-noise power ratio of value S/N will appear at the receiver
input terminals when the target cross section is a. For pulse radar, it applies to indi-
vidual pulses. This equation is quite general, in that it applies to cw as well as pulse
radars. For "modulated carrier" systems it refers to the signal-to-noise ratio at an
instant of time, delayed with respect to the instant that the transmitter power was Pt by
a time equal to 2R/c, where c is the velocity of electromagnetic propagation (strictly, it
is the average velocity over the actual propagation path). Or, if Pt is the average trans-
mitter power, then S/N refers to the average received signal-to-noise ratio when the
range is R.

Caution is necessary in using this equation because of the limited significance of the
signal-to-noise ratio at the receiver input. In most applications, it is the output signal-
to-noise ratio that determines the success or failure of the reception. The "noise" in
the power ratio S/N of Eq. (2) is the output noise power, referred to the input; but, the
"signal" is the receiver input signal power, which is the quantity that is usually known or
readily calculable.

To write the equation in terms of output signal-to-noise ratio, (S/N)out, it is neces-
sary to know the effect of the receiver passband on the signal power (from the pure
filter-theory point of view, apart from any amplification that occurs). This is a problem
that requires consideration of the signal waveform, the filter transfer characteristic, and
the nature of the use to be made of the output of the receiver, i.e., the characteristics of
the intelligence- extracting process.

*SD. 0. North, The Absolute Sensitivity of Radio Receivers, RCA Review, Jan. 1942, p.
334. As therein defined, the noise bandwidth is

BN = Go JG(f) df
0

where Go is the receiver power gain at the nominal radar frequency andG(f) is the power
gain at frequency f. "Predetection" bandwidth means the overall bandwidth of the receiv-
ing system, including the antenna, up to the detector (demodulator). It is assumed that
the postdetection (video) bandwidth is equal to at least half the predetection bandwidth.
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From these considerations it is in general (or in principle) possible to determine a
value of (S/N)out that is required for successful operation, and to express it in terms of

a required value of S/N, the input signal-to-noise ratio. This expression may (or gener-
ally will) contain a factor accounting for the effect of the receiver tuned circuits on the
required value. Equation (3) simply assumes that this required value is known, by sepa-
rate analysis of the problem, and is thus available to "plug in" to the equation.

As written, Eq. (3) applies to "monostatic" radars (transmitter and receiver at ap-
proximately the same location). Only a minor change is required to make it apply to
bistatic radars: the range R is replaced by VRtR,-- where R t is the distance from trans-
mitter to target and Rr the distance from target to receiver; and the monostatic radar
cross section, o- (or o-m) is replaced by ab, the bistatic radar cross section of the target.

Equations will now be shown in which the "required value" of S/N is expressed in
terms of quantities specifically adapted to pulse radar.

Pulse-Radar Equation for Cathode-Ray-Tube Displays

The foregoing equation can be modified to give a "maximum" detection range for the
case of a human observer and a cathode-ray-tube display of signals and noise, taking
into account (implicitly) the effect of integration of a train of received pulses (an effect
that automatically occurs due to the characteristics of the human eye and brain, as well
as persistence of the cathode-ray-tube phosphor).

The following equation is a modification of the one presented by Norton and Omberg
(9). It is here written for a specific probability of detection, or, in the case of a scanning
radar, blip/scan ratio:

2 2 1/4

R50 129 2 t(kw) T- sec Gt Gr 0-50 (sq m) Ft Fr (4)
5 0  2fMc TN Vo(sO)CB L

The quantities that differ from those of the preceding equation are:

R5 0 - range, nautical miles, for 0.5 probability of detection, or 0.5 blip/scan
ratio in the case of a scanning radar

Tps -. radar pulse length, microseconds; ordinarily, the pulse duration betweenhalf-power points

5 0 ( §q m) - the median value of the target cross section, square meters

Vo(s0 )  "visibility factor" for 0.5 probability of detection, optimum bandwidth;
ratio of minimum detectable pulse energy (watt-seconds) at the receiver
input terminals to noise power per unit bandwidth .(watts per cycle-per-
second) referred to the same terminals; also, ratio of minimum detect-
able signal power to noise power in a bandwidth equal to the reciprocal
of the pulse length* (see Figs. 1 and 2)

CB - bandwidth correction factor, equal to one when the bandwidth is optimum,
otherwise greater than one (see Fig. 3).

*That these two definitions are equivalent is shown later, by Eq. (7). The first form of
definition is the one used originally by Norton and Omberg (9). The second form is used
by Lawson and Uhlenbeck (10). Though it is not there called visibility factor, the curves
of Figs. I and 2 are based on data published in Refs. 10 and 11.
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Fig. I -Visibility factor Vo(50)d b for type-A cathode-ray-tube
display; based on Figs. 8.2 and 8.23 of Ref. 10, or Figs. 1 and 4
of Ref. 11. The values given in Fig. 8.23 for B- - 1.2 have been
adjusted to 0.5 probability in accordance with Fig. 8.2.

If the range is desired in other units, the following numerical factors may be used in

place of the factor 129.2:

Range Units Numerical Factor Loglo

Statute miles 148.7 2.172

Kilometers 239.3 2.379

Thousands of yards 261.7 2.418

Thousands of feet 785.0 2.895

The product Pt r- appearing in Eq. (4) will be recognized as the transmitter output
pulse energy. In the Norton-Omberg equation this was condensed to a single symbol, Et,
but the separate symbols are used here because radar system parameters are custom-
arily specified in this form.

The pulse energy appears in the visibility-factor definition, although the definition
can also be stated in power terms. Either is equally correct, and for some purposes the
power representation is more convenient. The energy formulation is particularly useful
for radars of the so-called "chirp" or pulse-compression type, where some ambiguity of
definition of pulse power and pulse -length could arise. However, for such radars the pulse
power and pulse length may be used if care is taken to avoid inconsistency from the energy
standpoint.
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Fig. 2 - Visibility factor V(50)db for PPI cathode-ray-tube display (applicable to
intensity-modulated displays generally); based on Figs. 8.2 and 9.2 of Ref. 10 or
Figs. I and 21 of Ref. 11, adjusted to 0.5 probability and extrapolated to single-
pulse detection, with slight revision of slopes at ends of curve

Pulse-Radar Equation for Automatized-Detection Radars

The preceding equation is not actually restricted to radars with cathode-ray-tube
displays, but is more specifically adapted to them. The curves for Vo as a function of
number of pulses integrated, Figs. 1 and 2, are experimental curves, applicable only to
cathode-ray-tube displays with human observers. They are characterized by a proba-
bility of detection (0.5), but not by an explicit false-alarm probability.

It is possible, however, to calculate a signal-to-noise ratio required at the input
terminals of the receiver detector (demodulator, rectifier) for specified probability of
detection and false-alarm probability. Such curves are often associated with the work of
J. I. Marcum (12), who probably was the first to compute and publish them, in 1947,

i: "'ii] :L'
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Fig. 3 - Bandwidth correction factors for cathode-ray-tube indicator and
human observer. The factor c. (expressed as a power ratio) applies to
V0(50 ) in Eq. (4), and c S (power ratio) applies to (S/N)o(S0) as in Eq. (9).
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although the concepts and basic techniques of calculation were described by D. 0. North
in 1943 (13).

Curves of this type, calculated by the author using the methods described by North
for a fixed-threshold decision-making device, are given by Fig. 4. The details of the
calculation will be included in Part 2. They are calculated for a linear-rectifier detec-
tor - the type commonly used in radar receivers.'

The independent variable for these calculations is the signal-to-noise power ratio at
the detector (linear rectifier) input corresponding ordinarily to the output of the i-f am-
plifier. This is not the same quantity previously defined as the visibility factor. There-
fore it cannot be used directly in Eq. (4). To distinguish it from the visibility factor it is
here called "detectability factor," D. It is related to the visibility factor by a constant
factor, m, for any specific radar system; that is, V° CB =D m.t The range equation in
which D may be used is therefore

2 2 1/
R5 0 = 129.2 G t G r (T50(sq m) Ft F naut mi. (5)

fMC TN D5 0 mL J

The factor m is a "matching factor" depending on the relative shapes of the pulse and the
receiver passband. When these are Fourier transforms of each other, m= 1.t Otherwise
m > 1. It is similar but not the same as the bandwidth correction factor of Eq. (4). For
some specific pulse shapes and passband characteristics its value may be obtained from
Fig. 5.

Equation (5) is in a sense only trivially different from Eq. (4). The latter may be
used with the values plotted in Fig. 4 by converting them to visibility-factor values. In
the matched-filter case even this is not necessary since m= 1. (Otherwise an appropriate

*Most of Marcum's calculations were for a square-law detector,and are plotted in a form
that is not directly adaptable to the range equations of this report. Marcum calculated
that the results for a square-law detector differ from those of a linear detector by at
most 0.2 db. This is confirmed by Ref. 10, p. 205. According to Marcum, the two de-
tectors give identical results for single pulses; the linear detector is superior by about
0.1 db for 10 pulses integrated, and the square-law detector is superior, by an amount
asymptotic to 0.2 db, for more than 70 pulses integrated.

tThe introduction here of additional "signal-to-noise ratio" notation and terminology was
done with considerable reluctance, because the author believes strongly in minimizing
the number of terms, symbols, and definitions that apply to essentially a single quantity
or concept. However,it does seem necessary to distinguish between this signal-to-noise
ratio and those which have been previously defined, to emphasize the fact that they are
not directly interchangeable in the range equations. Moreover, curves of the type given
in Fig. 4 can only be given in terms of the detector-input signal-to-noise ratio, unless
complicated stipulations are made concerning filter matching or correction for non-
matching. In the discussion following Eq. (3), the notation (S/N)ou t was used to apply to
essentially the same quantity that is here called D. But, this seemed to be a somewhat
clumsy notation, especially when it becomes necessary to add more subscripts, e.g.,
(S/N)out 50)db! Similarly the term detectability factor (an extension of the idea ex-
pressed byvisibility factor)is shorter and simpler than "detector-input(or filter output)
signal-to-noise power ratio." In Refs. I and 5, the relation v o cB mDC' was employed.
The change to the above relation was made to avoid two symbols where one will do. The
earlier notation was adopted to separate the two effects of nonoptimum bandwidth (ex-
pressed by c') and nonoptimum passband shape (expressed by m). Here m accounts for
both considerations.

t This relationship between pulse shape and passband characteristic is optimum ccording
to a theorem due independently to North, Van Vleck, Wiener, and Hansen. See Refs. 10
and 13.
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Fig. 4 - Detectability factor D5 0 (db ; calculated signal-to-noise power ratio at input

of linear-rectifier detector followed by perfect-memory linear video integrator and

a fixed-threshold-level automatic-decision device, for 0.5 probability of detection

and several values of false-alarm probability
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dition; also note that at this point (B-)opt = 0.44 (but, this resultfor the
Gaussian case does not necessarily apply to other matched-filter
conditions).

curve must also be used in place of Fig. 3, which is for cathode-ray-tube displays with
human observers.) However, Eq. (5) is a useful formulation, since it allows employing
results of the type of Fig. 4 directly.

Values of m for certain pulse shapes and passband characteristics that are not
"matched" can be obtained from Fig. 5. (The ordinate values of Fig. 5 are equal to
3 + 10 log m.) For the derivation of these results, see Ref. 10, pp. 204-210.* In partic-
ular, for a rectangular pulse and optimum-width receiver passband of the transitionally-
coupled-circuit type, m = 1.12. Also, for this case, it is indicated that theoretically the
optimum bandwidth is 0.7 times the reciprocal of the pulse length, for half-power defini-
tion of bandwidth and pulse length. This is in contrast to the value 1.2 found experimen-
tally. The difference is ascribed to characteristics of the human observer, not taken
into account in the theoretical analysis. t A similar explanation applies to the difference
in shape of the bandwidth correction factor CB of Fig. 3 and the curves of Fig. 5. These
matters will also be discussed in greater detail in Part 2.

*In Eq. (14b), p. 207, Ref. 10, the numerical constant apparently should be 1.21 rather
than 1.10.

tin recent correspondence with the author (Oct. 30, 1962), D. K. Barton of RCA (Moores-
town,N.J.) has explained the difference as arising from the fact that automatic detection
is assumed to be based on peak instantaneous signal voltage (Refs. 10, 13, et al.), while
the human observer probably responds to the signal averaged over the pulse length. The
average signal-to-noise ratio changes more slowly as B-r is varied around the optimum
value than does the peak-signal-to-noise ratio. Barton's analysis of this matter will
appear in a book "Radar Systems Analysis" that he is preparing for publication Jby
Prentice--Tall.
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Interrelationship of Various Signal- to- Noise- Ratio Definitions

Three different quantities in the general category of "signal-to-noise power ratio"
have been employed in the foregoing range equations. A discussion of their interrela-
tionship* will help in understanding the distinctions between these equations.

In Eq. (3), the quantity S/N is the signal-to-noise power ratio measured at the
receiver input. (The effective portions of the spectrum of broad-band noise at the receiver
input or antenna terminals are therefore those contained within the receiver passband.)

In Eq. (4), the corresponding quantity is V( 50 ), defined as "ratio of minimum-
detectable-signal pulse energy, at a reference point in the receiving system ("input ter-
minals"), to the predetection noise power per unit bandwidth referred to the same point."
An equivalent definition is "ratio of minimum-detectable-signal pulse power, at the ref-
erence point, to noise power in a bandwidth equal to the reciprocal of the pulse length."
The subscripts qualify the definition further as the value of this quantity for optimum
bandwidth and 0.5 probability of detection.

The relationship between S/N and V is best understood in terms of the mathematical
definitions,

SIN - P r (6)
k TN BN

P r r T - P r( 7V =k TN k TN (l/r) (7)

where Pr is the received signal pulse power at a reference point in the receiving sys-
tem, and k TN BN is the effective receiver noise power (bandwidth BN t) referred to the
same point. As the second form of definition of V indicates, if B = 1/r, S/N and V are
equal to each other numerically, but otherwise they are not. Strictly, the subscript "min"
or some similar notation should be appended to Pr in Eq. (7), but not in Eq. (6), since V
is defined in terms of "minimum visible" signal, while S/N is not.

To express S/N and Pr in terms of their values for 0.5 probability of detection and
optimum bandwidth, an appropriate notation is (S/N)0(50) and Pr(o)(50)" From (6) and
(7) it may be deduced that the relationship between (S/N).( 5 0 ) and Vo( 5 0 ) is

(B7-)opt (S/N)o( 50 ) = Vo( 5 0 )• (8)

That is, they differ in definition by the factor (Br)opt , which is the value of Br corre-
sponding to optimum bandwidth. The value of (B-r),,t, as previously mentioned, has been
found experimentally to be about 1.2 for rectangular pulses and cathode-ray-tube displays
with human observers.

*Acknowledgment is due to Lee E. Davies of Stanford Research Institute for correspond-
ence which stimulated thinking that led to clarification of these relationships, and for
pointing out the desirability of formulating the signal-to-noise ratio at the receiver in
terms of the signal pulse energy and the noise power density, as Norton and Omberg had
done in their visibility-factor definition. This formulation was also used by North (13).
Lawson and Uhlenbeck (10) employ an equivalent formulation stated inpower- ratio terms.
The ratio of signal-pulse energy to noise power per cycle also occurs naturally in the
information-theory approach to the problem of signal detection. See for example, P. A.
Woodward (14).

tHenceforth, the symbol B with no subscript will signifythe noise bandwidth or an approx-
imation of it, such as the half-power bandwidth.
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Equation (3) would become a pulse-radar maximum-range equation if the notation
(S/N)o( 5 0 ) were introduced and if also a bandwidth-correction factor were added. This
would not be the same factor, CB, that appears in Eq. (4). It may be denoted Cs. That is,

(S/N) 50 = (S/N)0 (50 ) CS  (9)

just as

V(so) = Vo(s0) CB . (10)

From Eqs. (6) through (10), it may be deduced that

(B) CB (11)Cs - BT -C

A plot of Cs is also shown in Fig. 3, for comparison. It is evident that Cs is not a
slowly varying function of B in the vicinity of the optimum point, as is CB. Hence, if
Eq. (3) modified in this way were to be used as a pulse-radar maximum range equation,
a knowledge of the exact receiver bandwidth and a precise evaluation of Cs would be
important, whereas CB in Eq. (4) can be omitted with small error for most ordinary
values of bandwidth. However, both equations are equally correct.

It is also possible to manipulate the various quantities in such a way that the result-
ing equation contains (S/N)0 (50) together with the CB bandwidth-correction factor; in
fact, this results by making the substitution indicated by Eq. (8) in Eq. (4). This provides
a perfectly workable range equation having all the advantages of Eq. (4) but in terms of
signal-to-noise power ratio instead of visibility factor. However, it contains the extra
factor (B-T)opt.

It has already been stated that the relationship between V0 (50 ) and Dso is

V0(G )  CB = D5 0 m. (12)

From (8) and (12) it is evident that

V°(50) - D50 mopt (13),SN~ (50)-= (B7)op t  (Br')op t '

where mopt refers to the value of m when the bandwidth is optimum but the passband
shape is not necessarily optimum.

It is apparent that (S/N)o(50 ) must always be equal to or greater than D 50 , since
the noise power at the detector input is equal to the noise power at the receiver input
terminals, k TN B, multiplied by the receiver predetection gain, while the signal power at
the detector is in some cases less than the input-signal multiplied by the gain, because of
the action of the bandpass filter (see Ref. 10, p. 209). This may be the case even with a
matched filter of optimum width, because (B-)opt may be less than one for a matched-
filter passband (see Ref. 10, p. 207).

Range Eqs. (3), (4), and (5), as the foregoing discussion implies, may be shown to be
completely equivalent to one another by making appropriate substitutions based on Eqs.
(6) to (13).
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DECIBEL-LOGARITHMIC EQUATIONS

All of the range equations can be expressed in a decibel-logarithmic form which is
very convenient when many of the quantities are given in decibels, as they often are. In
these forms of the equations, quantities to be expressed in decibels have the subscript
"dib." All other quantities are defined as in the original form of the equation. The equa-
tions that follow have the same numbers as the parent (nondecibel) equations followed by
the letter "a." All logarithms are to the base 10. It is assumed for simplicity that
Ft = Fr = F; when this is not the case, F should be replaced in the following equations by
,[Frt/. Also, the equations may all be applied to the bistatic radar case by further sub-
stituting VRt Rr for R, and cxb for o-, as previously mentioned.

The decibel-logarithmic signal-to- noise-power-ratio formulation of the general
radar range equation is

R = F antilog 42.861 + 1 F10 log Pt(kw) + Gt(db)
40L

+ Gr(db) + 10 logcrsqm - 20 log fMc - 10 log TN(Kelvin)

- (S/N)db- 10 log Bkc - Ldbl} naut mi. (3a)

The decibel- logarithmic visibility- factor formulation of the pulse-radar maximum-
range equation is

R5 0 = F antilog {2.111 + 4 [10 log Pt(kw) + 10 log rAsec + Gt(db)

+ Gr(db) + 10 logcTs0(sqm) - 20 log fMc - 10 log TN(Kelvin)

- Vo(50)(db) - CB(db) - L(db)]} naut mi. (4a)

The decibel-logarithmic detectability-factor formulation of the pulse-radar maximum-
range equation is

R50 = F antilog 2.111 + 1 10 log Pt(kw) + 10 log rsec + Gt(db)

+ Gr(db) + 10 log o50(sqm) - 20 log fMc - 10 log TN(Kelvin )

- DSO(db) - 10 log m - L(db)]} naut mi. (5a)

In Appendix A, a range calculation work-sheet based on a slight modification of Eq. (4a)
is given, together with a collection of the various auxiliary equations, curves, and tables
ordinarily required for range calculation.

EVALUATION OF RANGE-EQUATION QUANTITIES

The following sections of the report have two primary objectives. The first is to
provide sufficiently clear and precise definitions of the quantities that occur in the range
equation to avoid ambiguities and misunderstanding. In various range equations that have
been published, certain physical phenomena are sometimes taken into account by one of
the range-equation factors, sometimes by another. Generally the choice is somewhat
arbitrary, but it is extremely important to make such choices for all the range-equation
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quantities in a compatible way. For example, the antenna gain may be defined in terms
of power radiated (and intercepted by the effective aperture on reception), or it may be
defined in terms of power at the actual electrical terminals or ports of the structure
denoted "antenna." These two choices are sometimes given different designations, the
former being called the "directivity" of the antenna, but in less formal usage both may
be called "antenna gain." The choice that is made, in a particular case, dictates the-way
in which the system noise temperature is defined and calculated, and affects the calcula-
tion of receiving-system loss factor Lr. Similar considerations apply to other terms in
the equation.

The second objective is to provide auxiliary equations, curves, and tables which allow
calculation of appropriate values to use for the various quantities in the equation, when
only the basic characteristics of the radar are given. Ordinarily, for example, the quan-
tities S/N, Vo(50}, or D 5 0 , TN, CB, L, and F are not directly given, and sometimes even
G or o, are not given. Usually, however, these quantities can be calculated or estimated
from the information that is available. Where needed, conventions or "standard condi-
tions" for range calculation are proposed.

The factors in the equation are not discussed in the order of their occurrence. Those
whose evaluation is most crucial to the calculation - such factors as signal-to-noise
ratio and system noise temperature - are discussed first, and those which are ordinarily
determined by simple measurement, such as transmitter power, pulse length, and fre-
quency, are discussed last, primarily for the purpose of giving definitions that are pre-
cise and compatible with the definitions given for the other quantities of the equations.
Some of the topics discussed relate only indirectly to the evaluation of the range-equation
factors, such as number of pulses integrated, probabilistic aspects of detection, and the
elevation-angle parameter.

Signal-to-Noise Ratio (S/N)

In the formulation of Eq. (3), the quantity S/N, receiver-input signal-to-noise power
ratio, occurs; it is defined formally by Eq. (2). The range given by Eq. (3) simply applies
to whatever value of S/N is chosen. This may be done somewhat arbitrarily, although
even such arbitrary choosing of an S/N value is usually based on some kind of a feeling
for the practical significance of various S/N values. For example, it is generally recog-
nized that radars in which there is some integration of pulses will permit detection of
targets for which S/N is about one (zero decibels). However, this is of course a very
rough estimation. It is also generally recognized that radars displaying only single
received pulses permit detection of targets for which S/N is about 13 db. But, this fig-
ure also lacks precision, since one must actually specify a probability of detection and a
false-alarm probability, and possibly other factors, in order to arrive at a precisely
meaningful value of S/N. If the aim is to compute a detection range, a formulation in
terms of required signal-to-noise ratio, for specified probability, is appropriate. Either
Eq. (4) or (5) should be used, depending on whether human observers or automatized
detection are to be employed.

There is a situation, however, for which the formulation of Eq. (3), in terms of S/N
values, unrelated to detection requirements, is applicable. Radars are sometimes used
as measurement devices, to study the radar-reflecting properties of an object (e.g., an
astronomical body, or a man-made "space" target such as an artificial earth's satellite).
The radar cross section of such an object may be calculated from measurements of the
received signal power. The accuracy of such a measurement depends upon the signal-to-
noise ratio (among other things). In calculating the range capability of such a radar, the
criterion employed is the degree of accuracy required, or the degradation of accuracy,
due to noise, which will be permitted. This requirement determines the value of S/N that
should be employed in Eq. (3).
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The relationship is shown in Fig. 6,
in terms of the measurement error sta-
tistics. The detailed calculation of these
curves is given in an appendix to a previ-
ous NRL report (15). As the curves indi-
cate, a typically "acceptable" value for
S/N is about 100 (20 db) for reasonable
accuracy (probability about 0.5 that the
measured receiver output voltage differs
from the calculable mean value by more
than 5%). For really good accuracy (prob-
ability about 0.05 for an error in excess
of 5%), an SIN of 30 db is required.
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Generally, a radar used for this pur- o 0.005H
pose will employ adequate or more-than-
adequate receiver bandwidth, so that the a:0, I
signal-to-noise ratio at the detector input, 0.002 2 5 I 20 0 IO

to which Fig. 6 refers, is the same as PERCENTAGE RANDOM ERROR (100 8V/V)

that at the receiver input, to which Eq. OF SINGLE-PULSE SIGNAL VOLTAGE
(3) refers. If this is not the case, a cor- MEASUREMENT, DUE TO NOISE
rection factor must be applied to the S/Nvalues of Fig. 6, for use in Eq. (3), to Fig. 6 - Probability of occurrence of

specified error percentages in receiver
account for the difference. In contrast signal-voltage measurement,as a function
with the factors denoted CB and m in Eqs. of predetection signal-to-noise ratio
(4) and (5), this correction factor applies
only if the bandwidth B is too small for
the radar transmitted waveform employed
or for the sampling-time characteristic of the measurement instrumentation. The effect
of too large a bandwidth is accounted for by the presence of the factor B in the equation.

The results of Fig. 6 are for a sample time equal to or less than the reciprocal of
the receiver bandwidth or, in the pulse-radar case, for single pulses. The measurement
error can be reduced greatly by averaging the results of several single-sample meas-
urements, or by averaging (integrating) before measurement, in accordance with well-
known statistical principles. However, in computing this effect where postdetection aver-
aging or integration is employed, if the improvement considered is sufficient to permit
operating with small values of S/N, the percentage errors in terms of receiver input volt-
age or power cannot be directly determined by simple calculation; it is necessary to take
into account the somewhat complicated statistics of signal and noise combination in the
detection (rectification) process.

Visibility Factor (V) and Bandwidth Correction Factor (CB)

The visibility factor is a function of the number of pulses integrated. In the case of
a human observer and cathode-ray-tube display, values have been determined by experi-
ment, and are given by Figs. 1 and 2 for an A-scope display and a PPI display, respectively.

The subscripts on the visibility-factor symbol, V0 (50 , indicate the value that applies
for optimum receiver bandwidth and for 0.5 probability of' detection. Curves for other
probabilities are of similar form but lie above or below the 0.5-probability curve - above
for higher probability, below for lower.

Those who are familiar with the probabilistic aspects of signal detection may inquire
as to the false-alarm probability to which these curves correspond. The experiments
were not designed to determine this quantity. However, it may be regarded as a value
applicablelto average human observers.

0

[

I
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Curves could be obtained for higher or lower probabilities of false reporting of sig-
nals, lying below or above the curves shown. Selection of a particular one of these curves
as a basis for general range calculation is somewhat arbitrary, just as is the choice of
0.5 probability of detection. There is a need, however, for agreement on a particular
curve or curves as a convention for purposes of comparative range calculation, and the
curves of Figs. 1 and 2 seem to be as good as any for that purpose, for radars,
that employ cathode-ray-tube indicators and human observers. There does not seem to
be any better basis for such curves than the Radiation Laboratory data. Experience has
shown that these visibility-factor curves result in calculated ranges that agree reason-
ably well with experimental results (16). As seen by comparison with Fig. 4, they also
conform in a general way to curves calculated on a theoretical basis.

The changes in slope of these curves in the regions of very few pulses and very large
numbers of pulses will be discussed in some detail in Part 2. Briefly, the slope change
in the region of few pulses (at about N = 10, Figs. 2 and 4) is the result of the statistics
of signal and noise combination in the linear-rectification process. (A similar result is
obtained with a square-law detector.) The leveling off that occurs for very large num-
bers of pulses integrated (e.g., 1000 pulses) is the result of the limited contrast discern-
ment of the human eye and brain (see Ref. 10, p. 223). This effect does not occur when a
physical integrating device is employed in place of the cathode-ray tube and human being
(see Fig. 4).

If the bandwidth is other than optimum, the actual visibility factor is given by the
optimum-bandwidth value multiplied by a correction factor CB. For cathode-ray-tube
displays and human observers, and for approximately rectangular pulses and typical
receiver passband characteristics, the optimum bandwidth has been found to be 1.2 times
the reciprocal of the pulse length (10). The bandwidth correction factor is approximately
given by the following empirical formula' (17):

GB = B'' (1 + 1.2 )2 (14)CB-4.8 1+B-

As this formula indicates, when B- = 1.2, CB = 1. Decibel values of CB are plotted
in Fig. 3 as a function of the BT parameter. As the curve indicates, CB changes very
slowly in the vicinity of BT = 1.2, so that for general range-calculation purposes when the
exact value of B is not known, it is usually satisfactory to assume CB = 1 (CB(db) = 0).

The numerical value of the optimum bandwidth, in relation to the pulse length, de-
pends on the way in which these quantities are defined. Customarily, the half-power
definitions are employed - the pulse length between half-power points of the pulse wave-
form, and bandwidth between half-power points of the overall frequency response curve
of the receiver predetection circuits and amplifiers. Figure 3 is plotted on the basis of
these definitions. The statement that the optimum bandwidth is 1.2 times the reciprocal
of the pulse length is thus based on the half-power definitions of pulse length and band-
width, and on the further conditions that the pulse is approximately rectangular and the
receiver has a conventional double-tuned i-f amplifier, or one with reasonably similar
passband shape. It is also restricted to the case of detection by a human observer of a
conventional cathode- ray-tube indicator.

As discussed in Ref. 10, p. 177, the true noise bandwidth may differ considerably
from the half-power bandwidth in some cases, but ordinarily the difference is not great.
The half-power width is much easier to measure and is therefore usually specified as

-The formula of Ref. 17 is based on the assumption that optimum bandwidth is exactly the
reciprocal of the pulse length rather than 1.2 times the reciprocal. The formula given
here has been modified accordingly.
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the bandwidth. The flatness of the CB curve in the vicinity of the optimum, for radars
with cathode-ray-tube indicators and human observers, is a further reason for the ade-
quacy of half-power bandwidth specification.

As indicated by the discussion following Eq. (4), the primary requirement on the defi-

nition of pulse length is with respect to the energy significance of the product Pt T. The
half-power definition conforms to this requirement. Of course, with approximately rec-
tangular pulse shapes the significance of the particular definition employed for pulse
length is further minimized.

Number of Pulses Integrated (N)

As the foregoing paragraphs indicate, the number of pulses integrated by the ob-
server, or by an automatic detection device as will be subsequently discussed, is an
important factor in the range equation, although an implicit one. The basic equation for
the number of pulses integrated by a nonscanning radar is

N = PRF t i . (15)

where PRF is the radar pulse rate, pulses per second, and t i is the effective integration
time, seconds. The characteristics of the integrator determine t.. Its value for elec-
tronic storage or delay devices can usually be assessed readily, but it is difficult to assign
a numerical value for the combination of a human observer and cathode-ray tube. This
problem is by-passed in Fig. 1 by employing the tf directly as the variable.

Figure 2 may be used for scanning radars without exact knowledge of t i when it can
be assumed that t i is shorter than the scan period and longer than the interval required
for the beam to traverse the target. In this case the number of pulses integrated is taken
to be the number occurring while the target is within the half-power limits of the (one-way)
antenna pattern during a single scan. When this assumption can be made, the following
formulas are useful for computing the number of pulses N illuminating the target per
azimuth scan of a scanning radar, as required for use with Figs. 2 and 4. For azimuth-
only scanning,

N O (16)
6 (cos 0e) RPM

where 0 h is the horizontal beamwidth in degrees (the value applicable at the target ele-
vation angle), PRF is the pulse repetition frequency in pulses per second, if1 is the
scanning speed in revolutions per minute, and 0 e is the target elevation angle. For an
azimuth-and-elevation-scanning radar (assuming that there are many elevation scans
per azimuth scan) the formula is

N = h ev PRF (17)
6(cos 0e) OWv t v  (17)

where Ov is the vertical beamwidth in degrees, wv is the vertical scanning speed in
degrees per second (at the elevation angle of the target), and t v is the vertical scanning
period in seconds (including dead time, if any). These formulas apply as long as ah/cos Oe

is not greater than about 90 degrees. For greater values, more complicated formulas
are required.

These formulas assume that the target is either stationary or moving with a speed
and direction such that during the time interval equal to 0/ the angular distance moved
is small compared to 0, where 0 is the beamwidth in either scanning direction and w is
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the angular, velocity of the beam in the same direction. If this condition on angular target
motion is not fulfilled, a correction to the number-of-pulses result must be made, to take
the target motion into account. For radial target motion, correction may have to be made
if the distance moved during the time 0/ow is appreciable compared to cT/2, where c is
the velocity of electromagnetic propagation and T is the pulse length; this correction will
be necessary'if a stationary range gate of length comparable to the radar pulse length is
employed. Ordinarily, for standard range-calculation purposes, target velocity is as-
sumed to be such that these corrections are not necessary.

When the number of pulses given by PRF 6/ is less than one, this number may be
interpreted as a new statistical factor in the detection problem, namely, the probability
that a radar pulse will be transmitted during the time the antenna beam is aimed at the
target, assuming a nonintegral relationship between the radar pulse rate and the scan
rate. Also, for targets at great ranges a pulse or pulses may be transmitted while the
target is in the beam, but by the time the echo pulses are received the beam has moved
angularly an appreciable fraction of a beamwidth, or possibly even a full beamwidth or
more. These results occur when the time 2R/c becomes comparable to, equal to, or
greater than the time 0/w, where R is the target range. In all of these cases special
analyses must be made to determine the effective number of pulses, the pattern loss fac-
tor, and the probability of detection.

MIT Radiation Laboratory experiments during World War II indicate (10,11) that t i
may be as great as 6 to 10 seconds for highly trained observers, but many radar engi-
neers feel that a somewhat shorter time is probably characteristic of the average ob-
server. It is suggested that a more conservative value, t i = 2 seconds, be assumed for
conventional range-calculation purposes. Thus, for example, if a radar scans in azimuth
at a rate faster than 30 revolutions per minute (RPM), some scan-to-scan integration
should be assumed, and the number of pulses integrated would be the number occurring
per azimuth scan, as determined by Eqs. (16) or (17), multiplied by -- /30. For radars
that scan in more complicated fashion these formulas may not be applicable, but the same
principles apply.

The number of pulses thus computed may be used in connection with Fig. 2 to deter-
mine a value of V.( 5 0. , in decibels, applicable to Eq. (4) when a PPI (or any similar
intensity-modulated cathode-ray-tube display) is used with a scanning radar and a human
observer, without other integrating devices. (Generally, supplementary integrators im-
prove the visibility factor only if they have a longer effective integration time than that of
the human observer, or if they operate as predetection integrators.)

Detectability Factor (D) and Matching Factor (m)

For automatized radar detection, curves of minimum-detectable signal-to-noise
power ratio, defined at the detector input terminals, may be calculated, as exemplified
by the work of Marcum (12). Curves of this type, calculated by the author following
methods described by North (13), are shown in Fig. 4. They are for a fixed-threshold-
level decision-making device, preceded by a linear-rectifier detector and a perfect-
memory linear video integrator. The N pulses integrated are assumed to be of constant
amplitude. The quantity represented by these curves may be called detectability factor D
to distinguish it from the visibility factor V and from the signal-to-noise ratio at the
receiver input S/N. The factor D is a power ratio defined at the detector terminals
rather than at the receiver input terminals. The selective circuits of the receiver inter-
vene. North (13) has shown that if the receiver passband transfer characteristic "looks
like the conjugate of the spectrum of the echo at the antenna," V and D are equal, but
otherwise they are not. In general, as stated earlier,

Vo(50) CB = D5 0 mi, (12)
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where m 1 may be called a matching factor. The values of C given by Eq. (14) and
Fig. 3 do not apply in general for automatized detection. Lawson and Uhlenbeck (Ref. 10,
pp. 204-210) have analyzed these matters for certain specific cases (though not in the
terminology employed here).

Their results are summarized for several pulse shapes and passband characteris-
tics in Fig. 5 (their Fig. 8.11). The signal level is shown on a scale such that the mini-
mum for the matched filter case (m = 1) occurs at the +3-db point. The curves may
therefore be used to evaluate 10 log m by subtracting 3 db. The curve for Gaussian pulse
shape and Gaussian passband is of course a matched-filter case.

The calculation of the curves of Fig. 4 is based on the statistics of the noise-only
and signal-and-noise voltages after detection (linear rectification) corresponding to the
statistics of the envelopes of the predetection voltages. If the probability-density func-
tions of these envelopes are denoted respectively by Pn(N) and P.n(N), where the sub-
script (N) refers to the form of these probability-density functions after integration of N
pulses, then the false-alarm probability is calculated, for a given signal-to-noise ratio D,

from the equation

Pfa = { Pn(N)(V) dV, (18)
Vt

where V is the integrated rectifier (detector) output voltage and Vt is the threshold set-
ting of the automatic detection device. The probability of detection is calculated from

P= Pf,(N)(V) dV. (19)
Vt

The function Ps,(N)(V) is dependent upon the predetection signal-to-noise ratio D.
The basic procedure of calculation is to choose an acceptable false-alarm probability
Pfa and then use Eq. (18) to determine the correct threshold-level setting Vt . Then Eq.
(19) may be used to calculate Pd for a given Psn(N); or, as it turns out, the necessary
value of D can be computed to give Pd = 0.5 (this value is denoted D5 0 ). There are math-
ematical difficulties but it is possible to make some approximations which do not lead to
appreciable errors.

The details of the calculations will be given in an appendix to Part 2. Comparison
with results calculated by others using different techniques has indicated general agree-
ment. Many of the published curves of this type, however, are for a square-law detector
rather than for a linear rectifier. Although the maximum difference in threshold level
for the square-law and linear detectors has been shown (10,12) to be only about 0.2 db,
the linear rectifier is actually the kind ordinarily employed in radar receivers; there-
fore it seems more appropriate to calculate the detection curves applicable to it (although,
as it turns out, it is mathematically more difficult to do).

As previously stated, the calculations assume video (postdetection) integration, which
is ordinarily employed in practical radars. Under some circumstances, however, it is
possible to employ predetection integration. As North first showed (13), a considerable
improvement in signal detectability then results. If perfect predetection integration were
assumed each curve of Fig. 4 would have the same value shown for N = 1, denoted
D50(db)(1), but would follow the law

Ds0(db)(N) = Ds0(db)(1) - 10 log N. (20)

That is, the curves would be perfectly straight lines (on the DS0(db) Vs log N plot)
with a negative slope of 10 decibels per decade, whereas for the video-integration case
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the slope has initially this value, at N - 1, but becomes asymptotic, for large N, to -5
decibels per decade.

Since predetection integration requires phase coherence of successive echo pulses,
an unusual degree of transmitter and receiver oscillator stability is necessary. Also,
compensation for any target motion must be provided. In short, a highly sophisticated
and complex radar system is needed, so that for ordinary radar applications postdetec-
tion integration is employed.

Probabilistic Aspects of Signal Detection

The false-alarm probability Pfa is the probability that the threshold level Vt will
be exceeded at a particular instant by the integrated voltage output of the receiver when
no signal is present. If there were no integration, and if the receiver output were being
observed continuously, then the average time between false alarms would be

tfa BN Pfa (21)

where BN is the predetection (e.g., i-f) bandwidth. (The time between "independent noise
samples" in the receiver output is 1/2Bv , where Bv is the video bandwidth. It can be
shown that for the purpose of this type of calculation, BN = 2By, assuming that the video-
amplifier passband is adequate so that the noise output spectrum is determined by the i-f
passband.) When the integrator adds N independent noise samples (on successive range
sweeps) and delivers only one output voltage corresponding to every successive group of
N input samples, then the average false-alarm time is N times as great as that given by
Eq. (21), assuming that the threshold voltage v t has been adjusted to give the same false-
alarm probability Pfa-

If the individual range sweeps are observed by means of automatic detection devices
through a set of nonoverlapping range gates, each of length tg = l/BN, and if further
there is a dead time on each range sweep during which no range gates are active, the
formula becomes

7 N t g (22)tfa 
P fa 

where v is the ratio of the interpulse period to the active (gated) sweep time. Many
other possible arrangements exist. These examples are given to illustrate the princi-
ples and to indicate that the practical effect of the false-alarm probability depends heav-
ily upon the nature of the detecting and integrating apparatus. Also, definitions vary with
different au thors. For example, Marcum (12) defined false-alarm time as the interval
during which the probability of a false alarm is 0.5. For this definition the equation cor-
responding to Eq. (21) would be

= log 0. 5 (21a)tfa(O'5) = BN log (1-Pfa)

In practice, the desired value of P f a is determined by first deciding what average inter-
val between false alarms will be acceptable (or what interval for which the probability of
a false alarm is 0.5, using Marcum's definition). Then Pfa can be calculated from an
appropriate equation such as Eq. (21) or (22). This permits calculating Vt from Eq. (18)
and Pd from Eq. (19).

The probability of detection Pd is the probability that the threshold level Vt will be
exceeded by the receiver output when there is a signal actually present. In the particular
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case of an azimuth-scanning radar for which it can be safely assumed that no scan-to-
scan integration occurs, this probability corresponds to the so-called blip/scan ratio,
the ratio of average number of scans on which detections occur to the total number of
scans observed, for a target at a given range with constant values of all radar-equation
parameters. The blip/scan ratio and a related or derived quantity, the cumulative prob-
ability of detection, will be discussed in a later section.

The foregoing discussion has tacitly assumed that the probabilistic aspects of the
detection process are introduced solely by the randomness of the receiver noise. It is
also possible, however, that random fluctuations of the target cross section, or propaga-
tion conditions, or in principle any of the radar-equation quantities, may contribute to the
statistical aspect of the problem. As will be discussed in subsequent sections of the re-
port, the complete analysis of radar range performance can become very difficult and
complicated for these cases; however, some significant statements about them can be
made with very little additional complication, as will be done.

The treatment of the detection process in this report is elementary. Very sophis-
ticated mathematical treatments exist in the unclassified literature.

System Noise Temperature (TN)

The receiving-system noise temperature TN is a fictitious temperature that expresses
noise power available at the receiver output as an equivalent available power density at
some reference point in the receiving system cascade. Since the receiver gain and other
factors are variable over the total passband, this spectral density is in general a function
of frequency; in the language of receiver noise factor definitions, it is a "spot" noise tem-
perature. The power density is k TN watts per cycle of bandwidth, where k is Boltzmann's
constant, 1.38 X 10- 23, and the total noise power is the frequency integral of this density.
However, just as receivers are often characterized by an average noise factor, so also it
is customary to characterize a receiving system (or component) by an average noise tem-
perature (4) TN defined so that the total noise power is kTNBN, where BN is the receiver
noise bandwidth. In the discussion that follows, the statements and equations are gener-
ally applicable to either the spot or the average temperatures, for single-response sys-
tems. In the range equations this average noise temperature is meant, although the bar
is omitted. Similarly, the average antenna, transmission-line, and receiver noise tem-
peratures are used for calculating the average system noise temperature in the equations
that follow.

The noise temperature TN is the sum of contributions from external radiating
sources, thermal noise due to receiving-transmission-line losses, and internal receiver
noise. Each of these three sources is ascribed a noise temperature, termed respec-
tively antenna noise temperature Ta, receiving-transmission-line output. noise tempera-
ture Tr and effective receiver input noise temperature Te . Each of these temperatures
is referred to the input or output of the device with which it is associated, and to obtain a
total system noise temperature by addition, they must first be referred to a common
point in the system. If this common or reference point is chosen as the receiver input
terminals, the equation for the system noise temperature becomes

TN = Ta/Lr + Tr + Te (23)

where Lr is the loss factor for the portion of the system that precedes the receiver input
terminals.

It is for some purposes preferable to choose as reference point the system input ter-
minals (ahead of all transmission-line losses). The temperature thus, computed may be
called the system-input noise temperature and is given by
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TNI = Ta + Lr(Tr+Te) = Ta + Tr(I) + LrTe (24)

in which Tr(I) is the transmission-line input noise temperature (= Lr T). It is apparent
that TNI is obtained by simply multiplying TN by Lr The advantage of using the TNI
rating is that it is a meaningful index of system noise performance, a figure of merit for
comparing different systems, whereas comparison of the merit of different systems.by
means of the TN rating is not valid except when Lr = 1. From the range-calculation
point of view, however, it makes no difference except in the evaluation of the system loss
factor L. If the system noise temperature is defined as TN, then L contains the factor
Lr. If TNI is used in the range equation, Lr is omitted in evaluating the system loss
factor L. Since the system input noise temperature does have the advantage mentioned,
it will be used in the range-equation work sheet given in Appendix A, although the equa-
tions previously written have used the somewhat more general notation TN. *

The antenna noise temperature Ta is dependent in a somewhat complicated way on
the effective noise temperatures of various radiating sources within the receiving pattern
of the antenna (including side lobes and back lobes). However, Ta is not directly depend-
ent on the antenna beamwidth and gain. Therefore, it is possible to calculate an antenna
temperature which is approximately applicable to any typical radar antenna as a function
of frequency. In the microwave region, however, where the thermal noise due to atmos-
pheric absorption is dominant, Ta is also a function of the length of the path in the at-
mosphere traversed by the beam center, and hence of the beam elevation angle (but not
of the target elevation angle, per se).

Curves of antenna temperature are shown in Fig. 7, calculated for the following con-
ditions judged to be typical: (a) average cosmic noise (which actually varies greatly with
beam direction, but not in a manner expressible in geocentric coordinates); (b) sun noise
temperature 10 times the quiet level, with the sun assumed to be viewed in a side lobe of
unity gain; (c) a cool temperate-zone atmosphere; (d) a contribution of 36°K from ground
radiation, which would result (for example) if a ground of blackbody temperature 290 0 K
were viewed over a 1-steradian solid angle by side lobes and back lobes averaging 0.5
gain (-3 db), This ground-noise contribution, independent of frequency, elevation angle,
and beamwidth, is the most arbitrary of the assumptions. It can be justified as a general
assumption, but if in a specific case it is not justifiable, the value of Ta, given by the
curve may be corrected by adding or subtracting an appropriate amount. The atmospheric
noise contribution is based on the one-way absorption values corresponding to the
maximum-range two-way absorption values given by Figs. 13-18 and Table 1. The dashed
horizontal line at T, = 36 0 K' indicates the assumed ground-noise level. The dashed
curves are for maximum and minimum cosmic and atmospheric noise. Although the solid
curves may thus not be correct for every operational condition, they are believed to be
suitable as a convention for general range calculation.

The receiving-transmission-line output noise temperature Tr is related to the power
loss factor Lr and to the thermal (kinetic) temperature of the line Tt by the formula

Tr = Tt-(1 - 1/Lr) (25)

and therefore the input temperature is

Tr(i) = Lr Tr = Tt(Lr -1). (256a)

The loss factor Lr represents all available lossesT preceding the receiver input ter-
minals, including those in the antenna system. It has a multiple role in the range cal-
culation. As indicated by Eq. (23), it attenuates the antenna noise, and in accordance
with Eq. (25), it results in generation of thermal noise. It also attenuates the radar echo
*ITN is more general because it allows any reference point to be chosen, including the sys-
tem input terminals, for which case TN = TNI.

tFor a discussion of the "available loss" concept, see Ref. 4, pp. 17-20.
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signal. The definitions given for G,, T,, and TN are designed to allow a single definition
of Lr in these three roles.

If various lossy components of the transmission-line system operate at appreciably
different thermal temperatures, Tr or Tr(I) must be computed from a cascade formula.
A suggested conventional value for Tt is the value already standard for receiver noise-
factor rating, 290'K, applicable except when the transmission line or some of its compo-
nents may be expected to operate at considerably above or below ambient temperature.

The effective receiver input noise temperature Te is related to the receiver noise
factor 9F (IRE Standard 59 IRE 20.S1) by the formula

Te = (W - 1) To , (26)

where T. = 290'K, the reference temperature for noise-factor measurement.

This formula is strictly applicable to single-response receivers, as are also Eqs.
(23) and (24). The somewhat more complicated expressions applicable to multiple-
response receivers are given in a previous NRL report (4), which also contains more
detailed discussion of all the foregoing material, together with the detailed calculation of
the curves of Fig. 7.

Listed below are some points concerning the use of the noise-temperature concept
which are not always recognized, although some of them may seem trivial to those who
are experienced in its use. For details see Ref. 4.

1. Antenna noise temperature, as represented by the curves of Fig. 7 and as usually
defined, represents only the effect of external radiating noise sources, and does not in-
clude noise generated by any dissipative elements of the antenna itself. Therefore, noise
of the latter type must be accounted for by including antenna dissipation losses in the loss
factor Lr. (This is also consistent with the usual way of computing received signal power.)

2. The factor Lr must be defined as the available loss, which is the ratio of the avail-
able power at the line input to the available power at the line output. This loss will not in
all cases be the actual dissipation loss that occurs; it is the loss that would occur with a
matched load on the line, whether the load is matched in the actual case or not. A dis-
tinction must sometimes be made here between a load matched to the line in the Th6venin
Theorem sense, and one which is matched to the characteristic impedance of the line; the
former meaning is applicable in this case. However, ordinarily the distinction is not
necessary.

3. The average noise temperatures ordinarily used in signal-noise or radar range
calculations are engineering approximations which are usually accurate enough for prac-
tical purposes, but a rigorous treatment requires noise temperature to be viewed as a
point function of frequency, so that total noise power is computed by integrating over the
receiver passband rather than multiplying by an arbitrarily defined bandwidth. Compli-
cations arise especially in the case of multiple-response receivers; however, the average-
noise-temperature concept can be extended to this case (4).

4. The noise temperature of a system, transducer, generator, or load must always
be referred to a particular point, pair of terminals, or port, to be meaningful. A trans-
ducer has both an input and an output noise temperature, and noise temperature in a cas-
cade system may be referred to any point in the cascade. Output noise temperature is a
more basic quantity, since noise temperature actually always describes output noise,
although it may do so in terms of an equivalent noise power referred to the input termi-
nals (or port). On the other hand, as a figure of merit for comparing the signal-to-noise
performance of different transducers or systems, only the input noise temperatures have
significance.
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5. As is well known, the noise temperature specification of a transducer is meaning-
less unless the impedance of the input termination is also specified. However, it is a
common and acceptable practice to omit specification of the input termination on the as-
sumption that the optimum termination is meant (the one which results in minimum noise
temperature).

6. Existing IRE transducer noise temperature definitions at the time of writing,
based on Eq. (26), are not satisfactory for multiple-response transducers. Definitions
that are suitable are given in Ref. 4. Improved official IRE definitions are under con-
sideration. The definitions that result may or may not coincide with those given in Ref.
4; however, those of Ref. 4 are consistent with the range equations of the present report
and will therefore be valid for range calculation. Moreover, no changes in the definitions
applicable to the single-response receivers ordinarily used in radar systems are contem-
plated. (It is understood that the new definitions are to be published by the IRE in March 1963.)

Pattern-Propagation Factor (F)

The pattern propagation factor F, as defined by Kerr (8), is the ratio of the actual
field strength at the target to that which would be observed in free space at the same
range, in the beam maximum. As used in the range equations of this report, the further
provision is made that the field strengths in this definition shall be those that would exist
in the absence of any propagation-medium absorption. This is because such losses are
taken into account in the system loss factor L. Strictly speaking, this "separating out"
of absorption loss from other propagation effects may not be a valid procedure in some
cases of multipath propagation, but it is ordinarily permissible and results in great sim-
plification of formulas.

The principal factors taken into account by the pattern-propagation factor are then
the antenna pattern, reflection-interference effects, refraction, shadowing, and diffraction.

Separate factors F t and Fr are used for the transmission and reception pattern-
propagation effects. This is only necessary when the transmitting and receiving antennas
are not identical in location and pattern. In the discussion that follows, the subscripts
will be omitted, but it should be realized that the computation of F t and Fr must in some
cases be performed separately for the two propagation paths.

The pattern factor of the antenna beam f(O,5) is the ratio of the radiated field strength
(electric intensity) in the angular direction 0,0 to that in the beam maximum. In free
space, F = f(0,¢), and in the beam maximum, f(0,¢) = 1; hence, in free space in the
beam maximum, F = 1. If this value is used in the radar equation, the resulting range is
called the "free space range" of the radar. This range, when corrected for atmospheric
absorption, is applicable, under idealized atmospheric conditions, to a radar whose an-
tenna beam is vertically narrow and directed at the target elevation angle, provided fur-
ther that the target elevation is more than a half beamwidth - or, more precisely, that
there is no appreciable energy reaching the target by a reflected path.

Under some conditions, however, F may be practically zero, or as great as 2, due
to interference of direct and reflected waves. Under special conditions, values of F
greater than 2 are possible. Since the radar maximum range is directly proportional to
F, when F = 2 the range is double the free-space value. Therefore the reflection-
interference effect is sometimes a very important factor in radar performance.

The slight refraction that occurs normally in the atmosphere (standard refraction)
does not generally affect F, but it does affect the range-height-angle relationships of
targets, as will be discussed. No formulas are given here for computing F when anom-
alous refractive effects, variously called superrefraction, trapping, and ducting, occur,
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because these effects are so variable and complicated. They are discussed in detail by
Kerr et al. (8). While they are of fairly common occurrence, they primarily affect detec-
tion of surface or very low altitude targets, although high-altitude ducts or refracting
layers may also occur.

The presence of trapping layers in the atmosphere may create radio holes, or regions
in which F 2 0, and therefore also R5 0 ! 0. The importance and prevalence of such re-
gions as factors in radar detection of air targets is at present a matter of some contro-
versy, requiring additional experimental study for its resolution (18). However, in a
large proportion of practical cases it seems quite certain that such effects do not occur
to any significant extent in ground-to-air propagation paths, especially below 1000 Mc.

The factor F is of primary importance in the range calculation when there is reflec-
tion from the earth or sea. This effect is treated extensively by Kerr (8), for both the
flat-earth approximation and the more general spherical-earth case. The latter case is
generally important only for radars located well above the earth (e.g., airborne). Read-
ers interested in this case should consult Kerr, pp. 112 ff. Here only the flat-earth case,
applicable for most surface-based radars (antenna height less than a few-hundred feet)
will be considered. (Even for this case, however, the so-called divergence effect of the
earth's curvature will be considered for low-angle rays.)

Reflection from the earth or sea creates an interference lobe pattern in the vertical
plane parallel to the propagation direction, analogous to the Lloyd's mirror effect of
optics. This is usually, or often, the principal effect that has to be taken into account in
computing F. Formulas for variable possible conditions may be derived. The general
equation is

F = If(0 1) + pDf(0 2 ) eia], (27)

where f(0) is the pattern factor at the angles of the direct ray from antenna to target
(0,) and of the reflected ray (02), p is the magnitude of the reflection coefficient of the
surface, D is the divergence factor that accounts for "spreading" of the reflected rays
due to curvature of the surface, and the angle a is the phase difference, at the target, of
the direct and reflected rays. When the pattern factors of the transmitting and receiving
antennas are not the same, and including for generality the dependence of F on azimuth
as well as elevation angle (although the azimuth angle will ordinarily be the same for the
direct and reflected rays), this leads to

Ft Fr I If J ,¢l) fr(01,01) + p D [fi(' 1 , 1 ) fr( 12 ,k 2 )

+ ft(02,/2) fr(0l,0l)] e-i + p
2 D 2 

ft(t 2 '0 2 ) fr(02,¢2 ) e- 2
ia. (28)

In ordinary trigonometric notation, Eq. (27) may be written

F = 1,/f 2 (0 1 ) + 2pD f(0 1 ) f(0 2 ) cos a + p 2 D2 f 2 (0 2 )I. (27a)

The angle a may be written as the sum of two terms:

a = 8 + y, (29)

where /3 expresses the phase difference due to the path-length difference of the direct
and reflected rays AR, and y is the phase -difference resulting from the process of
reflection.

The phase change 83 due to a path difference AR is equal to 27r radians multiplied by
the number of wavelengths in AR, which is 27r AR/X. For the flat-earth case, trigonomet-
ric analysis indicates that when the target range is very large compared to the radar
antenna height,
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AR ' 2h sin 0 = 2 hHA 2hR ' (30)

where h is the antenna height above the reflecting surface, 0 is the target elevation
angle, H is the target height, and R is the target slant range. Therefore, for this case

- 47T h sin 0 radians (31)

which can also be written

R 4 h H radians. (31a)

For most range-equation purposes, Eq. (31a) is inconvenient because it results in a
transcendental equation in R. One exception occurs, however, when /3 is very small, as
in the analysis of detecting a target well below the first-lobe maximum of the interfer-
ence pattern; in this case sin /3 can be approximated by 83, and a useful range equation
results, involving the target height H instead of the target elevation angle 0.

For sea water and horizontal polarization, y is virtually a constant, of value 180
degrees (7T radians). Actually it is 180 degrees at zero grazing angle, increasing very
slightly to less than 184 degrees at normal incidence within the normal range of radar
frequencies. For vertical polarization, at zero grazing angle -Y has the value 180 degrees,
the same as for horizontal polarization, but at greater grazing angles it is a complicated
.function of grazing angle and frequency, as shown in Fig. 8.

The identification of the ordinates of these curves with the angle y in Eq. (29) is
restricted to the case in which the direct and reflected rays are practically parallel to
each other. This requirement will be satisfied if the target distance is large compared
to the antenna height (a condition that the formulas given for F require for other reasons
also), and if the target is at a positive elevation angle with respect to the antenna posi-
tion. For analyzing the interference of vertically polarized waves without this restriction,
the behavior of the purely vertical and purely horizontal (longitudinal) components of the
direct ray, the incident ray, and the reflected ray, and the definition of "reflection coef-
ficient" for each component, must be separately considered (Ref. 8, p. 397).

When a single antenna is used and the beam is symmetrical with respect to the hori-
zon, Eq. (27) becomes

F = Ft = Fr = If(0) /1 + p 2 D2 + 2pD cos a . (32)

Here 0 is the target elevation angle.

If the antenna polarization is horizontal (- y n), the antenna height is low, the tar-
get elevation angle is such that earth's curvature can be neglected, and the target range
is great compared to the antenna height, then

Cos a -cos/3= -cos 47h sin ) (33)

In many practical cases - e.g., for low-frequency radar with a moderately smooth
sea - it is permissible to assume that p = 1 and' D = 1. Applying Eq. (33) to Eq. (32) and
performing some trigonometric manipulation* then results in the simplified formula

*Using the relation V2 - 2 cos /3 = 2 sin (//2).
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F = 2 f(0) 1sin si I , (34)

which may also be written

F = 2 f(0) Isin (0.366 hft fMc sin 0)01, (35)

where hft is antenna height in feet and fMc is the radar frequency in megacycles. The
angle in large parentheses in Eq. (34) is in radians, and in Eq. (35) it is in degrees.

Thus F oscillates as 0 increases, with F = 0 (nulls or minima) when

sin i nX 492 n
mn 2 h - fmchft n = 0, 1, 2, 3, ... (36)

and F = 2 (maxima, or lobe centers) when

sin 8m., = (2n-I)k - 246(2n-1) n
4 h fMc hft (

10CM M

,30cm

M_\
I ni

X=3m

n = 1, 2, 3, .. (37)



NAVAL RESEARCH LABORATORY

These formulas may be used with good accuracy at frequencies below about 300 Mc
up to moderate elevation angles, and with smooth seas and at elevation angles below about
a degree they are applicable up to considerably higher frequencies. However, for more
accurate calculation, Eq. (32) (and, when applicable, Eq. (33)) must be used, taking into
account the effects of the surface reflection coefficient p and the divergence factor D.
Moreover, if the antenna beam is not symmetrical with respect to the horizon, then Eq.
(27) or (27a) must be used rather than Eq. (32).

When any one of the factors p, D, f(0 1 ), or f(0 2 ) is less than unity, the value of F
at the maxima will be less than 2, and in the minima it will be greater than zero except
for the special case in which f(0 1 ) = pD f(0 2 ). However, in these cases the maxima and
minima will still occur at the angles given by Eqs. (36) and (37). The values of F at the
maxima and minima will be

Fmax = f(01) + p D f(02) (38)

Fmin = f(0l) - p D f(02). (39)

Divergence Factor (D)

The divergence factor expresses the weakening of the reflected field that occurs
because the reflecting surface is slightly spherically convex rather than truly flat. This
effect is of importance only when the antenna is quite distant from the reflection point, so
that for the low antenna heights considered here, it is important only at quite low grazing
angles (small values of o). Kerr' gives the following approximate formula for D in
terms of 0, applicable when the radar antenna height is moderate (less than 1000 feet)
and the target range is much greater than the antenna height:

2x 1/2 (40)
D ~ [~ (l x2 + 3 )j( 0

The parameter x is given by

x= 3.734 x 10 3 tan 0) (41)

where h is the radar antenna height in feet, and 0 is the target elevation angle. Equa-
tion (40) is quite accurate for 0 ? 0.5 degree and is fairly accurate to 0 = 0 degree; how-
ever, for x < 0 (target elevation angle negative), Eq. (40) is not accurate. Kerr also
gives a correction formula (Ref. 8, p. 138) and curves for improving the value of D com-
puted from Eq. (40) when 0 is small (e.g., less than 0.5 degree), as well as exact for-
mulas (Ref. 8, pp. 114 and 404-406). Figure 9 is a plot of D as a function of x.

Reflection Coefficient of the Sea (p)

The sea is the most common reflector that is considered in computing F by the for-
mulas that have been given. At low or moderate frequencies and elevation angles, the
sea surface behaves like a smooth flat reflector of radio waves, but the roughness of the
surface seriously reduces the reflection as the elevation angle of the target and the fre-
quency increase. Land may also be a good reflector when it is moist and smooth, and
the formulas that have been given for computing F may often be applied for land reflection,

*Reference 8, pp. 137 ff. The method is attributed to R. A. Hutner et al., as originally
published in MIT Radiation Laboratory Report No. 23, Sept. 28, 1943, pp. 31-33.



NAVAL RESEARCH LABORATORY
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0.9- however, land is ordinarily a poor reflector,
and p = 0 is a good approximate assumption
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0. L Analyses of reflection by land and by

Uwater are given by Norton and Omberg (9)
.and Kerr (8). The detailed analysis of land

L9 reflection is too complicated for the scope
0.3 of this report, but the sea surface, even when
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detail because it is of great importance, and

0._ because it is more readily analyzable, al-
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PARAMETER X GIVEN BY EQ. (41)

Fig. 9 -Divergence factor D as a func- The analysis of the variation of smooth-
tion of parameter x defined by Eq. (41); sea reflection coefficient, P0 , for vertically
Fig. 2.25 of Ref. 8. Values are valid and horizontally polarized radio waves, is
for moderate antenna height (<1000 given by Kerr (8) and the results are sum-
feet), target range much greater than marized in Figs. 10 and 11.
antenna height, and positive elevation
angles, with some error below about When the sea is rough (as it virtually
0.5 degree. For more accurate valuessee Ref. 8, pp. 137-138, Fig. 2.26. always is), it may nevertheless behave as a

smooth reflector at low grazing angles and
low frequencies. Rayleigh's criterion of

optical roughness states that a surface will reflect essentially specularly if the fol-
lowing relation holds (19):

8h sin 0 < X/16, (42)

where 8 h is the maximum height difference between high and low points of the surface
and 0 is the grazing angle of the ray of wavelength X. Actually the X/16 value is some-
what arbitrary; it does not define a precise distinction between "smooth" and "rough"
surfaces. It defines a transition region between purely specular (smooth surface) and
purely diffuse (rough surface) reflection.

Even when the roughness of a surface (in terms of its physical configuration or sta-
tistics) can be specified, the computation of the degree of specularity of the reflection is
a formidable problem. In the practical case, sea roughness varies so greatly with the
wind and other factors that it would be useless to attempt precise calculation of the value
of p at any given time. A statistical description of p for the range of sea states typically
encountered would be useful, but complete information does not exist. Therefore it seems
justifiable to devise some arbitrary convention, conforming to the applicable boundary
conditions and to the approximate knowledge that is available. An attempt to do this has
been made, by the author, based generally on Rayleigh's criterion. Burrows and Attwood
(19) state that "experience has shown that when the differences in level that constitute
roughness are of the order indicated (by Rayleigh's criterion), the reflection coefficient
is reduced to ... (about one-fifth) of the value calculated for an ideal surface."

To devise the convention for calculating p, a sea of 6-foot wave height was assumed,
corresponding to moderate roughness. In applying Rayleigh's criterion, the effect of
"shadowing" was considered. That is, a ray of small grazing angle cannot be reflected
from the lowest parts of a surface viewed at right-angles to the waves because the troughs
of the waves are shadowed by the crests, therefore the effective height-difference 8 h is
less than the full geometric height difference, and is a function of the grazing angle, the
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Fig. 10 - Magnitude of the reflection coefficient as a function of grazing
angle for a smooth sea and vertical polarization, for several radar
wavelengths from 3 meters (100 Mc) to 3 cm (10,000 Mc); Fig. 5.4 of
Ref. 8

aspect (azimuth) with respect to the direction of the sea waves, and the (sea) wavelength.
According to data on sea waves, the average length of waves of 6-foot height is about
50 feet.

A formula for the effect of roughness on reflection coefficient should express its
reduction relative to the smooth-sea value; that is, it should be in terms of the ratio. P/P 0 .
The known boundary conditions are that p/po -, 1 as the product of the frequency and the
grazing angle approaches zero, and P/P0 -+ 0 as the product of the frequency and the
grazing angle becomes very large. These conditions are met by an equation of the form

= k (43)P/o= k + A( f, 0)'

where k is a suitable constant and A(f, 0) is a positive and monotonically increasing
function of frequency f and grazing angle 0. A constant and function that meet these
requirements, and conform quite well to Burrows and Attwood's statement that P/p 0 ! 0.2
when the equality sign holds in Eq. (42), are k = 25 and

0.011 f2 sin 2 0 exp (0.05 00). (44)
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In this expression, fmc denotes frequency in megacycles, and 00 denotes grazing angle
in degrees.

Figure 12 is a plot of Eq. (43) for k = 25 and the form of A given by Eq. (44). It has
been found to be in general agreement with experiment at a few points where experimen-
tal data are available, in addition to giving values that are generally thought to be "rea-
sonable." Therefore Eqs. (43) and (44) are suitable as a convention or standard for cal-
culating radar range when sea-reflection is a factor, until improved statistical data or
calculations permit devising a better one. Details of the basis of Eq. (43), and discussion
of the work of others on this topic, will be given in Part 2.

Transmitter Power (Pt) and Pulse Length (-r)

The product Pt - represents the pulse energy, which is the time integral of the pulse
power envelope, at the transmitter output terminals. The pulse power is

T/2 Wt (45)

f-T/2

where t is time, T is the pulse period, and W(t) is the pulse power envelope, excluding
any nonuseful portions such as spikes and tails.

The pulse power Pt and the pulse length - must be defined in such a way that their
product is the pulse energy. It is evident that any definition of -r will give correct results
if the same definition is used in Eq. (45) and in the range equation. The customary defi-
nition is the duration of the pulse between half-power points of the envelope. (This defi-
nition is also used in connection with evaluating the bandwidth- correction factor CB .
There also, the basis of definition is arbitrary, subject only to rules of consistency.)

Ordinarily pulse power is measured by measuring average power and dividing this
quantity by the duty factor, which is the product of pulse length and pulse rate. The basis
of definition of -r used in this method of pulse-power determination must of course also
be the same one that is used in the range equation.
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Fig. 12 - Ratio of the magnitude of the reflection coefficient (p) to
the smooth-sea value (p 0 ) as a function of grazing angle 0 and fre-
quency fMc, calculated from Eq. (43) with k = 25 and A as given by
Eq. (44)

For some purposes - e.g., analyzing the range resolution or accuracy of the radar
as a function of pulse length - arbitrary definition of the pulse length is not permissible.
In fact the half-power definition is not always a good one for this purpose. The problem
of formulating a suitable definition for such purposes is not within the scope of this report
(but it is in order to mention the limited applicability of arbitrary pulse-length definition).

Antenna Gain (G)

The antenna gains Gt and Gr are both defined, on a transmitting basis, as the ratio
of the power density radiated in the maximum direction to that, at the same range, of an
isotropic antenna radiating the same total power. If the antenna gain is measured in
terms of power input rather than power radiated, the resulting figure must be increased
by the ratio of the input power to the radiated power to preserve compatibility with the
definitions of the loss factor L and the noise temperature TN. If the antenna gain is not
known by direct measurement, it may be estimated by two different methods. These are
not exact gain formulas, but in the absence of more precise information they are useful.
In the case of antennas characterized by a large plane "aperture" (arrays, reflectors,
lenses), the formula is

G = k 1 (4irA) = k 1 (1.3 x 10"-A sf Mc)' (46)

where the symbols are defined as follows:

A - actual area of aperture (subscripts sf denote square feet)

X - wavelength, same units as A' / 2'

fmc - frequency, megacycles
k, - aperture efficiency factor.
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Generally, k 1 ranges from about 0.6 to 0.9 for well-designed antennas of conven-
tional beam shape. For a horn-fed paraboloidal reflector it is typically about 0.65. For
a linear-array-fed parabolic cylinder, more than twice as long as it is wide (or high),
k 1  0.7. For a Dolph-Tchebyscheff-tapered dipole array, k1  0.85.

Gain may also be estimated for narrow-beam antennas, if the beamwidths are known,
from the formula

G k 2  (7G - _h v '(47

ah 0 v

where Oh and 0, are the horizontal and vertical half-power beamwidths, in degrees.
The constant k 2 is about 27,000 for a horn-fed paraboloidal reflector, about 30,000 for a
linear-array-fed long parabolic cylinder, and about 41,000 for a Dolph-Tchebyscheff array.

Antenna Beamwidth

Antenna beamwidth directly affects range calculation through its effect on number of
pulses integrated for a scanning radar. The general formula relating beamwidth to an-
tenna size is

a k 984 k 3  (48)i = 3 di - di(ft) fMc

where 9i is the beamwidth in degrees, in the direction of the i -dimension of the antenna,
d i is the antenna dimension, X is the wavelength, and fmc is the frequency in megacy-
cles. For paraboloidal or parabolic-cylinder antennas, k3 has values ranging from about
60 to 75, for half-power definition of the beamwidth. Equations (47) and (48) assume "con-
ventional" antenna designs and beam shapes, and do not apply to antennas having "cosecant-
squared" or other specially shaped patterns.

For a plane reflector and plane array of the Dolph-Tchebyscheff type of beamwidth
less than 10 degrees, Eq. (48) applies if the width d is measured between the centers of
the end dipoles of the array, and if the following values of k 3 given by Stegen (20) * are
used for various design values of the side-lobe level:

Side-Lobe Level (db) k 3

-20 51.1
-25 56.0
-30 60.6
-35 65.0
-40 68.7

System Loss Factor (L) and Principal Component Losses

Loss factor is defined as the ratio of the power input to the power output of the lossy
element of the system (i.e., reciprocal of gain). The general loss factor L is the product
of numerous specific loss factors, certain ones of which are generally present. (Ldb is
of course the sum of the component loss factors expressed in decibels.)

"-The beam direction is assumed to be normal to the array. Formulas are also given in
this paper for the beamwidth of squinted arrays and for arrays of beamwidth greater
than 10 degrees.



NAVAL RESEARCH LABORATORY

In terms of the losses that are generally present, with an added factor to account for
miscellaneous additional losses, L may be expressed as

L = L t Lr Lp La L x . (49)

The factor L t is the transmission-line loss that occurs during transmitting. It in-
cludes all losses between the transmitter output terminals and the radiating surfaces of
the antenna. Thus, duplexer loss, losses in joints and couplers, and ohmic losses in the
antenna itself are included. (Antenna losses are included because the antenna gain defi-
nition used is the directive gain, in terms of radiated power rather than power at the input
terminals of the antenna.)

The factor Lr is the transmission-line loss on reception, analogously defined (but
not necessarily equal to Lt). However, Lr is the so-called available loss,* or ratio of
available power at the antenna to available power at the receiver input terminals, whereas
L t is the actual loss (ratio of actual transmitter output power to power radiated by the
antenna). Available power is that which would be delivered to a matched load impedance
(complex conjugate of source impedance).

The factor L_, the antenna-pattern loss, accounts for the fact that the gain of a scan-
ning antenna, in the target direction, varies from pulse to pulse in accordance with the
antenna pattern, while the antenna gain factors in the equation are applicable to targets
in the beam maximum. It also takes into account the arbitrary designation of beamwidth,
for the purpose of counting the number of pulses integrated, as the half-power value.
Analysis of these matters (21) indicates that a loss factor of 1.45 (1.6 db) is appropriate
in the case of unidirectionally scanning radar. For a bidirectionally scanning radar, the
problem of analyzing the loss is more complicated. It probably depends on the particular
scanning pattern employed. In the absence of a more accurate analysis of a specific case,
this factor may be estimated to be the square of the loss factor for a unidirectional scan -

i.e., 2.1 (3.2 db).

For a nonscanning radar, Lp = 1, (Lp(db) = 0). If the target is not in the beam max-
imum for such a radar, appropriate correction should be made in the pattern-propagation
factor F. In the case of a unidirectionally scanning radar, if the target is displaced from
the beam maximum in the direction orthogonal to the scanning direction, this should also
be taken into account by the pattern-propagation factor.

The term scanning loss has been used to mean many different things. Most com-
monly it has referred to the reduction of radar sensitivity that results when the antenna
beam is scanned instead of remaining fixed (searchlighting) on a target. This loss is a
function of the scanning speed and the antenna beamwidth. It is primarily the result of
the reduced number of pulses received during th integration time, and is automatically
taken into account when the minimum detectable signal-to-noise ratio, Vo( 5 O) or D50 , is
determined, from Fig. 2 or 4, on the basis of number-of-pulses integrated as computed
from Eq. (16) or (17). Hence no additional scanning loss need be introduced into the cal-
culation. Sometimes the antenna pattern loss L has been called a scanning loss. This
is not an inappropriate label, but it is not used here because of the confusion that might
result.

La in Eq. (49) represents the loss due to absorption in the propagation medium. Lx
represents miscellaneous further losses that may occur in some applications. Among
the possibilities are collapsing loss, sweep-speed loss, video mixing loss, video-bandwidth
loss, pulse-length loss (due to finite excitation time of certain types of array antennas),

" *The necessity for this definition of Lr was called tothe author's attention by L.E.Davies

of Stanford Research Institute.
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and polarization angle loss (due to polarization rotation by the ionosphere). These losses
will be discussed in detail in Part 2.

Propagation Absorption Loss (L.)

The factor La is for loss due to absorption in the propagation medium. Curves for
this loss in the atmosphere as a function of target range and elevation angle are given by
Figs. 13-24 for several elevation angles up to 10 degrees. These are similar to curves
previously published (1,2,5,7), but have subsequently been recalculated using slightly
improved values of some of the quantities involved in the calculation. Also, the original
calculations were manually performed, but the recalculation was done using the NRL
NAREC electronic digital computer. The new results are in good agreement with the
original calculations, differing very slightly at some frequencies and some elevation
angles due to the changed values of certain factors in the calculations.

As discussed in the original report presenting these curves (Ref. 2, pp. 6, 11), it was
realized after the original calculations were made that probably certain values employed
were not the best choices, although the differences in computed results would not be great
if improved values were used. Because of the labor of the manual calculations, recom-
putation was not done at that time.

For the recent calculation by machine, the line-breadth constant for the oxygen
attenuation was taken to be Van Vleck's originally proposed value, Av = 0.02 cm- 1 (instead
of the two different values, (AV), = 0.018 and (Av) 2 = 0.05, used previously). The value of
the water-vapor line-breadth constant (0v)3 was taken to be 0.1 as it was before, but (AV) 4
was taken to be 0.27 instead of 0.1. The sea-level value of water-vapor density was
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Fig. 20 - Radar atmospheric attenuation,
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Fig. 21 - Radar atmospheric attenuation, 1.0-degree
ray elevation angle, 15-30 Gc
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taken to be 7.5 grams per cubic meter instead of 6.18. The atmospheric pressure and
temperature values were taken from the ICAO Standard Atmosphere (22). The ray-path
range-height-angle values were based on the CRPL Exponential Reference Atmosphere
(a refractive-index model) (3,23) with a surface refractivity N. = 313. The result of all
these slight modifications is to give very slightly smaller attenuation values at the lowest
frequencies and slightly greater values at the highest frequencies. For most practical
purposes the differences are negligible.

The calculations were carried out for a greater range of initial ray angles and fre-
quencies than before, including additional frequencies within the original range of 100 -
10,000 Mc, and four frequencies above it - 15, 20, 25, and 30 Gc. Inasmuch as the ab-
sorption at these higher frequencies is so sensitive to water vapor, the values shown in
Figs. 19-24 should be taken as only a rough guide to the losses above 10,000 Mc. It is
important to note that the frequencies 20 and 25 Gc lie on either side of the water-vapor
absorption resonance at 22.2 Gc. As indicated in Fig. 25, the absorption at this reso-
nance is much higher than it is at either 20 or 25 Gc, therefore interpolation for absorp-
tion values between these two frequencies is not possible. Figure 25 is a plot of the
attenuation values for two-way transit of the entire atmosphere, corresponding to the
maximum-range values shown in Figs. 13-24. Since the absorption at exactly the water-
vapor resonance frequency, 22.2 Gc, was not calculated, the curves are left broken in
that region. (The absorption at the resonance frequency, though large, is finite.)

Values have also been calculated for elevation angles of 30 and 90 degrees. Since at
these angles the entire atmosphere is traversed in a relatively short distance and the
computer was programmed to give attenuation values at 10-mile intervals, these results
are tabulated rather than plotted, in Table 1. (Although the calculated values are given
to three significant figures, the results do not actually have that degree of absolute phys-
ical significance.)
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Since the absorption loss depends on the range, it is necessary first to calculate the
range for no loss (L. = 1), and then to apply a correction factor based on the loss deter-
mined for this range, from curves of the type given in Figs. 13-24. Further correction
may be made, if necessary, by finding a revised loss value for the corrected range, and
then correcting for the difference between the initial andrevised losses. (Range-correction
factors for losses in tenth-decibel steps are given in Appendix A, Table A3.) In general,
the procedure need not be carried beyond this point to achieve negligible error compared
to the indefinitely continued iterative procedure that would in principle give the "true"
range.

Rain may cause greatly increased absorption losses at the higher frequencies, prin-
cipally above 3000 Mc. However, rain is too variable a phenomenon to include as part of
a "standard" range calculation. The atmospheric absorption losses given by Figs. 13-25
assume no rain. Nevertheless, in some parts of the world, at some seasons, absorption
by rain may be quite important.7 This subject is discussed by Kerr (8).

The maximum-range loss values plotted in Fig. 25 are applicable to radar tar-
gets that lie completely outside the atmosphere, provided they are not in or beyond
the ionosphere. However, loss due to ionospheric absorption is not significant except
at the very lowest frequencies considered in Fig. 25, and then only in the daytime.
Nevertheless, in some applications it may be significant, for targets such as missiles,
artificial satellites, space probes, or astronomical bodies. This absorption loss has

Atmospheric
Table 1

Absorption Losses for 30- and 90-Degree
Elevation Anglest

T 0 is the elevation angle; R is the radar range, naut. mi.

':'Since this material was written, the need has arisen, in connection with a specific prob-
lem, to provide attenuation data for a "standard light rain" and a "standard heavy rain"
for radar range-calculation purposes. This work will be reported in Part Z.

Two-Way (Radar) Attenuation (db)

Frequency 0= 300 = 900
(Mc)

R = 10 R = 20 R = 30 R = 10 R 20

100 0.0077 0.0131 0.0138 0.0066 0.0070
200 0.0249 0.0347 0.0355 0.0174 0.0178
300 0.0432 0.0551 0.0559 0.0276 0.0281
400 0.0591 0.0720 0.0728 0.0361 0.0366
500 0.0719 0.0854 0.0862 0.0428 0.0432
600 0.0819 0.0958 0.0966 0.0480 0.0484
700 0.0898 0.104 0.105 0.0520 0.0524
800 0.0958 0.110 0.111 0.0551 0.0555
900 0.101 0.115 0.116 0.0575 0.0580

1,000 0.104 0.119 0.120 0.0593 0.0597
2,000 0.121 0.135 0.136 0.0677 0.0681
3,000 0.126 0.141 0.142 0.0705 0.0710
5,000 0.135 0.150 0.151 0.0750 0.0754

10,000 0.171 0.187 0.187 0.0934 0.0939
15,000 0.275 0.291 0.292 0.146 0.147
20,000 0.970 0.989 0.990 0.495 0.496
25,000 1.20 1.22 1.22 0.611 0.611
30,000 0.735 0.765 0.768 0.384 0.384
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been computed for average conditions by Millman (24), for one-way propagation through
the entire ionosphere. The loss is a function of elevation angle and also varies
greatly between daytime and nighttime. In the daytime the loss at 100 Mc may be
as great as 1.3 db (2.6 db for two-way radar propagation), while at night it is less
than 0.1 db, one-way, for the worst case (small elevation angle). For high elevation
angle the loss at 100 Mc is about 0.2 db daytime and 0.01 db nighttime, one-way.
The decibel loss is proportional to the inverse square of the frequency. Thus, at fre-
quencies above a few hundred megacycles ionospheric attenuation is ordinarily negligible.

Integration Loss and Operator Loss

The concept of "integration loss" is sometimes encountered in the literature of radar
range calculation (12,25). In this approach, the quantity V. (or some similar factor) is
evaluated on the assumption that coherent integration of the N pulses has occurred. Then
a loss factor is applied, accounting for the difference in value of V. for coherent and non-
coherent integration of the N pulses.

This approach is not used here. The values of Vo(SO) or D50 given by Figs. 2-4 are
those for noncoherent integration, which is the form of integration ordinarily employed.
For special cases in which coherent integration is possible, the appropriate modification
of Fig. 4 has been described (Eq. (20)). The "integration loss" approach is deprecated
by the author because it requires an additional factor and an additional step in the cal-
culation, and (perhaps primarily) because of the implication that integration is a process
that results in loss. Integration is of course a gainful process, and the term "integration
loss" really means "the loss incurred by integrating noncoherently instead of coherently."
"Noncoherent-integration loss" would be more appropriate, but more cumbersome. Pre-
sumably the intent of the concept is to emphasize the improvement that results with
coherent integration, and to formulate the range equation for this "ideal" case, with a
loss factor for departure from the ideal. Here the approach has been, following Norton
and Omberg (9), to formulate the equation so that it applies directly to either the practical
case or to the ideal case.

The concept of "operator loss" is also sometimes employed, to describe the increase
in V. required by a typical operator compared to an ideal operator. However, here again
the approach has been to express Vo directly, in Figs. 1 and 2, as the value applicable to
an actual human operator. The "operator loss" tends in practice to become an arbitrary
factor to account for observed discrepancies between computed and observed radar per-
formance, and while in some cases it may be a valid explanation, it may in other cases
tend to be misused. In any case it is too vague a concept to employ in a range calculation
aimed at evaluating the merit of a particular radar design, or for other engineering
purposes.

System-Degradation Loss

Inclusion of a system-degradation loss factor in range calculations, as is sometimes
done, is deprecated, for reasons similar to those just discussed. The inclusion of such
a factor tends to discourage attempts to evaluate other range-equation factors as pre-
cisely as possible. There is little point in expressing other factors to the nearest tenth
of a decibel when the "system degradation factor" cannot possibly be specified that
closely, except arbitrarily. It may be argued that some of the other range equation fac-
tors are often not known very precisely either - notably, the target cross section and
the pattern-propagation factor. However, these quantities at least have precise values
in principle, which by improved measurement or theoretical techniques might be deter-
mined, sometimes statistically. But system degradation loss does not even have sta-
tionary statistical properties, and cannot ever be evaluated precisely.
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Of course, the fact that "system degradation" exists cannot be ignored. The approach
recommended here, however, is the use of values for system parameters in the range
equation that are the most realistic possible values, not "laboratory peak" values but
nevertheless representative of a properly maintained and adjusted system in the field or
aboard ship. If specific components are known to deteriorate with time in a predictable
way, it is appropriate to use a mean operating value for the recommended component
lifetime. (Presumably the range of values thus permitted would not be great.) But, inclu-
sion of a factor for deterioration due to poor maintenance is inappropriate in a range
calculation in which an attempt is made to evaluate the physical factors as accurately as
possible.

When the range has been calculated on the basis thus recommended, it is a simple
matter, of course, to apply arbitrary degradation factors to it, if it is desired to note the
effect that possible amounts of degradation would have. (The range factors of Table A3,
Appendix A, are especially convenient for this purpose.)

If military or naval agencies wish to allow for an arbitrary amount of system per-
formance degradation in system performance, specifications, it is recommended that they
allow for this by upgrading the nominal range requirement rather than by stipulating
inclusion of a degradation factor in the contractor's calculation of expected range of a
proposed system. The latter practice may make it almost impossible to determine whether
the delivered system complies with the specification.

Coverage Diagrams

For surface-based radar systems, to which the material of this report directly
applies, the target elevation angle 0 is an important parameter in the range calculation.
Although it does not appear explicitly in the range equation it enters into the calculation
of the system noise temperature TN, the pattern-propagation factor F, and the absorption
loss La . In certain types of elevation-scanning radars the antenna gain G, the number of
pulses per beamwidth per scan N (which affects V.), and even the frequency fm, may be
functions of 0. Therefore the range of a surface-based radar generally varies with the
target elevation angle, and accordingly a full description of a radar's maximum-range
capability can in general only be given in terms of a coverage diagram, plotted for a
vertical plane extending from 0 = 0 degrees to 0 = 90 degrees. In some instances, of
course, the range is of interest primarily for a particular angle, or small range of
angles, for example at or near 0 = 0 degrees. In such cases a coverage diagram is not
necessary; a single range figure will suffice. But in general the diagram is required.

As is well known, radio rays are bent slightly downward in the earth's atmosphere,
and this fact must be taken into account in plotting coverage diagrams, since it affects
the range-height-angle relationship. The refraction of rays by the atmosphere is ordi-
narily very slight, but appreciably affects the altitude of low angle rays at practical radar
detection ranges. The effect varies with the condition of the atmosphere, primarily the
water-vapor content. Therefore it is necessary to specify a particular refractive condi-
tion of the atmosphere as standard for plotting radar coverage diagrams. The refractivity
model suggested (3) is the CRPL Exponential Reference Atmosphere (23), with the surface
refractivity value NS = 313 (corresponding to the index of refraction 1.000313). The height
dependence of the index according to this model is

n(h) = 1 + 313 x 10-6 exp (0. 04385 h), (50)

where h, the height, is in thousands of feet. Given this dependence, the ray paths for
various initial elevation angles may be calculated (3,23).
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For radar coverage diagrams, a range-height-angle chart on which the rays are
straight lines is desirable, to facilitate plotting the range as a function of the initial ray
angle. Such a chart has been constructed for the refractivity model of Eq. (50), and is
shown in Fig. 26. The method of constructing such a chart is described in an NRL Memo-
randum Report (26).

The range plotted in this chart is the "slant range" of the target (distance along the
ray path from radar to target), not the ground range (distance along earth's surface). The
heights and angles are plotted with respect to the position of the radar antenna. There-
fore the actual target height above the earth's surface, for the ranges and angles indi-
cated, would be the height shown on the chart plus the height of the antenna. In practical
cases this will be a negligible correction, since the antenna height must be assumed to be
low in using this chart. Moreover, it must be kept in mind that this chart is meant solely
as a ''convention," representing a rough approximation to the average results that would
be obtained for a wide range of practical conditions, including various land altitudes as
well as various atmospheric conditions. It should never be used as a basis for precision
target altitude measurement from radar angle and range data. For this purpose charts
based on the known altitude at the radar site should be used, and separate charts should
be used for different seasons of the year and also for different conditions of the atmos-
phere during a given season. (Ideally, of course, a chart based on the measured refrac-
tivity profile should be used.) Details of this subject are contained in the literature (27-
29) but are beyond the intended scope of this report.

A convention employed for determining the range-height-angle relationship when the
antenna and target altitudes are both low is the so-called 4/3-earth's-radius principle.
Actually this amounts to assuming that the atmospheric refractive index as a function of
height has a linear negative gradient given by

do dn _ 1(51)
dh 4a'

where a is the earth's radius. On a chart in which the geometry is distorted so that the
earth's surface has a radius of curvature 4/3 as great as its true radius, the ray paths
for this assumption plot as straight lines. The range-height-angle relationship for this
convention is given by

H = h + 6076 R sin 0 + 0.6624 R2 cos 2 0, (52)

where H is the target height and h is the antenna height, both in feet, R is the target
slant range in nautical miles, and 0 is the target elevation angle. This expression is
based on an assumed true earth's radius of 3440 nautical miles, or a 4/3-earth-radius
of 4587 nautical miles.

The limits of usefulness of this expression are about H = 10,000 feet and R = 100
miles at low angles. It is a useful formula for plotting ranges and heights that are too
small to be plotted on Fig. 26. For ranges and heights that are too large for Fig. 26, the
values of Table A4, Appendix A, may be used. This table includes the values used in plot-
ting Fig. 26, but extends them to a height of 1,000,000 feet (165 nautical miles) and a slant
range of 1120 miles at 0 = 0 degree. When the ray height is in or beyond the ionosphere
(which begins at about 250,000 feet), these values are valid only at frequencies high
enough to be unaffected by ionospheric refraction, above about 500 Mc. Reference 24
discusses the refractive effect of the ionosphere at lower frequencies.

Sometimes it is of interest to determine the "horizon distance" of a radar, for a
given antenna height h. In terms of the 4/3-earth's-radius convention this is given by

Rh : 1.23 V-h( , (53)
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where Rh is the horizon distance in nautical miles and h is the antenna height in feet.
Thus a target at height H would be on the radar horizon when its range is that given by
the intersection of this I curve with the 0 = 0 degree line in Fig. 26, plus the horizon
range given by Eq. (53). This result is based on a mixed set of conventions, but for the
usual values of h in Eq. (53) the result is insignificantly different from the one that would
be obtained on the sole basis of the CRPL refractivity model.

Frequency (fM.)

Questions seldom arise concerning the proper value of frequency to employ in the
range equation, because the bandwidth of the transmitted signal is usually a small frac-
tion of the nominal or center frequency of the signal spectrum. A question can arise,
however, whenever the radar frequency is varied from one pulse to the next, for what-
ever reason, if the variation is appreciable.

One situation of this type that is becoming more common is found in frequency-
scanning radars, in which the antenna beam direction is changed by shifting the frequency.
When the frequency scanning is in the vertical direction, the radar frequency becomes
still another factor contributing to the elevation-angle dependence of the range capability.
When the scanning is in azimuth, then in principle the range is an azimuth-dependent
quantity. In practice, the frequency variation is usually small enough, over the entire
scanned sector, so that using the average or median frequency for range calculation is
sufficiently accurate. The point is mentioned here, however, both for completeness and
because it is entirely conceivable that a radar might employ frequency variations large
enough to affect the range appreciably even if the transmitter power, receiver noise tem-
perature, and dissipative losses remained constant.

It must not be overlooked, moreover, that the range equation contains factors that
are frequency-dependent in addition to the frequency term itself. The antenna gain is
strongly frequency-dependent, while the system noise temperature, some types of losses,
some propagation effects, and in some cases the target cross section are dependent upon
frequency in varying degrees. System noise temperature is a decreasing function of fre-
quency at vhf and low uhf, while in the microwave region it is increasing. For constant
antenna aperture and scanning speed, the number of echo pulses returned during the trav-
erse of the beam across the target will decrease as the frequency increases, since the
beamwidth decreases with frequency (Eq. (48)). Accordingly, for this situation, the visi-
bility factor V. becomes an increasing function of frequency. Therefore it is not a sim-
ple matter to state the total dependence of radar range upon the frequency of operation.
The appearance of the square root of the frequency in the denominator of the equation
can be entirely misleading, since the product (Gt Gr) 1/ 4 in the numerator is directly
proportional to frequency if the effective aperture sizes of the antennas are held constant.

If the frequency Were to vary appreciably for the individual pulses during the group
of pulses integrated prior to the detection decision, and if the variation were appreciable
so that simply using an average frequency value in the range equation would not be ac-
ceptable, then a very involved analysis would have to be made to calculate the range cor-
rectly. The techniques used for analyzing the fluctuating-target cross section would be
applicable, although the noise level as well as the signal level would in this case be var-
ying from pulse to pulse, because of the frequency dependence of the system noise
temperature.

Radar equations may of course be expressed either in terms of the frequency f or
the wavelength X, which is equal to c/f, where c is the velocity of electromagnetic
propagation, 2.99793 x 109 meters or 161,875 nautical miles per second. The following
relation between frequency in megacycles and wavelength in feet or meters is useful:
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- 983.573 - 299. 793MC Xft (54)

The frequency regions considered in this report are designated by the following cus-
tomary abbreviations:

vhf (very-high frequency) - 30-300 Mc
uhf (ultra-high frequency) - 300-3000 Mc
shf (super-high frequency) - 3000-30,000 Mc (3-30 Gc).

The following radar frequency-band terminology is also commonplace:

P-band - 225-390 Mc
L-band - 390-1550 Mc
S-band - 1550-5200 Mc

X-band - 5200-10,900 Mc.

These designations originated during World War II and were employed for reasons of
secrecy, but are now unclassified. X-band was also divided into subbands. The designa-
tion C-band is sometimes used to denote a region encompassing roughly the 5000-6000-
Mc region - but this notation is apparently not officially recognized by the military serv-
ices. The term "microwaves" generally refers to wavelengths less than 30 cm (frequen-
cies greater than 1000 Mc).

Target Cross Section (a)

The radar cross-section definition is the standard one given by Kerr (8) and others.
The dependence of the cross section on geometric properties of the target is discussed
by Kerr (8), Norton and Omberg (9), and numerous others. As previously stated, c0
denotes the median value when the target cross section fluctuates. Measured cross sec-
tions are sometimes quoted as the median and sometimes as the mean value, and occa-
sionally other percentile values have been used. It is recommended that the median be
adopted as standard. The value 1 square meter is conventional for assessing the relative
range performance of radar systems when no specific target is stipulated. Results of
measurement and calculation of the cross sections of targets of military interest are
available in the classified literature, for example Ref. 18, pp. 53-151. The target fluc-
tuation characteristics (probability distribution, spectrum) are of importance in opera-
tional analysis of radar range performance, but are not needed for the basic type of range
calculation considered here. Radar cross section is in general a function of frequency,
aspect angle, and polarization. Hence the complete cross-section properties of a complex
target cannot ordinarily be expressed by a single number.

The radar cross section of a target is a fictitious area o- such that when the target
is in a field of transmitted power density St, and the reflected power density at the radar
receiving antenna is Sr) then

2 2

ar = Rr Sr/S t F, (55)

where Rr is the distance from the target to the receiving antenna. lacar cross section
may be measured by using a calibrated radar, whose transmitted power Pt and antenna
gains Gt and Gr are accurately known, and measuring the received signal power Pr at
the receiver input terminals. Since

r Sr Gr 2  (56).47T L r
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and

2
Pt Gt Ft(

t 4 - Rt 2  L (57)

where the symbols here have the same definitions as in Eqs. (2)-(4). Equation (55) in
terms of the known or measurable radar quantities then becomes

(47) 3 Rt R r Pr Lt Lr (58)

Pt Gt Gr 
2 F2 Fr

2

which is an equation for radar-cross-section measurement. (The equation as written
assumes a consistent set of units, e.g., watts, meters.) In the monostatic case, of course,
R t = Rr = R.

It is possible to measure radar cross section also by a comparison method, whereby
the only quantity on the right-hand side of Eq. (58) that is needed is Pr" That is, the
equation may be written

= K Pr (59)

and then the value of K may be determined by measuring Pr when the target has a known
value of a (a so-called standard target). In fact, only the ratio of the values of Pr for
the standard target and the unknown target is needed, since

O's P r(cr)s- , (60)
Pr(0-s) s'

where a, is the standard-target cross section.

Standard targets are often spherical reflectors of known diameter. The sphere is an
ideal standard target because its cross section can be accurately calculated (8) and the
cross section is independent of aspect angle. If the radius of the sphere a is larger than
the radar wavelength, the radar cross section is asymptotically (as a increases) equal to
7Ta

2 , the projected geometric area of the sphere. Figure 27 shows the exact behavior of
a- as a function of the ratio a/k for a sphere. Reference 8 also gives the theoretical
results for the cross sections of targets of other simple shapes. A few of these are of
sufficient interest and importance to include here.

The monostatic cross section of a large flat plate viewed perpendicularly to the sur-
face is

47r A
2  

(61)
k 2

where A is the area of the plate, assuming that both the width and length of plate are
large compared to the wavelength; the exact shape is immaterial, except that the edges
must not be wildly irregular. (There must not be projecting portions whose width is
small compared to a wavelength.)

The cross section of a large cylindrical object viewed perpendicula.rly to its axis is

27r a t2 (62)X
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Fig. 27 - Radar cross section of a sphere, normalized relative to projected
geometric cross section 77 a 2 , as a function of its radius a relative to the
wavelength k, from Fig. 6.1, Ref. 8. As a/k increases beyond the values
shown, the oscillations of o- become progressively smaller and converge to
the value -r a 2 .

where a is the radius of the cylinder and t is its length, both assumed large compared
to k.

The cross section of a thin unloaded half-wave dipole viewed perpendicularly to its
axis and with the polarization optimum is approximately 0.88 k2 . Its average cross sec-
tion over all orientations and polarizations is approximately 0.11 k2 .

The targets thus far discussed were assumed to be small compared to the lateral
dimensions of the radar antenna beam and the range dimension of the radar pulse ("point"
targets). For area-extensive, range- extensive, and volume- extensive targets, the effec-
tive value of a to be entered into the range equation becomes a function of the beamwidth,
or the pulse length, or both. Such targets are characterized by a quantity 70 called*
"radar cross section per unit area (or length or volume)," and the total effective cross
section is obtained by integrating c-0 over the area covered by the radar beam, or over
the range depth of the radar pulse, or both, if the echo signals from the elemental scat-
tering areas or volumes add noncoherently in the radar receiver. For the coherent case,
the integration must be performed on a signal-voltage basis, taking phase into account;

*The notation o-0 was originally used in analysis of sea and ground return ("clutter"). Its

application here to extended targets in general is a somewhat loose use of the notation.
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this result is then converted into an effective cross section. In either case, appropriate
weighting factors must be applied to account for the variation of F and R, if these quan-
tities vary appreciably over the region of integration.

In the case of the area-extensive target, in addition to this dependence of 0, upon the
beamwidth, there will also be an increase in the number of echo pulses received as the
beam traverses the target (for a scanning radar). The effective number may be calcu-
lated by analyzing the amplitude or power pattern of the echo pulses received as a func-
tion of angle, as the beam scans, and taking the half-power angular width of this pattern
as the effective beamwidth (Oh or 0O) in Eqs. (16) and (17). For targets of width consid-
erably greater than the actual antenna beamwidth, the effective beamwidth will be approx-
imately equal to the target angular width, provided that the detection device or observer
is capable of fully integrating the resulting number of pulses.

In the case of the range-extensive target, there will be an enhancement of detecta-
bility of the echo, compared to a point target of the same cross section, due to the
lengthened received pulse. This effect may be taken into account, in Eqs. (4) and (5), by
using the received rather than the transmitted pulse length r in addition to calculating
in the manner described. However, unless the receiver passband is tailored in width and
shape to this received pulse, then an appropriate value of CB or m must be used, based
on the relationship of the received pulse to the receiver passband.

In the case of the volume-extensive target, both the beam-widening and pulse-
lengthening effects occur simultaneously. These effects must be taken into account in
calculating maximum detection range, as with Eqs. (4) and (5). When a calculation of
range for a given signal-to-noise ratio is being made, as with Eq. (3), then a must be
calculated in the manner described (if the target is extensive), but the increased number
of pulses per beamwidth and increased received pulse length do not affect the calculation.

Cross-Section Fluctuation

The typical complex point target, unlike the sphere, has a very complicated pattern
of reradiation, even for the purely monostatic case, so that the cross section is usually
a strong function of the aspect from which it is viewed by the radar. Thus for aircraft
targets the nose-aspect, tail-aspect, and broadside cross sections are often given. When
the aspect is not specified for an airplane, usually the nose aspect is meant, since this is
the one of greatest interest both militarily and for many (but not all) civilian radar appli-
cations. The suggested standard value of 1 square meter for calculating radar perform-
ance corresponds approximately to the nose aspect of a small or medium-sized fighter
aircraft, although variation by a factor of at least 10 in either direction may be observed
for different fighter-type airplanes at different frequencies.

Especially at the higher frequencies, even when a target maintains a constant nomi-
nal aspect, slight changes of aspect may occur, as well as vibration or other motion of
the reflecting elements. The result is that typically the echo from any moving target
fluctuates in amplitude and in phase. This fact complicates the statistical analysis of the
echo detection problem. However, as has been shown (16), if the target cross section is
specified to be the median value, then the range as given by Eqs. (4) and (5) is approxi-
mately the 0.5-probability-of-detection value whether the target is steady or fluctuating.
This convenient result hinges upon adoption of 0.5 probability as a convention for stand-
ard range calculation, as well as upon specification of target cross section as the median
value. In order to calculate the range for other probabilities it is necessary to know the
complete probability distribution, or density function, for the target. Moreover, the pro-
cedure is quite complicated. Swerling (30) has published results of fluctuating-target
analysis.
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An approach often taken to the calculation of radar range for a fluctuating target is
to use for a in the range equation the average value (or the median, perhaps) and to
include (as a component of the system loss factor L) an additional loss called "fluctuation
loss" to account for the difference in range that would result when the target is fluctuat-
ing compared to that for the steady target of the same cross section. The necessary loss
factor depends upon the probability of detection for which the range is desired as well as
upon the percentile value of the cross section entered into the equation, upon the proba-
bility distribution of the target fluctuation, and upon the number of pulses integrated. (At
low probability of detection, target fluctuation may actually produce a gain rather than a
loss.) Swerling analyzed several assumed fluctuation distributions, and his results indi-
cate less than 0.3 db difference from the nonfluctuating case at the 0.5-probability point,
depending somewhat on the probability density function assumed for the target fluctuation.
For "Rayleigh" fluctuation, the difference is less than 0.1 db. Kaplan (31) has also ana-
lyzed the detection of fluctuating signals.

It is often assumed that the received voltage amplitude (predetection) for a fluctuat-
ing target has a Rayleigh distribution. This is equivalent to assuming that the two-
dimensional probability distribution, taking into account phase angle, is Gaussian, an
assumption based on the central limit theorem of probability theory. This theorem as-
sumes that the total received signal is the (vector) sum of voltages from a number of
reflecting elements within the total target complex, that the phases of these voltages are
varying with respect to one another randomly and independently of all the others, and that
the individual voltage amplitudes are all of comparable magnitude - i.e., that no one or a
few predominate. These assumptions are satisfied for some large complex targets,
including the older airplanes of less rigid constructions, at high enough frequencies for
vibration of the airplane parts to be significant. Examples of cases which ideally satisfy
the requirements are the "clutter" echoes received from sea waves, the echo from rain
at frequencies such that the individual drops reflect, and the echo from aggregations of
the small artificial aluminum reflectors called "Chaff." However, many modern aircraft
are characterized by distinctly non-Rayleigh distributions, which suggest that the total
echo is the result of a rather few predominant reflecting surfaces, especially in the vhf
and low uhf:regions.

Because of its historical importance and also because it is actually applicable to
some targets, the Rayleigh probability density function will be stated. The mathematical
formulation in terms of the median voltage as the parameter is

P l (v) = 2 (In 2) V 2" , (63)
22

V 5 0

where v is the voltage amplitude and vs0 is its median value. Since the target cross
section fluctuates proportionally to the square of the received signal voltage, it is deduc-
ible that the corresponding density function for the cross section @ is

p 2 (0') = In 2 2-"/50, (64)
0-50

which is a "negative exponential" distribution, although because of the above-described
relationship to a Rayleigh-distributed signal voltage, targets having this cross-section
distribution are called "Rayleigh" targets.

Another important factor in discussion of target fluctuation characteristics is the
spectrum of the fluctuation - its frequency composition, or the fluctuation rate - in
relation to the radar pulse rate, integration time, scanning speed, and beamwidth. This
factor determines the statistical dependence or independence of the signal amplitudes
separated by various amounts of time, e.g., by the pulse period or by the scan period.
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Pulse-to-pulse fluctuations within a group of integrated pulses are much less important
in the detection statistics than the lower frequency fluctuations that affect the average
(integrated) amplitudes of successively observed pulse groups.

Short-period aircraft-echo fluctuations may be caused by propeller or jet-turbine-
blade modulation and by vibration of structural parts. Slightly longer period fluctuations
may be due to roll, pitch, and yaw, which cause aspect variation.

Sometimes very long-term fluctuations of aircraft echoes (with periods measured in
minutes) are observed. These may in some cases be due to fluctuating propagation fac-
tors, but it is also conceivable that they are due to small course corrections of the air-
craft made at frequent intervals. These would cause slight aspect changes, with resultant
cross-section changes which may be quite large. The question of which of these explana-
tions is more generally applicable was discussed at a Naval Research Laboratory sym-
posium (18) on radar detection theory in 1956. The experiments needed to settle the ques-
tion are difficult, and so far as is known by the writer, have yet to be performed.

Thus there are many matters still to be resolved before the analysis of the effect of
target fluctuation on radar range may be considered to be satisfactory, and therefore this
report does not attempt to present methods of handling the problem in practical range
calculation. The foregoing discussion indicates why it seems desirable, at present, to
avoid attempting any sophisticated consideration of target fluctuations in "basic" radar
range calculation. Nevertheless, in military-operational analysis of radar-system capa-
bility, the subject cannot be avoided. The following section is therefore a brief sketch of
some of the theory and practice that have been evolved.

BLIP/SCAN RATIO AND CUMULATIVE PROBABILITY
OF DETECTION

The concepts of blip/scan ratio and cumulative probability of detection were devel-
oped by the Operational Evaluation Group of the Office of the Chief of Naval Operations
during the latter part of World War II and in the early postwar years (32). It had been
noted that with scanning radars the echo (blip) strength fluctuated from scan to scan, and
when the target was near maximum range, the echo would appear on some scans and be
absent on others. The fraction of scans on which a blip was observed, averaged over a
small range interval, was named the blip/scan (B/S) ratio. It is apparent that this quan-
tity is a function of target range, and corresponds to the probability of detection that has
been discussed, when the observer's integration time (ti, Eq. (15)), is less than the scan
period of the radar.

The concept of cumulative probability of detection was developed to express the oper-
ational effectiveness of scanning radars against approaching targets. It answers the
question, "What is the probability that an approaching target (e.g., aircraft) will have
been detected by the time it reaches a given range?" Evidently this question requires a
knowledge of the target speed and the radar scan rate as well as the variation of the blip/
scan ratio as a function of range. It is a military-operational concept, primarily.

Both the blip/scan ratio and cumulative probability of detection concepts are limited
in their applicability, especially as new scanning techniques are gaining acceptance. How-
ever, it is of some historical interest at least, to present a brief review of these ideas;
also, they are still of practical value in some cases.

Range-Dependence of the Blip/SRan Ratio

The variability of blip strength, and of presence or absence of a blip on a particular
scan, would in principle be observed even for a target of steady cross section (e.g., a
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sphere) because of the combining of the signal with the noise in the detector. If this were
the only factor operating, the range dependence of blip/scan ratio would be readily cal-
culated, and moreover, the ratio would go from very small (near zero) to very large (near
unity) values of blip/scan ratio fairly steeply as a function of range, especially if the
detection-decision is based on integration of only a few pulses so that the signal-to-noise
ratio required for detection is fairly large. (The foregoing language is not precise, tut
should be adequate for conveying the general idea.)

Therefore, especially at large signal-to-noise ratios, the factor that generally pre-
dominates in determining blip/scan behavior is the target cross-section fluctuation. This
fluctuation "spreads out" the curve of blip/scan ratio as a function of range, making the
transition from low to high ratios more gradual. This function can be computed if the
target fluctuation characteristics (amplitude distribution and spectrum) are known. The
calculation is difficult when the combined effects of noise and signal fluctuation have to
be considered. But where the signal fluctuation predominates, the effect of the noise may
be ignored, and the calculation is much simpler. For this case, if the target is at a par-
ticular range R, the blip/scan ratio t(R) is equal to the probability that the fluctuation of
a causes it to exceed a threshold value ort; that is,

CD

t(R) = f p(a) do, (65)
at(R)

where p(a) is the probability density function for the cross-section fluctuation. The
threshold value is given by

ot(R) = o-50 [ (66)

where Ro is the range computed by means of Eq. (4) or (5) assuming F = 1. It is read-
ily deduced that when p(a) is given by Eq. (64), i.e., for a Rayleigh target,

(67)
q,(R) = 2 -(R/FR')4

50

When F = 1 (free-space propagation) the resulting curve for O(R) is easily com-
puted. When F is a function of target elevation angle, however, as described by Eqs. (27)
et seq., the range-dependence of F must be obtained by assuming a specific target alti-
tude, and a much more complicated tP(R) function results. Moreover, Eqs. (66) and (67)
assume that such factors as L. and TN do not vary appreciably as the target (presum-
ably at a fixed altitude) changes range; hence these are essentially low-frequency (vhf or
low uhf) equations.

Another consideration at higher frequencies is the "fineness" of the sea-reflection
interference lobe structure. A high-speed aircraft may fly through an appreciable por-
tion of a lobe during the scan period of a radar. F is no longer a slowly varying function
of time and range, in relation to the usual radar scan rates, and the statistical nature of
'P no longer permits F to be considered as a quasi-stationary parameter; rather, it be-
comes part of the statistics, contributing "fluctuation" due to the random part of the lobe
structure in which the target is observed from scan to scan. The analysis of this "fine
lobe structure" case has been made by Alderson (33), for the Rayleigh target, neglecting
the fluctuation contribution of the receiver noise. Alderson also has analyzed the effect
of roll and pitch of the radar platform (ship) for an unstabilized antenna, with the same
simplifying assumptions and the further assumption that the roll and pitch periods are
not integrally or nearly integrally related to the scan period.
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Cumulative Probability and "Operator Factor"

In principle, if the probability of detecting the target on a single scan at range Ri is
Pi, assuming that the target fluctuation is independently random from scan to scan, the
cumulative probability P(R) that the approaching target will be detected at least once by
the time it reaches range R is

P()= 1 - (I (- P) (68)
i=l1

where the scans occurring prior to the target reaching range R are numbered 1, 2, 3,.

The assumption that the fluctuation is independently random from scan to scan may
not be justified in all cases (18), so caution must be used in applying this formula. More-
over, evaluation of the P i's may be very difficult. If they are known as a tabulation of
values from experimental data, calculation of P(R) from this formula will require exces-
sive labor unless a digital computer is employed. However, for certain assumptions
concerning the form of Pi as a function of range, the product term of Eq. (68) can be
represented as an integral, and solutions have been obtained by OEG analysts (32).

There are so many questions concerning the validity of assumptions necessary for
computing cumulative probability that it is not the intention here to present the concept as
a practically useful one, but rather to mention and describe it briefly as a matter of his-
torical interest, primarily. However, under some circumstances the necessary assump-
tions may be realized, and calculations of cumulative probability may then be of value.

The probability of detection on the ith scan, at range Ri, would be P(Ri) ideally.
Generally, however, analysts have postulated that the human operator suffers from fatigue,
boredom, etc., so that Pi is somewhat less than qi, the latter being taken as the ideal or
theoretical value that would apply with an alert or alerted observer (operator). An "oper-
ator factor" is defined to express this relationship:

Pi = Po qbi" (69)

The operator factor is generally defined as the probability that the operator will see the
echo assuming that it appears (is detectable). In practice, however, po has tended to be
used as a curve-fitting pararieter to account for all differences between theory and ex-
periment! Thus its usefulness as an engineering quantity based on extensive experimen-
tal data is limited. Moreover, it was originally assumed that p0 was a "constant" for a
given experiment or a given operator and environment. Later it was realized that oper-
ator factor would certainly be a function of the signal strength, and hence of ' itself, and
possibly of other factors. Although some analysis and experiments have been performed
to explore this more sophisticated viewpoint (34), it must be said that the role of oper-
ator factor in radar range theory remains in a somewhat nebulous and unsatisfactory state.
It has also been proposed (32) that an operator recognizes the presence of a target only if
it is observed for a succession of k scans, where k may be 1, 2, or even more. The
probability of successful outcome for this sequence of events is popk, on the assumption
that p0 applies only on the first scan of the sequence, the operator thereafter being
assumed alert and attentive (po = 1). (It is also assumed that the k scans all occur within
a small range interval, so that ' remains constant.)

It is sometimes asserted that the military operational effectiveness of a radar should
be expressed in terms of the range for a stated cumulative probability of detection, with a
realistic assumption for the operator factor (i.e., p0 < 1). While this statement undoubt-
edly has merit, the fact remains that cumulative probability can only be given for a target
of specified speed and specified fluctuation characteristic, and a good operator-factor
theory is not available. Therefore it seems preferable, to the author, to evaluate the
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relative merits of radars on the basis of range for a stated single-scan or single-
observation probability of detection, e.g., Pd = 0.5, assuming an alerted or attentive
operator. Admittedly this is not a complete "figure of merit" for the radar, but it is an
essential ingredient of the full merit rating. The coverage diagram, expressing R5 0 as
a function of angle, together with a statement of scanning speed (information rate), con-
stitute a fairly complete description of the radar's capabilities, without the complication
of assumptions about target fluctuation characteristics, operator factor, and target speed.

RADAR RANGE EQUATIONS FOR A
NOISE-JAMMING ENVIRONMENT

Although it was stated in the introduction that equations would be presented only for
"basic" range calculation, not taking into account such factors as "clutter" echoes or
jamming, the case of wide-band noise jamming is of special interest, and equations will
be given that apply to this case, in terms of the basic equations and other environmental
assumptions already described.

The situation first assumed is that the target to be detected by the radar (usually an
aircraft) is carrying a jamming transmitter which radiates a noise signal having an effec-
tive spectral power density of Pj watts per megacycle. The jammer is also assumed to
have an antenna gain Gj in the direction of the radar. The noise is assumed to be of the
same nature as the noise already present in the radar from natural sources. Its band-
width is assumed sufficiently larger than the radar receiver bandwidth so that the effec-
tive noise power radiated within the receiver passband is Pi BN, where BN is the receiver
noise bandwidth.

The equations to be given are derived from Eq. (4) by assuming that the noise power
at the receiver input due to the jamming is considerably greater than the noise power
represented by the quantity k TNBN, and therefore the factor k TN in the equation* is
replaced by an expression representing the received jamming power density. This
expression contains the factors Gr, Lr, Fr, and fc in such a way that they cancel the
corresponding factors in the original equation. The equation thus obtained for R50 in
nautical miles is

P Gm 1/ 2
R 5 0 : 4.817 x 10- 3 Ft c 150 B  (70)

t 1 (w/Mc) G o V(50) CB L

The loss factor L, as given by Eq. (49), must be modified in Eq. (70) by deleting Lr
and by redefining "L, as the one-way absorption loss (half the decibel values given by
Figs. 13-25). Moreover, for scanning radars LP should be reduced to about half the
decibel value that would apply for the no-jamming case, because the received jamming
power is reduced during the part of the scan when the antenna-beam maximum is not
pointed directly at the jammer. Another equation, applicable when the jammer is not
at the target position, can be similarly derived, but it contains additional terms. In-this
expression, Eq. (71), the range of the jammer, Rj (nautical miles), appears in the nume-
rator, and a pattern-propagation factor for the jamming-signal propagation path, Fj,
appears in the denominator. (This factor accounts for propagation effects and also for the
pattern factor of the radar receiving antenna in the jammer direction.) The factor Fr does
not cancel out of the equation, and the exponent 1/4 is retained. The frequency term f~c'
the receiving antenna gain Gr , and the receiving line loss Lr cancel as in the self-screening
case. Therefore Lr is again deleted in evaluating L. The decibel value of the absorption
loss, La, is in Eq. (71) equal to the two-way radar loss minus the one-way loss for the

*The factor k is Boltzmann's constant, which does not appear explicitly in Eq. (4) because
it has been incorporated into the constant numerical factor on the right-hand side.
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jamming-signal path. Lp is the same value as in the no-jamming case; any side-lobe
,pattern loss" may be accounted for by suitable evaluation of F . The equation is

- 1/4

2 2 2

RS0  6.940 x 10-2 t(kw) 1"usec Gt 05 (sq m) Ft Fr Rj (71)L I
TI) i(W/Mc) Gi Fi 2 Vo(50) CB L

Note that if in Eq. (71) R1 = R 5 0 and Fj = Fr, Eq. (70) results. In using both Eqs.
(70) and (71) it is apparent that by making Pj Gj very small, or in the case of Eq. (71) by
making R3 very large or Fi very small, very large values of R5 0 may be obtained. If
the value of R5 0 thus obtained is larger than the value that would have been calculated
without jamming, i.e., from Eq. (4), then of course the range calculated with Eq. (70) or
(71) is false and is so because the assumption that the received jamming-signal spectral
power density is considerably greater than k TN has been violated. In order for Eqs. (70)
and (71) to be valid, the ranges calculated using them must be appreciably less than the
range calculated by Eq. (4).

The question arises, how shall the correct range be calculated when this result is
not obtained? If the range calculated by Eq. (70) or (71) is appreciably greater than that
calculated by Eq. (4), it means that the jamming is not powerful enough to reduce the
radar range very much, and Eq. (4) may be used without much error - i.e., the jamming
may be ignored. If, however, the ranges calculated by Eqs. (4) and (70) or (71) are com-
parable, the true range may be quite difficult to calculate for the self-screening case,
and for the fixed-range jammer the equation is more complicated than Eq. (71). In each
case the correct equation is obtained by replacing k TN in Eq. (4) by the sum of the jam-
ming and natural noise-power spectral densities at the receiver input. In the self-
screening case this results in a quadratic equation in R2 

. Fortunately this case is not
of much practical importance.

The full derivation of Eqs. (70) and (71), as well as the equations applicable when the
k TN term must be retained, will be given in Part 2. Jamming-range equations applicable
to automatic detection, comparable to Eq. (5) for the nonjamming case, are obtained by
simply substituting D50 m for Vo(50) CB in Eqs. (70) and (71).

ACCURACY OF RADAR RANGE CALCULATIONS

Calculations of radar maximum range were, in the early days of radar, notoriously
unreliable. The reasons were various. The dependence of signal detectability on num-
ber of pulses integrated was not explicitly recognized. Range calculations were often
made on the assumption that a signal was detectable if it was of about the same power
level as the noise. This was roughly true for many of the early "searchlighting" radars,
but with the advent of scanning radars it was often far from true. As seen in Figs. 1-3,
an error of 10-15 db may readily be incurred by making this assumption.

The probabilistic aspect of radar detection was also not well understood until it was
first expounded by North (13) in 1943, who also first made clear the role of pulse integra-
tion in the detection process, including a precise analysis of the different results obtain-
able with predetection and postdetection integration. These considerations have now been
well understood for many years, and are taken into account in the equations of this report,
though in as elementary and simple a manner as possible. Therefore the ranges calcu-
lated with these equations are based on a moderately sophisticated analysis of the prob-
lem, and it can be claimed that if the correct values are used for all the factors of the
equation, the result will be accurate, and will be supported by statistical analysis of
experimental results. That this is true within reasonable tolerances was shown by the
author (16) in a classified report on results obtained with some experimental naval radars
at several frequencies ranging from vhf to shf.
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Nevertheless, a precise agreement between calculation and experiment cannot be
expected, partly because some deviation is inherent in all probabilistic processes, and
partly because seldom are all of the factors in the range equation known precisely. Pos-
sibly the least well known quantity in most observations of complex target structures is
the radar cross section a-. (Different workers often disagree by 10 db or more in meas-
urements of a for aircraft targets. This is probably due largely to the extreme aspect
sensitivity of a, although calibration errors probably play some part.) In some cases
significant error in calculation of F may be made. Because of the strong dependence of
the range on the factor F compared to most of the other factors, this error is more sig-
nificant than comparable errors in some of the other factors. It may arise especially
through incorrect estimation of the magnitude of the reflection coefficient p. In some
cases superrefractive effects may also cause unexpectedly large or small values of F.
At microwave frequencies, excessive atmospheric moisture, or precipitation, may cause
absorption losses much higher than those predicted by Figs. 13-24. Also, numerous un-
recognized losses may occur within the radar system.

Some of the quantities in the equation are not easy to measure or calculate precisely,
notably the antenna gain and the system noise temperature. The gain formulas given,
Eqs. (46) and (47), are approximate expressions, valid only for certain classes of antennas.
A measured antenna gain figure should be used in radar range calculation whenever pos-
sible; however, accurate gain measurement is sometimes fairly difficult to accomplish.
The system noise temperature contains two components that may be subject to appreci-
able error; the sky noise varies greatly over the celestial sphere (4), and the receiver
noise temperature is not always accurately known. It is therefore of some interest to
consider the relative effects of errors in the individual range-equation factors upon the
total calculated- range error.

The effect of definite increments of the independent variables is well known. For
example, the range is proportional to the fourth root of the transmitter power and of
several other quantities in the equation. Hence a change in one of these quantities by the
factor x changes the range by the factor xl / 4 . Table A3 shows the relationship- between
the range change and decibel changes in range factors on which the range has this fourth-
root dependence. However, the range is directly proportional to the pattern-propagation
factor F and proportional to the square root of the fiequency f (except that, as discussed
previously, this square-root dependence on f is only the explicit part of the dependence,
and assumes that all other factors in the equation are constant as the frequency changes,
or that their variation with frequency is taken into account separately).

In considering the effect of sky-noise variations upon the accuracy of the range cal-
culation, it is necessary to realize that the fourth-root dependence is upon the system
noise temperature, of which the sky noise is an additive component. Therefore, the sen-
sitivity of the range to the value of the sky noise temperature will depend partly upon the
relative magnitudes of the sky noise temperature and the other components of system
noise temperature; and of course similar statements are true of the other temperature
components, such as the receiver noise temperature.

The foregoing discussion has been concerned with the relationship between exactly
known variations in the individual range-equation factors and the corresponding range
variations. It is also of interest to consider the range-calculation error that results
when it may be assumed that each range-equation factor is subject to an error that can
be estimated statistically but is not known exactly - that is, it can be specified or esti-
mated in terms of a standard deviation. It is further assumed that the errors of the
various quantities are statistically independent. Generally this assumption will be ap-
proximately correct even though there may be some interdependence as discussed in
relation to the radar frequency.
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The following equation, based on Eq. (4), has been derived* for this relationship,
where the symbol 8 denotes the fractional standard error of the quantity that follows in
parentheses; for example F(Pt) is the ratio of the standard deviation of the transmitter
power to its nominal or assumed value:

8R ) = { 2(F) + 1- 22 (f~c + 1 L (pt) + (r) + 2(G ) + 22( ,

+ 82(a-s0) + 82 (TN) + 82 (Vo( 5 0 )) + 2 2 (CB) + 82(L)] (72)

In practice, radar engineers usually estimate the uncertainty of the assigned values
of the range equation quantities which have the dimensions of power, or power ratio, as
decibel values. Such estimates usually do not have the statistical precision implied by
the "standard deviation" definition of 8 in Eq. (72). For purposes of approximate cal-
culation, however, decibel errors thus estimated, designated Edb, may be converted to
values of 8 by means of the formula

8 = [antilog 0.1 Edb- 1 (73)

This formula implies that the decibel error value Edb is actually 10 times the logarithm
of the ratio of the sum of the assigned value and the standard deviation to the assigned
value of the range-equation factor.

Equation (72) gives the range error (standard deviation) in terms of the symbols of
Eq. (4). Similar error equations in terms of the symbols of Eqs. (3) and (5) may be
obtained by substituting the terms of these equations comparable to those of Eq. (4) into
Eq. (72). That is, D5 0 and m of Eq. (5) substitute directly for V.( 5 0 ) and CB. Similarly,
B and S/N of Eq. (3) substitute for r and V0 (5 0 ), and CB drops out.
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APPENDIX A

A WORK-SHEET FORM FOR RANGE CALCULATION

In this appendix, a work sheet based on a slight modification of Eq. (4a) is presented,
along with tables, curves, and auxiliary equations needed for the calculation.

The modified equation is

R5 0  lI0F antilog 1-j 4.45 + 10 log Pt(kw) + 10 log Tgsec

+ Gt(db) + Gr(db) + 10 log O-SO (sq m) - 20 log f - 10 log TNI

- Vo(50)(db) - CB(db) - Lt(db) - Lp(db) - La(db) - Lx(db)] • (Al)

This equation differs from Eq. (4a) in that some of the constants have been manipu-
lated to place the factor 100 on the right-hand side. This is done for convenience in
using Table A3 as an aid to the calculation. Also, the equation is written using the system-
input noise temperature TNI so that the Lr term does not explicitly appear in the equa-
tion. Full-page curves for the "visibility factor" Vo O)db, for the bandwidth-correction
factor CB, for the antenna noise temperature T., and the atmospheric absorption loss Lap
in the frequency range 100 to 10,000 Mc, are included for ready reference in this appen-
dix, along with the work-sheet form and a full-page-size sample of the coverage-diagram
chart. The curve for the detectability factor D5 0 is also included. The work sheet may
be used for computing range on the basis of Eq. (5) by using D5 0 in place of V so and
m (see text) in place of CB. It may also be used for computing on the basis of Pq. 3) by
using S/N in place of Vo( 50 ), replacing cB by B , changing the range-equation decibel
constant from 4.45 to 34.46'(40 log 7.268), and eleting the -rsec entry.

Removable (perforated-edge) copies of the work sheet and of the range-height-angle
(coverage diagram) chart are included at the end of this appendix. These may be used as
masters for quantity reproduction if desired.
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PULSE-RADAR RANGE-CALCULATION WORK SHEET

For use with NRL Report 5868

1. Compute system input noise temperature, TNI, following outline in section (1) below.

2. Enter range factors known in other than decibel form in section (2) below, for reference.

3. Enter logarithmic and decibel values in section (3) below, positive values in plus column, negative in

minus. (Example: If Vo(5 0 )(db) as given by Fig. Al or A2 is negative, then - Vo(50)(db) is positive, goes

in plus column.) To convert range factors to decibel values, use Table A2. For CB(db) use Fig. A3.

Radar antenna height: h = ft. Target elevation angle: 0 = . (See Fig. A12).

(1) COMPUTATION OF TNI:. (2) RANGE FACTORS (3) DECIBEL VALUES PLUS (+) MINUS (-)

TNI P T + T + L T t(kw) 10 log Pt(kw)
(I) , e sec  10 log "r sec

(a) For general range com- Gt Gt(db)
putation, use Figure A5 for
T a . G Gr(db)

(b) To find Lr, given L(db), 0"50( sq.m.) 10 log 
0 5

use first and second columns fc - 20 log fmc
of Table A2. TN1, *K 10 logTNI, K - 1 logTNI

(c) Also in Table A2, opposite
Lr(db ) in first column, read
T r(r) in third column.

Note: If thermal tempera-
ture (T t) of transmission line
is appreciably different from
290 0

K, multiply Table A2
values of Tr(i) by T,/290.

(d) Opposite R'db in first.col-

umn, read Te in third col.

T t  T,

L, Tr(I)

'db Lr Te

T. E lTNI

Vo( 5 0 ) - vo(50)(db)

CH - CB(db) ___________

L t  - Lt(db)

LP- Lp(db) ______~-
L. - L(db)

Range-equation constant (40 log 1.292) 4 .45

4. Obtain column totals )0.

5. Enter smaller total below larger---

6. Subtract to obtain net decibels - +

7. In Table A3, find range ratio corresponding to this
net decibel value, taking its sign (±) into account.
Multiply this ratio by 100. This is Ro 4J

8. Multiply R., by the pattern-propagation factor

EF ZI See Eqs. 27 - 44, and Figs. 8 - 12.

R, x F =aR' c-

9. On the appropriate curve of Figures A6 - All, determine the atmo spheric- absorption/--Iloss factor, L.(db), corresponding to R'. This is L,(db)(1)

10. In Thble A3, find the range-decrease factor corresponding to L,(db)(1) a I

11. Multiply R' by 81. This is a first approximation of the range, R1 j[
12. If R1 differs appreciably from R', onthe appropriate curve of Figures A6 -All find _.
the new value of La(db) corresponding to R1 . This is La(db)(2)

13. In Table A3, find the range-increase factor corresponding to the difference between
La(db)(1) and La(db)(2). This is 82"

14. Multiply R1 by 82. This is the radar range in nautical miles, Rs, IZ Z Z
Note: If the difference between La(db)(1) and La(db)(2) is less than 0.1 db, R1 may be taken as the final
range value, and steps 12 - 14 may be omitted. If L(db)(1) is less than 0.1 db, R' may be taken as the
final range value, and steps 9 - 14 may be omitted. (For radar frequencies up to 10,000 megacycles, cor-
rection of the atmospheric attenuation beyond the La(db)(2) value would amount to less than 0.1 db.)
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The following equations from the text of the report
purposes. For additional details and equations the text
tions of the symbols see Table Al.

NUMBER OF PULSES PER SCAN,
UNIDIRECTIONAL. (AZIMUTH) SCANNING

00 PRF
N = P

6 (cos 0e) RPM

NUMBER OF PULSES PER SCAN, ORTHOGONAL
BIDIRECTIONAL SCANNING

are repeated below for reference
should be consulted. For defini-

(16)

(17)
6 (c 0 v PRFN h=

6 (cos Oe) Cov tv RPM

(above equations) valid if Oh/cos Oe < 900

PATTERN-PROPAGATION FACTOR FOR
SEA-REFLECTION INTERFERENCE

If f(+0) = f(-O):

If also Y = 7:

F = If(Oe) 1 + p2 D2 + 2pD cos a I

[4r h sin Oe]
cos a cse 

Fg.

(for calculating p and D, see Figs. 8-12).

FOR p = 1 AND D = 1

F = 2 f(Oe) Isin (0.366 hft fMc sin 0)°1

ANGLES OF MINIMA

sin Omin -492n

fMc hft
n=0, 1, 2, 3,

ANGLES OF MAXIMA

sin - 246 (2n- 1)
fMc hft

n = 1, 2, 3,.

GAIN OF ANTENNA OF AREA A (SQ FT)

G = k i (1.3 x 10 5 Asf fc)

(k i = 0.6-to 0.9 for efficient designs).

(32)

(33)

(35)

(36)

(37)

(46)
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GAIN FOR KNOWN BEAMWIDTHS

- k2
G 0~ 0Oh Ov

(k = 27,000 to 41,000).

BEAMWIDTH FOR KNOWN APERTURE, d i

984 k 3

i - di(ft)fMe

(k 3 = 50 to 75).

TARGET ALTITUDE VS ELEVATION ANGLE,

SMALL HEIGHT AND RANGE

H = h + 6076 R sin 0 + 0.6624 R2 cos 2 0

(H, h, feet; R naut mi).

HORIZON RANGE OF LOW ANTENNA

Rhor = 1.23 Vhft

(naut mi, ft).

FREQUENCY VS WAVELENGTH

f 983.573 299.793
m kft kmeters

RADAR CROSS SECTION OF LARGE FLAT
PLATE, AREA. A

4-a A
2

X2

RADAR CROSS SECTION OF LARGE CYLINDER,
LENGTH 't, RADIUS a

27T a 2

RADAR CROSS SECTION OF LARGE SPHERE, RADIUS a >>

,' = 7ra
2

(for a < 2k, see Fig. 26).

(47)

(48)

(52)

(53)-

(54)

(61)

(62)
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Table Al
List of Range-Equation and Auxiliary-Equation Symbols with Brief Definitions

(For Use with Range-Calculation Work Sheet)

R50  - for scanning radar, range of 0.5 blip/scan ratio; for searchlighting
radar, range of 0.5 probability of detection during observer's integration
time

Pt(kw) transmitter pulse power output, kilowatts, measured at transmitter out-
put terminals

7'ec - radar pulse length, microseconds, between half-power points of pulse
waveform

Gt, Gr  - directive antenna gains on transmission and reception, in beam maxima;
ratio of radiated power density in beam maximum relative to that of an
isotrope radiating same total power, at same range

050 (sq m) - median radar cross section of target, square meters

fuc - radar frequency, megacycles

TNI - effective system input noise temperature (referred to system input
terminals), degrees Kelvin

Ta  - effective noise temperature of antenna, degrees Kelvin (see Fig. AS)

Tr(I) - effective input noise temperature of receiving transmission line, de-
grees Kelvin (see Table A2)

Te - effective input noise temperature of receiver, degrees Kelvin (see Table
A2)

NF - receiver noise factor (IRE Standard 59 IRE 20.Sl); IRE Proc. 48:60
(Jan. 1960)

V0(50) - visibility factor for optimum bandwidth, 0.5 probability of detection (see
Figs. Al and A2)

CB  - bandwidth correction factor (see Fig. A3).

Br - product of receiver predetection bandwidth, cycles per second, and pulse
length, seconds (as used in connection with Fig. A3)

Lt  - power loss factor for transmission-line system (including antenna ohmic
losses) during transmitting; ratio of power delivered at transmitter out-
put terminals .to power radiated,

Lr  - power loss factor for transmission-line system (including antenna ohmic
losses) during reception; ratio of available power captured by receiving
antenna to available power at the receiver input terminals

Lp- antenna-pattern loss factor for scanning radar; for unidirectional scan,
Lp = 1.45 (1.6 db); for orthogonal bidirectional scan, an estimated value
is LP = 2..1,(3.2 db); for searchlighting (nonscanning) radar Lp = 1 (0 db)

Le- loss factor for absorption by propagation medium (for atmospheric loss,
see Figs. A6 to All

LX - loss factor for "other" losses that may occur in special cases

Table continues
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Table Al (Continued)

F - pattern-propagation factor; ratio of electric field intensity, radar-to-
target and target-to-radar, in absence of propagation-medium absorp-
tion losses, to that which would exist in free space in beam maximum at
same range; see Eqs. (27) to (44)

N - number of pulses integrated, or number per scan on target within half-
power beamwidth

- azimuth beamwidth of antenna, degrees

0 - vertical beamwidth of antenna, degrees

00 - target elevation angle, degrees

PRF - radar pulse rate, pulses per second

RPM - antenna rotation rate, revolutions per minute

U)V - vertical scan speed, degrees per second, at the target elevation angle

t v  - vertical scanning period, seconds, including dead time if any

p - reflection coefficient of earth, sea (0 < p < 1)

D - divergence factor (0 : D : 1)

h - antenna height

f(0 e )  - antenna vertical pattern factor, for f(0) = 1, f( +e) = f(- 0) f(O) = 1

K - radar wavelength

H - target altitude
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Table A2
Transmission Line and Receiver Input Noise Temperatures

Opposite the decibel value of the transmission-line available loss Lr, in the first column, find
in the second column the corresponding power-ratio value of L.. In the third column, find the cor-
responding value of transmission-line input noise temperature Tr(I), assuming that the thermal
temperature Tt is approximately equal to To = 290°K, according to the formula

Tr(i) = T, (Lr-1).

If in the actual case Tt has an appreciably different value, multiply these values of T,(I) by Tt/290.

Opposite the decibel value of receiver noise factor W in the first column, find in the third
column the corresponding value of receiver input noise temperature Te , according to the formula

Te = TO (1W- 1)

0 1.0000 0.00 2.2 1.660 191 6.2 4.169 919
0.01 1.0023 0.67 2.3 1.698 202 6.3 4.266 947
0.02 1.0046 1.33 2.4 1.738 214 6.4 4.365 976
0.03 1.0069 2.00 2.5 1.778 226 6.5 4.467 1005
0.04 1.0093 2.70 2.6 1.820 238 6.6 4.571 1036
0.05 1.0116 3.36 2.7 1.862 250 6.7 4.677 1066
0.06 1.0139 4.03 2.8 1.905 262 6.8 4.786 1098
0.07 1.0162 4.70 2.9 1.950 276 6.9 4.898 1130
0.08 1.0186 5.39 3.0 1.995 289 7.0 5.012 1163
0.09 1.0209 6.06 3.1 2.042 302 7.1 5.129 1197
0.10 1.0233 6.76 3.2 2.089 316 7.2 5.248 1232
0.15 1.0351 10.2 3.3 2.138 330 7.3 5.370 1267
0.20 1.0471 13.7 3.4 2.188 345 7.4 5.495 1304
0.25 1.0593 17.2 3.5 2.239 359 7.5 5.623 1341
0.30 1.0715 20.7 3.6 2.291 374 7.6 5.754 1379
0.35 1.0839 24.3 3.7 2.344 390 7.7 5.888 1418
0.40 1.0965 28.0 3.8 2.399 406 7.8 6.026 1458
0.45 1.1092 31.7 3.9 2.455 422 7.9 6.166 1498
0.50 1.1220 35.4 4.0 2.512 438 8.0 6.310 1540
0.55 1.1350 39.2 4.1 2.570 455 8.1 6.457 1583
0.60 1.1482 43.0 4.2 2.630 473 8.2 6.607 1626
0.65 1.1614 46.8 4.3 2.692 491 8.3 6.761 1671
0.70 1.1749 50.7 4.4 2.754 509 8.4 6.918 1716
0.75 1.1885 54.7 4.5 2.818 527 8.5 7.079 1763
0.80 1.2023 58.7 4.6 2.884 546 8.6 7.244 1811
0.85 1.2162 62.7 4.7 2.951 566 8.7 7.413 1860
0.90 1.2303 66.8 4.8 3.020 586 8.8 7.586 1910
0.95 1.2445 70.9 4.9 3.090 606 8.9 7.762 1961
1.00 1.2589 75.1 5.0 3.162 627 9.0 7.943 2013
1.1 1.288 83.5 5.1 3.236 648 9.1 8.128 2067
1.2 1.318 92.2 5.2 3.311 670 9.2 8.318 2122
1.3 1.349 101 5.3 3.388 693 9.3 8.511 2178
1.4 1.380 110 5.4 3.467 7 15 9.4 8.710 2236
1.5 1.413 120 5.5 3.548 739 9.5 8.913 2295
1.6 1.445 129 5.6 3.631 763 9.6 9.120 2355
1.7 1.479 139 5.7 3.715 787 9.7 9.333 2417
1.8 1.514 149 5.8 3.802 813 9.8 9.550 2480
1.9 1.549 159 5.9 3.890 838 9.9 9.772 2544
2.0 1.585 170 6.0 3.981 864 10.0 10.000 2610
2.1 1 .622 180 6.1 1 .074 891 1 1

Temperature conversion relations: TKevin = 273.16 + Tcent Xrade - 255.38
2900 Kelvin = 16.84* Centigrade = 62.32 Fahrenheit

+ (5/9) TFahrenheit

W WF Te
Lr  Lr  Tr(l)

decibels power ratios * Kelvin

W W Te

Lr Lr  Tr(I)
decibels power ratios 0 Kelvin

W9P TeLr Lr T ()decibels power ratios ° Kelvin
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Table A3
Radar Range Factors for System Power

Change from 0 to 40 Decibels
(in Steps of 0.1 Decibel)

The table is intended for use with an equation of the type:

I t G22r
F  

4 p/4, p/4

R k L ] k , i.e., P"

where R is the radar range and P may be regarded as an equivalent system
power variable. The table is based on the relation:

R/Ro = antilog 0 (to log P/Po)]

where R/R o is the range factor, and 10 log P/P is the power change indeci-
bels. Pt is transmitter power, G antenna gain, A wavelength,a target cross
section, L loss factor, F pattern-propagation factor, and Pr received echo
power.

Range factors for power changes greater than 40 db can be obtained from
the table by the following procedure: (1) Subtract from the absolute value of
the power change in db the integral multiple of 40 which results in a positive
remainder tess than 40; (2) Look up the range factor correspnding to the
remainder; (3) Shift the decimal point one place for each 40 db subtracted; for
range increase,shift to the right, for decrease shift to the left. For example,
the range increase for a power change of 47.3 db is 15.22, and for 87.3 it is
152.2, because for 7.3 db it is 1.522. The decrease factor for 47.3 db is
0.06569, and for 87.3 it is 0.006569, etc.

Range
Decrease
Factor

1 0 000
9 943
9 886
9 829
9 772
9 716
9 661
9 605
9 550
9 495

9 441
9 386
9 333
9 279
9 226
9 173
9 120
9 068
9 016
8 964

8 913
8 861
8 810
8 760
8 710
8 630
8 610
8 561
8 511
8 463

8 414
8 366
8 318
8 270
8 222
8 175
8 128
8 082
8 035
7 989

7 943
7 898
7 852
7 807
7 763
7 718
7 674
7 630
7 586
7 542

IDecim.alSPoint

40.0
39.9
39.8
39.7
39.6
39.5
39.4
39.3
39.2
39.1

39.0
38.9
38.8
38.7
38.6
38.5
38.4
38.3
38.2
38.1

38.0
37.9
37.8
37.7
37.6
37.5
37.4
37.3
37.2
37.1

37.0
36.9
36.8
36.7
36.6
36.5
36.4
36.3
36.2
36.1

36.0
35.9
35.8
35.7
35.6
35.5
35.4
35.3
35.2
35.1

Range
Increase
Factor

Po~intJ
1 0000
1 0058
1 0116
1 0174
1 0233
1 0292
1 0351
1 0411
1 0471
1 0532

1 0593
1 065
1 072
1 078
1 084
1 090
1 096
1 103
1 109
1 116

1 122
1 129
1 135
1 142
1 148
1 155
3 161
1 168
1 175
1 182

1 189
1 195
1 202
1 209
1 216
1 223
1 230
1 237
1 245
1 252

1 259
1 266
1 274
1 281
1 288
1 296
1 303
1 311
1 318
1 326

Range
Decrease
Factor

Power
Change,
Decibels

5.0
5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8
5.9

6.0
6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9

7.0
7.1
7.2
7.3
7.4
7.5
7.6
7.7
7.8
7.9

8.0
8.1
8.2
8.3
8.4
8.5
8.6
8.7
8.8
8.9

9.0
9.1
9.2
9.3
9.4
9.5
9.6
9.7
9.8
9.9

Range
Increase
Factor

Decimal
Poi nt

1 334
1 341
1 349
1 357
1 365
1 372
1 380
1 388
i 396
1 404

1 413
1 421
1 429
1 437
1 445
1 454
1 462
1 471
1 479
1 488

1 496
1 505
1 514
1 522
1 531
1 540
1 549
1 558
1 567
1 576

1 585
1 594
1 603
1 612
1 622
1 631
1 641
1 650
1 660
1 669

1 679
1 689
1 698
1 708
1 718
1 728
1 738
1 748
1 758
1 768

Range
Decrease

Factor

Range
Decrease
Factor

Decmal,

7 499
7 456
7 413
7 371
7 328
7 286
7 244
7 203
7 162
7 120

7 080
7 039
6 998
6 958
6 918
6 879
6 839
6 800
6 761
6 722

6 683
6 645
6 607
6 569
6 531
6 494
6 457
6 420
6 383
6 346

6 310
6 273
6 237
6 202
6 166
6 131
6 095
6 061
6 026
5 991

5 957
5 923
5 888
5 855
5 821
5 788
5 754
5 721
5 689
5 656

Range

Increase
Factor

35.0
34.9
34.8
34.7
34.6
34.5
34.4
34.3
34.2
34.1

34.0
33.9
33.8
33.7
33.6
33.5
33.4
33.3
33.2
33.1

33.0
32.9
32.8
32.7
32.6
32.5
32.4
32,3
32.2
32.1

32.0
31.9
31.8
31.7
31.6
31.5
31.4
31.3
31.2
31.1

31.0
30.9
30.8
30.7
30.6
30.5
30.4
30.3
30.2
30.1

*

)ecibels
Power
Changel

Power
Change,
Decibels

10.0
10.1
10.2
10.3
10.4
10.5
10.6
10.7
10.8
10.9

11.0
11.1
11.2
11.3
11.4
11.5
11.6
11.7
11.8
11.9

12.0
12.1
12.2
12.3
12.4
12.5
12.6
12.7
12.8
12.9

13.0
13.1
13.2
13.3
13.4
13.5
13.6
13.7
13.8
13.9

14.0
14.1
14.2
14.3
14.4
14.5
14.6
14.7
14.8
14.9

Range
Increase
Factor

Dmal

1 778
1 789
1 799
1 809
1 819
1 830
1 841
1 851
1 862
1 873

1 884
1 895
1 905
1 916
1 928
1 939
1 950
1 961
1 972
1 984

1 995
2 007
2 018
2 030
2 042
2 054
2 065
2 077
2 089
2 101

2 113
2 126
2 138
2 150
2 163
2 175
2 188
2 200
2 213
2 226

2 239
2 252
2 265
2 278
2 291
2 304
2 317
2 331
2 344
2 358

Decimal
Point ,

Range
Decrease

Factor

Decmal

5 623
5 591
5 559
5 527
5 495
5 464
5 433
5 40i
5 370
5 340

5 309
5 278
5 248
5 218
5 188
5 158
5 129
5 099
5 070
5 041

5 012
4 983
4 954
4 926
4 898
4 870
4 842
4 814
4 786
4 759

4 732
4 704
4 677
4 650
4 624
4 597
4 571
4 545
4 519
4 493

4 467
4 441
4 416
4 390
4 365
4 340
4 315
4 290
4 266
4 241

Emal

Range Range
)ecrease Increase
Factor I Factor

30.0
29.9
29.8
29.7
29.6
29.5
29.4
29.3
29.2
29.1

29.0
28.9
28.8
28.7
28.6
28.5
28.4
28.3
28.2
28.1

28.0
27.9
27.8
27.7
27.6
27.5
27.4
27.3
27.2
27.1

27.0
26.9
26.8
26.7
26.6
26.5
26.4
26.3
26.2
26.1

26.0
25.9
25.8
25.7
25.6
25.5
25.4
25.3
25.2
25.1

i
Decibels
Power
Change

Power
Change,
Decibels

t

15.0
15.1
15.2
15.3
15.4
15.5
15.6
15.7
15.8
15.9

16.0
16.1
16.2
16.3
16.4
16.5
16.6
16.7
16.8
16.9

17.0
17.1
17.2
17.3
17.4
17.5
17.6
17.7
17.8
17.9

18.0
18.1
18.2
18.3
18.4
18.5
18.6
18.7
18.8
18.9

19.0
19.1
19.2
19.3
19.4
19.5
19.6
19.7
19.8
19.9
20.0

Range
Increase
Factor
Dec imal]

I P ont

2 371
2 385
2 399
2 413
2 427
2 441
2 455
2 469
2 483
2 497

2 512
2 526
2 541
2 556
2 570
2 585
2 600
2 615
2 630
2 645

2 661
2 676
2 692
2 707
2 723
2 738
2 754
2 770
2 786
2 802

2 818
2 835
2 851
2 867
2 884
2 901
2 9,17
2 934
2 951
2 968

2 985
3 003
3 020
3 037
3 055
3 073
3 090
3 108
3 126
3 144

~3 162
.D ci

Declma.H
Front

Range
Decrease

Factor

i~ecmal

4 217
4 193
4 169
4 145
4 121
4 097
4 074
4 050
4 027
4 004

3 981
3 958
3 936
3 913
3 890
3 868
3 846
3 824
3 802
3 780

3 758
3 737
3 715
3 694
3 673
3 652
3 631
3 610
3 '589
3 569

3 548
3 528
3 508
3 487
3 467
3 447
3 428
3 408
3 388
3 369

3 350
3 330
3 311
3 292
3 273
3 255
3 236
3 217
3 199
3 181
3D162

DecimaU
Point

25.0
24.9
24.8
24.7
24.6
24.5
24.4
24.3
24.2
24.1

24.0
23.9
23.8
23.7
23.6
23.5
23.4
23.3
23.2
23.1

23.0
22.9
22.8
22.7
22.6
22.5
22.4
22.3
22.2
22.1

22.0
21.9
21.8
21.7
21.6
21.5
21.4
21.3
21.2
21.1

21.0
20.9
20.8
20.7
20.6
20.5
20.4
20.3
20.2
20.1
20.0

Range Range Decibel$
Decrease Increase Power

Factor Factor Change

Power
Change,
Decibels

+

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9

2.0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9

3.0
3.1
3.2
3.3
3.4
3.5
3.6

3.7
3.8
3.9

4.0
4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9

Range Decibels
Increase Power
Factor Change
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Table A4
Ray Paths Calculated for Proposed Standard Model of Atmospheric Refractive Index

(CRPL Exponential Reference Atmosphere for Ns = 313)

Values of range in nautical miles, for ray of specified initial elevation angle,
at selected heights

Height Initial Elevation Angle (degrees)

(feet) 0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

1,000

2,000
3,000

4,000
5,000

6,000

7,000

8,000

9,000

10,000

20,000

30,000

40,000

50,000

60,000

70,000

80,000

90,000

100,000

200,000

300,000

400,000

500,000

600,000

700,000

800,000

900,000

39.80

56.20

68.73

79.25

88.49

96.82

104.4

111.5

118.1

124.4

174.1

211.3

242.2

269.2

293.3

315.3

335.6

354.7

372.6

516.1

625.5

717.7

799.0

872.6

940.6

1004

1064

1,000,000 111120

15.86

28.19

38.61

47.80

56.09

63.70

70.77

77.40

83.64

89.57

137.6

174.1

204.6

231.3

255.2

277.0

297.3

316.2

334.1

477.2

586.4

678.4

759.7

833.3

901.2

964.5

1024

1081

8.952

17.10

24.63

31.65

38.25

44.48

50.41

56.07

61.49

66.70

110.5

145.2

174.5

200.4

223.8

245.2

265.1

283.8

301.4

443.2

551.9

643.6

724.7

798.1

865.9

929.1

988.8

1045

6.137

12.00

17.61

23.01

28.21

33.22

38.07

42.77

47.33

51.76

90.59

122.6

150.4

175.1

197.6

218.4

237.8

256.0

273.3

413.1

520.9

612.1

692.8

766.0

833.5

896.6

956.1

1013

4.651

9.179

13.59

17.89

22.09

26.19

30.21

34.13

37.97

41.73

75.80

105.0

130.9

154.2

175.7

195.7

214.4

232.0

248.8

386.0

492.6

583.1

663.2

736.1

803.3

866.2

925.5

981.8

3.740

7.414

11.03

14.58

18.07

21.51

24.89

28.22

31.50

34.73

64.67

91.15

115.1

137.0

157.3

176.3

194.3

211.3

227.5

361.5

466.6

556.2

635.7

708.1

775.0

837.6

896.6

952.7

3.125

6.212

9.262

12.27

15.25

18.19

21.10

23.97

26.82

29.63

56.11

80.13

102.2

122.6

141.8

159.8

176.9

193.2

208.8

339.2

442.6

531.1

610.0

681.8

748.2

810.5

869.2

925.0

2.684

5.343

7.978

10.59

13.18

15.74

18.28

20.80

23.30

25.78

49.41

71.24

91.56

110.6

128.6

145.7

161.9

177.5

192.5

318.9

420.4

507.7

585.7

656.9

722.9

784.7

843.1

898.6

2.351

4.686

7.004

9.306

11.59

13.86

16.12

18.36

20.58

22.79

44.05

63.98

82.74

100.5

117.4

133.5

148.9

163.7

178.1

300.5

399.8

485.8

562.9

633.3

698.8

760.1

818.1

873.3

.(Table Continues)
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Table A4 (Continued)
Ray Paths Calculated for Proposed Standard Model of Atmospheric Refractive Index

(CRPL Exponential Reference Atmosphere for Ns = 313)

Values of range in nautical miles, for ray of specified initial elevation angle,
at selected heights

Height ]Initial Elevation Angle (degrees)

(feet) 4.5 5.0 6.0 7.0 8.0 9.0 10 15 20

1,000
2,0Q0

3,000

4,000

5,000

6,000

7,000

8,000

9,000

10,000

20,000

30,000

40,000

50,000

60,000

70,000

80,000

90,000

100,000

200,000

300,000

400,000

500,000

600,000

700,000

800,000

900,000

1,000,000

2.092

4.172

6.241

8.298

10.34

12.38

14.40

16.41

18.41

20.40

39.69

57.97

75.33

91.89

107.7

122.9

137.6

151.7

165.3

283.6

'380.7

465.3

541.3

611.0

675.8

736.7

794.3

849.1

1.884

3.760

5.627

7.486

9.336

11.18

13.01

14.84

16.65

18.46

36.09

52.93

69.05

84.52

99.40

113.8

127.6

141.1

154.1

268.2

363.0

446.1

521.0

589.8

653.9

714.2

771.4

825.8

1.572

3.139

4.701

6.259

7.811

9.358

10.90

12.44

13.97

15.50

30.49

45.00

59.04

72.64

85.84

98.67

111.1

123.3

135.2

241.1

331.2

411.0

483.6

550.6

613.2

672.3

728.4

782.0

1.349

2.695

4.037

5.377

6.713

8.047

9.377

10.70

12.03

13.35

26.37

39.07

51.46

63.54

75.34

86.87

98.15

1.09.2

120.0

218.3

303.6

380.1

450.1

515.1

576.1

633.9

688.:8

741.4

1.182

2.361

3.538

4.714

5.887

7.058

8.227

9.393

10.56

11.72

23.22

34.50

45.55

56.39

67.03

77.46

87.72

97.79

107.7

199.0

279.6

352.7

420.1

483.1

542.4

598.7

652.4

703.9

1.051

2.101

3.150

4.197

5.242

6.286

7.328

8.369

9.409

10.45

20.74

30.87

40.84

50.65

60.31

69.82

79.19

88.43

97.53

182.4

258.6

328.4

393.2

454.0

511.6

566.4

618.8

669.1

0.947

1.893

2.839

3.783

4.726

5.667

6.608

7.548

8.486

9.424

18.73

27.92

37.00

45.95

54.79

63.51

72.12

80.63

89.04

168.2

240.2

306.8

369.0

427.7

483.5

536.7

587.8

637.0

0.636

1.271

1.906

2.541

3.176

3.810

4.444

5.077

5.710

6.343

12.65
18.93

25.16

31.36

37.52

43.65

49.73

55.79

61.80

120.1

175.5

228.4

279.1

328.0

375.1

420.8

465.1

508.2

0.481

0.962

1.443

1.924

2.404

2.885

3.365

3.845

4.326

4.805

9.597

14.37

19.13

23.88

28.61

33.32

38.02

42.70

47.37

93.20

137.6

180.8

222.9

263.9

303.9

343.1

381.5

419.1
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Table A4 (Continued)
Ray Paths Calculated for Proposed Standard Model of Atmospheric Refractive

Index (CRPL Exponential Reference Atmosphere for Ns = 313)

Values of range in nautical miles, for ray of specified initial elevation
angle, at selected heights

Height ]Initial Elevation Angle (degrees)
(feet)

(fe) 25 30 40 50 60 70 80 90

0.175

0.350

0.525

0.701

0.876

1.051

1.226

1.401

1.576

1.751

3.503

5.254

7.005

8.756

10.51

12.26

14.01

15.76

17.51

35.01

52.50

69.97

87.44

104.9

122.3

139.8

157.2

174.6

0.167 0.165

0.334 0.329

0.501 0.494

0.669 0.658

0.836 0.823

1.003 0.987

1.170 1.152

1.337 1.317

1.504 1.481

1.671 1.646

3.342 3.292

5.013 4.937

6.685 6.583

8.356 8.229

10.03 9.875

11.70 11.52

13.37 13.17

15.04 14.81

16.71 16.46

33.42 32.92

50.13 49.37

66.83 65.83

83.53 82.29

100.2 98.75

116.9 115.2

133.6 131.7

150.3 148.1.

167.0 164.6

1,000

2,000

3,000

4,000

5,000

6,000

7,000

8,000

9,000

10,000

20,000

30,000

40,000

50,000

60,000

70,000

80,000

90,000

100,000

200,000

300,000

400,000

500,000

600,000

700,000

800,000

900,000

1,000,000

0.389

0.779

1.168

1.557

1.946

2.335

2.724

3.113

3.502

3.891

7.775

11.65

15.52

19.38

23.24

27.08

30.92

34.75

38.57

76.35

113.4

149,8

185.5

220.6

255.1

289.2

322.7

355.7

0.329

0.658

0.987

1.316

1.645

1.974

2.303

2.632

2.961

3.290

6.576

9.858

13.14

16.41

19.68

22.94

26.20

29.46

32.71

64.97

96.82

128.3

159.3

190.0

220.4

250.4

280.1

309.5

0.256

0.512

0.768

1.024

1.280

1.536

1.792

2.048

2.304

2.560

5.118

7.675

10.23

12.78

15.34

17.89

20.43

22.98

25.53

50.89

76.09

101.1

126.0

150.8

175.4

199.8

224.1

248.3

0.215

0.430

0.644

0.859

1.074

1.289

1.504

1.719

1.933

2.148

4.296

6.443

8.589

10.74

12.88

15.02

17.17

19.31

21.45

42.83

64.15

85.39

106.6

127.7

148.7

169.7

190.7

211.5

0.190

0.380

0.570

0.760

0.950

1.140

1.330

1.520

1.710

1.900

3.800

5.700

7.600

9.499

11.40

13.30

15.20

17.09

18.99

37.95

56.88

75.79

94.66

113.5

132.3

151.1

169.9

188.6
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Fig. A3 - Bandwidth correction factor CBAdb) as a
function of the ratio of the actual predetection
bandwidth B to the optimum value Bopt - 1.2/r, for
cathode-ray-tube indicator and human observer
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PULSE-RADAR RANGE-CALCULATION WORK SHEET

For use with NRL Report 5868

1. Compute §ystem input noise temperature, TNI, following outline in section (1) below.

2. Enter range factors known in other than decibel form in section (2) below, for reference.

3. Enter logarithmic and decibel values in section (3) below, positive values in plus column, negative in

minus. (Example: If Vo(50)(db) as given by Fig. Al or A2 is negative, then - Vo(50)(db) is positive, goes

in plus column.) To convert range factors to decibel values, use Table A2. For CB(db) use Fig. A3.

Radar antenna height: h = ft. Target elevation angle: 0 = . (See Fig. A12).

(1) COMPUTATION OF TN- (2) RANGE FACTORS (3) DECIBEL VALUES PLUS (+) MINUS (-)

TNP = T. + T, L Te Pt(kw) 10 log Pt(kw)

,Asec 10 log T7sec

(a) For general range coM- Gt Gt(db)

putation, use Figure A5 for
Ta .  Gr Gr(db)

(b) To find Lr, given Lr(db), 50(sq.m. 10 log 0 5 0

use first and second columns fMc - 20 log fMc
of Table A2. TNI, *K - 10 log TNI

(c) Also in Table A2, opposite
Lr(db) in first column, read
T r(,) in third column.

Note: If thermal tempera-
ture (Tt ) of transmission line
is appreciably different from
290°K, multiply Table A2
values of Tr(i) by Tt/290.

(d) Opposite Rdb in first col-
umn, read T. in third col.

Vo(50) - Vo (5O)(db
)

L . - .< d b
L p - L p(db )  ///////

Range-equation constant (40 log 1.292) 4 .45

4. Obtain column totals

5. Enter smaller total below larger - -

6. Subtract to obtain net decibels - +
Tt  7. In Table A3, find range ratio corresponding to this
Lr Tr(i) net decibel value, taking its sign (+) into account.

i
- db Lr T. Multiply this ratio by 100. This is RD 111

T. T8. Multiply Ro by the pattern-propagation factor.
L. I I JSee Eqs. 27 - 44, and Figs. 8 - 12.

R XF=R'

9. On the appropriate curve of Figures A6 - All, determine the atmospheric-absorption
loss factor, L,(db), corresponding to R'. This is La(db)(1)

10. In Table A3, find the range-decrease factor corresponding to La(db)(1), -! 1jj j

11. Multiply R' by I1. This is a first approximation of the range, R1  ) 1 1 1
12. If R, differs appreciably from R', onthe appropriate curve of FiguresA6 -All find _.
the new value of La(db) corresponding to R1 . This is La(db)(2)

13. In Table A3, find the range-increase factor corresponding tothe differencebetwee'l .-_.1
La(db)(1) and La(db)( 2 ). This is 82.

14. Multiply R1 by 62. This is the radar range in nautical miles, R5 0  I

Note: If the difference between LS(db)(1) and L-*(db)(2) is less than 0.1 db, Ra may be taken as the final
range value, and steps 12 - 14 may be omitted. If La(db)(1) is less than 0.1 db, R' may be taken as the
final range value, and steps 9 - 14 may be omitted. (For radar frequencies up to 10,000 megacycles, cor-
rection of the atmospheric attenuation beyond the La(db)(2) value would amount to less than 0.1 db.)
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